Cognitive processing in literate and illiterate subjects: A review of some recent behavioral and functional neuroimaging data
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The study of illiterate subjects, which for specific socio-cultural reasons did not have the opportunity to acquire basic reading and writing skills, represents one approach to study the interaction between neurobiological and cultural factors in cognitive development and the functional organization of the human brain. In addition the naturally occurring illiteracy may serve as a model for studying the influence of alphabetic orthography on auditory-verbal language. In this paper we have reviewed some recent behavioral and functional neuroimaging data indicating that learning an alphabetic written language modulates the auditory-verbal language system in a non-trivial way and provided support for the hypothesis that the functional architecture of the brain is modulated by literacy. We have also indicated that the effects of literacy and formal schooling is not limited to language related skills but appear to affect also other cognitive domains. In particular, we indicate that formal schooling influences 2D but not 3D visual naming skills. We have also pointed to the importance of using ecologically relevant tasks when comparing literate and illiterate subjects. We also demonstrated the applicability of a network approach in elucidating differences in the functional organization of the brain between groups. The strength of such an approach is the ability to study patterns of interactions between functionally specialized brain regions and the possibility to compare such patterns of brain interactions between groups or functional states. This complements the more commonly used activation approach to functional neuroimaging data, which characterize functionally specialized regions, and provides important data characterizing the functional interactions between these regions.
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INTRODUCTION

The acquisition of alphabetic orthographic knowledge, that is, learning an alphabetic written language appears to influence the auditory-verbal language system in a non-trivial way and provide support for the hypothesis that the functional architecture of the brain is modulated by literacy (Petersson et al., 2000). Both behavioral and functional neuroimaging data are consistent with this hypothesis (Castro-Caldas et al., 1998; Petersson et al., 2000; Reis & Castro-Caldas, 1997). In addition, functional neuroimaging data indicate that there are inter-hemispheric regional cerebral blood flow differences in the posterior parietal cortex between the two literacy groups during immediate verbal repetition tasks (Petersson et al., 1998). These inter-hemispheric differences are paralleled by morphological findings, indicating that the part of corpus callosum relaying the inter-hemispheric connections between the left and right posterior parietal cortices is larger in literate compared to illiterate subjects, possibly reflecting an effect of formal schooling (Castro-Caldas et al., 1999). In short, these data indicate that the learning and acquisition of written language skills significantly modulates the spoken language system. However, it is still unclear which processes and mechanisms mediate the influence of literacy. It is also unclear which parts of the cognitive system and which processing levels formal education and orthographic knowl-

edge affect. Additional data indicate that also other cognitive functions are influenced by formal education. Behavioral studies have demonstrated that the level of literacy (including illiteracy) influences the performance of several commonly used tasks in neuropsychological assessment (e.g., Ardila et al., 1989; Lecours et al., 1987a; Lecours et al., 1987b; Manly et al., 1999; Ostrosky et al., 1991; Rosselli et al., 1990). For example, the level of literacy influences the performance when subjects name 2D pictorial representations of objects (Kremen et al., 1991; Manly et al., 1999; Reis et al., 1994; Rosselli et al., 1990).

The objective of this paper is to describe some behavioral and functional neuroimaging results from a series of experiments with an illiterate population and their matched literate controls. The rational behind this work is to investigate different aspects of the influence of formal education and literacy on the cognitive system of the human brain. In this context, it is important to ensure that the subjects studied are not cognitively impaired and also that the illiterate subjects are equal to the literate subjects, in as many relevant respects as is possible, except for the direct consequences of not having had the opportunity to receive formal education. For example, one needs to exclude learning disabilities and other potentially confounding factors. In our studies we have attempted to match the different literacy groups as far as possible in terms of several relevant variables (e.g., age, sex, general health, socio-cultural background, and
level of everyday functionality). The illiterate subjects participating in our studies did not receive formal education for specific social reasons (cf. below) and not because of overt low intelligence, learning disability, or some similar factor (cf. Reis et al., Submitted-a).

THE NATURALLY OCCURRING ILLITERACY OF SOUTHERN PORTUGAL

Illiteracy for social reasons is still a common finding in many parts of the world. In Portugal some forty or fifty years ago, it was not uncommon that at least one of the daughters of a family did not enter school at the age of six, the common age for school start. One of the older daughters, not seldom the oldest, was usually engaged at home in the daily workings of the household and commonly started to work outside the family at a relatively early age in order to contribute to the family economy. In larger families, one of the older daughter typically helped to take care of the younger siblings. In contrast, the younger children were generally sent to school when they reached the age of 6 or 7. Also, since the younger siblings spent a significant part of the day at school they did not have to be taken care of at home.

In our illiterate sample the main reasons for not entering school at the appropriate age were the following: care taking of the younger siblings, the school location was too far from home, cultural reasons (i.e., it was not viewed as necessary for a girl to acquire an education outside home), and economical factors. The greater likelihood that an older (oldest) daughter stayed illiterate while the younger sibling became literate may at least in principle introduce a birth order effect. It has been suggested that birth order may affect cognitive functions, in particular related to being firstborn compared to being of later birth rank. In this context it should be noted that the illiterate subjects were sampled from the older daughters and even if the oldest daughter may have been selected more often, being the oldest daughter is of course not the same as being the firstborn. More importantly, the screening procedures used in the subject selection (cf. below) attempts to exclude subjects with cognitive dysfunction or learning disability. Furthermore, all subjects included in our studies function at a similar level in ordinary everyday life. In addition, the formal schooling factor appears to affect specific tests while other tests are unaffected (cf. below). Together this indicates no general deficit among our illiterate sample compared to the literate sample.

The fishermen community of southern Portugal, where our studies have been conducted, is socio-culturally relatively homogeneous and the majority of the population has lived most of their lives in the community with local surroundings. Mobility within this region was relatively uncommon because the main sources of income were related to the fishing and farming. Literate and illiterate subjects live intermixed in the same community and participate actively on similar terms. Illiteracy is not perceived as a functional handicap. In this community, literacy and in particular higher education, was considered relatively less important while other useful skills were emphasized. Overall, a similar socio-cultural background influences both literate and illiterate subjects on similar grounds. It should also be noted that the literate subjects participating in our studies are not highly educated. In short, the main difference between the two literacy groups relates to reading and writing and other skills acquired during the first years of school attendance.

Subject selection

In a recent socio-demographic characterization of our study population we describe the selection procedures and selection criteria in greater detail (Reis et al., Submitted-a). Here we describe these procedures more briefly. The subjects included all volunteered and were screened with two semi-structured interviews. The socio-cultural interview assesses socio-cultural variables (e.g., occupation, literacy level acquired in case of being a literate or, in case of an illiterate subject, the reasons why they were illiterates and the parent’s literacy level, etc.) and the medical interview assesses health and medical variables. In addition, the subjects were cognitively screened with a short neuropsychological test battery for mental state assessment (including oral/written language, verbal memory, basic information, orientation, mental calculation, and verbal abstraction; cf. Garcia, 1984; Garcia & Guerreiro, 1983). The testing occurred in a quiet environment in which the participant and the tester are sitting at a table. Briefly, a questionnaire is used to assess the socio-cultural, familiar and professional background of the subjects. The questions are focused on their literacy background, the reasons why they had or had not received formal schooling, the literacy level and profession of the parents and relatives, the subjects’ past and present occupation, and their daily life and occupational performance. A subject is classified as illiterate if the subject has not been exposed to formal schooling (for socio-cultural reasons) and has no experience of reading or writing. These subjects are also screened to verify that they were unable to apply grapheme-phoneme associations. For example, they are asked to read common words (e.g., hospital) and letter sequences (upper/lower case). The ones that are unable to read and write are included in the illiterate group. Illiterate subjects can often sign their names, for example, to occasionally sign work, administrative or governmental papers, and this ability is not an exclusion criterion. The literate subjects have regular reading/writing habits and had received at least 4 years of formal education. The screening of the illiterate subjects also included a short reading/writing test, including word, sentence and text reading (aloud), reading comprehension, and word writing.
The demographic characteristics of the overall sample

So far we have screened and tested 85 female volunteers recruited with the help of the local doctor, contacts of already recruited subjects, and by word-of-mouth (sub-sample 1) and several day-centers (sub-sample 2) where older people socialize, participate in social activities. Altogether 66, 48 from sub-sample 1 and 18 subjects from sub-sample 2 were included for further investigations (Table 1). From the overall sample 19 subjects were excluded (Table 2). The sample was divided into three literacy groups: completely illiterate subjects (G1), literates with 4 years of schooling (G2), and literates with more than 4 years of schooling (G3). It should be noted that the exclusion of subjects did not affect the results presented below.

Characterisation of the professional status of the overall sample

To characterize the professional background of the subjects (Table 3) we used a sub-scale of the European Brain Injury Scale (Brooks & Truelle, 1994). The distribution of professional status in Table 3 indicates that the differences between groups were limited (none of the differences were significant, as evaluated by the Wilcoxon matched paired test). This was also the case for sub-sample 1. In particular, the average score was similar for the three literacy groups (no significant difference).

Only subjects from sub-sample 1 have been used in our behavioral, functional neuroimaging and neuroanatomic studies (with the exception of Reis et al. (1994)). For a more detailed analysis and discussion of the socio-demographic characteristics see Reis et al. (Submitted-a).

Verbal fluency and digit span

In the following section we will focus on some results from behavioral experiments (Reis et al., Submitted-a) related or relevant to auditory-spoken or written language (e.g., verbal working memory, short-term memory, and visual processing). However, we start with an example indicating the importance of using ecologically relevant tasks when studying different literacy groups.

We analyzed a data set from the 48 subjects – 23 illiterates (mean age of 66.2 ± 4.9), 18 literate subjects with four years of formal schooling (mean age of 61.9 ± 7) and 7 literate subjects with more than four years of education (mean age 63.6 ± 4.2 and mean years of education 9.6 ± 4.2). The three groups did not differ significantly on age (Median Test \( \chi^2 = 2.01, P = 0.4; \) Kruskal-Wallis, \( H = 5.5, P = 0.06 \)).

Subjects performed a verbal verbal fluency task and were instructed to produce as many words as possible during one

<table>
<thead>
<tr>
<th>Literacy Level</th>
<th>Sub-sample 1</th>
<th>Sub-sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Years of education</td>
<td>Age</td>
</tr>
<tr>
<td>Illiterate (G1)</td>
<td>66.2 ± 4.9</td>
<td>—</td>
</tr>
<tr>
<td>4 years of schooling (G2)</td>
<td>61.9 ± 7</td>
<td>4 ± 0</td>
</tr>
<tr>
<td>More than 4 years of schooling (G3)</td>
<td>63.6 ± 4.2</td>
<td>9.6 ± 4.2</td>
</tr>
<tr>
<td>N</td>
<td>48</td>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Illiterates</th>
<th>4 years of schooling</th>
<th>More than 4 years of schooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery of Mental tests impaired (12)</td>
<td>9</td>
<td>—</td>
</tr>
<tr>
<td>Psychiatric history (3)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Neurological history (2)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>History of learning disability (1)</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Drop out (1)</td>
<td>1</td>
<td>—</td>
</tr>
</tbody>
</table>
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Table 3. Professional status of the overall sample

<table>
<thead>
<tr>
<th>Category</th>
<th>Illiterates n = 31</th>
<th>4 years n = 26</th>
<th>&gt;4 years n = 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional, executive, manager</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intermediate, head clerk, businessman, large scale farmer</td>
<td>—</td>
<td>22% (2/9)</td>
<td>22% (1/1)</td>
</tr>
<tr>
<td>2Skilled occupations, small farmer, office worker, foreman, shop keeper</td>
<td>68% (19/3)</td>
<td>48% (11/2)</td>
<td>11% (1/0)</td>
</tr>
<tr>
<td>3Semi-skilled occupations, lower office workers</td>
<td>13% (2/2)</td>
<td>4% (1/0)</td>
<td>—</td>
</tr>
<tr>
<td>4Unskilled occupations</td>
<td>19% (3/3)</td>
<td>32% (4/4)</td>
<td>44% (3/1)</td>
</tr>
<tr>
<td>5Other (housewife)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Performance of the literacy groups on two neuropsychological tests (sub-sample 1). Mean, standard deviation, minimum and maximum for each literacy group: illiterates (G1), literates with 4 years of education (G2), and more than 4 years of education (G3). The P-values relates to the overall Kruskal-Wallis group comparison and are presented after the descriptive statistics of each group. The right most column represents the significant between group effects (Mann-Whitney U Test).

<table>
<thead>
<tr>
<th>Tests</th>
<th>Illiterates G1, n = 23</th>
<th>4 years G2, n = 18</th>
<th>&gt;4 years G3, n = 7</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digit Span</td>
<td>4.1 ± 0.9 [3–6]</td>
<td>5.2 ± 1.4 [3–8]</td>
<td>7 ± 1.8 [4–9]</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

In accordance with previous data (Ardila et al., 1989; Garcia & Guerreiro, 1983; Reis et al., 1995), there was a significant literacy effect on the digit span task. In other words, the literates performed significantly better than the illiterate subjects (Table 4). It was also noted that the performance on the digit span task was sensitive to the level education (i.e., the G2 vs. G3 effect was significant). This indicates that not only literacy as such but also the years of formal education can be an important factor in influencing cognitive processing. The literacy effect on digit span has also been investigated in terms of an influence of the magnitude component of digit representations (Reis et al., 1995). To test the magnitude hypothesis Reis and col. (Reis et al., 1995), compared the performance of literate and illiterate subjects on a digit span task either with digits smaller or larger then five. The illiterate subjects performed significantly worse on digits >5 as compared to digits <5, while this was not the case for the literate group.

FORMAL SCHOOLING INFLUENCES 2D BUT NOT 3D NAMING SKILLS

As indicated above, the level of formal schooling or literacy appears to influence the performance when naming 2D pictorial representations of objects (Reis et al., 1994; Reis et al., Submitted-b). Naming objects or their pictorial 2D representations are common tasks used in neuropsychological assessment and research. The performance on simple visual naming tasks is mainly dependent on the systems for
visual recognition (including visual attention) and language processing as well as the interaction between these systems.

In our study population learning and practice in interpreting schematic 2D representations most often took place during school attendance simultaneously with the acquisition of written Portuguese. Reading and writing are dependent on advanced skills in producing, coding, and decoding 2D representations. It is likely that the production and interpretation of 2D representations of real objects is significantly more practiced in the literate compared to the illiterate group. In other words, literate subjects are in general more practiced in coding and decoding 2D material in terms of figurative/symbolic representations, while illiterate subjects have generally received relatively little systematic practice in interpreting conventional visuo-symbolic representation. Here we briefly describe the results from a visual naming experiment (Reis et al., 1999a; Reis et al., 1999b). For further details and a full discussion see (Reis et al., Submitted-b).

Stimuli and task procedures

Sixty-five object drawings easily match to a common everyday real object were selected from the set of Snodgrass and Vanderwart (Snodgrass & Vanderwart, 1980). Common everyday objects were selected to minimize possible vocabulary differences between subjects. Each drawing was closely matched with a similar real object. A digital camera was used to make a photo of each object. The 65 items were divided into 3 sets (22/22/21). The semantic categories were randomly distributed between the 3 sets. For each set of items, 3 corresponding lists of real objects (O), photos (P) and line drawings (D) were generated. The D- and P stimuli were displayed on a computer screen and the computer was also used to register reaction times (RTs). The whole experiment was run in a dark room. The same paced presentation paradigm was used for each presentation mode (PM: D, P, O). Each drawing and photograph was displayed for 5s and voice detection equipment registered the RT between the onset of the display and the onset of the response. A similar procedure was used to register the O data. The real objects were displayed in a 50 x 50 x 50 cm black box, which was lit with a lamp for the same display time as in D and P. The RTs were registered in the same way as for D and P stimuli.

In this study 20 illiterate (mean age 65.9 ± 3.9; 57–72 yrs) and 20 literate females (63.5 ± 4.9; 56–73 yrs) and a mean literacy level of 5.7 ± 2.7 yrs of education from sub-sample 1 participated. The mean age difference was not significant (P = 0.11). Each subject was tested in two blocks; in each block, 3 different sets of items were randomly chosen without replacement to be presented in one of the PM. The presentation order was identical for each group in both blocks but randomized among subjects. After the experiment, a post-experiment interview was conducted with each subject, to investigate the reasons for incorrect responses or response failure. During the interview, the items that had elicited erroneous responses were presented again (same PM and order in which the failures occurred), and the subject was asked to name the items with no time constrains. If the subject still did not identify the item correctly, a semantic cue was provided, in a responsive naming task, in order to differentiate the reasons for the errors made. The responses obtained in this way were not included in the performance analysis but only used in the qualitative error analysis.

Accuracy analysis and reaction time analysis

Before the statistical analysis was undertaken we calculated the percentage of correct responses for each item in each presentation mode. To minimize the potential effects of the quality or visual information of the presented items (e.g., needle) or the frequency of encounter in daily life (e.g., screw-nut), the responses on items for which more than 50% of the subjects in both groups made incorrect responses in one presentation mode were excluded from further analysis. The responses for each block were pooled across each PM.

We calculated the total scores of correct answers for each subject, block, and PM, and the data were first analyzed with a nested repeated measures mixed effects ANOVA (considering all the factors of the experimental design, i.e., block, PM, literacy group, and subject; this last factor was nested within the literacy factor and considered a random effect). The results (Table 5, Fig. 1) show a significant block effect [F(1, 38) = 24.5; P < 0.001], PM effect [F(2, 76) = 20.6; P < 0.001], literacy effect [F(1, 38) = 20.9; P < 0.001], and a significant interaction between PM and literacy [F(2, 76) = 14; P < 0.001].

The significant interaction related to the fact that the PM effect was significant in the illiterate group and not significant in the literate group (non-parametric statistics yielded fully consistent results with the ANOVA; cf. Table 5). Within-group comparisons confirmed this (Wilcoxon matched pairs test; the illiterate group, block 1: D vs. P, P = 0.1; D vs. O, P < 0.001; P vs. O, P = 0.02; block 2: D vs. O, P = 0.03). In contrast, as noted above, there was no significant difference in the literate group.

The mean reaction times (RTs) were calculated for each subject, block, and PM. In order not to confound literacy effect with performance differences, we excluded misregistered responses (e.g., hardware/software failure or ambient noise) and RTs from incorrect or no-answers. Only RTs from correct responses were included in the analysis. In order to test for block and literacy effects, independent of item specific effects, the items were matched across blocks and between groups for each PM. The results showed a significant block effect [F(1, 34) = 8.1; P = 0.008] and literacy effect [F(1, 34) = 15.4; P < 0.001]. The two literacy groups differed significantly with respect to RTs, both for drawings [block 1, F(1, 34) = 4.4, P = 0.045; block 2,
Table 5. Accuracy rates of the study groups in an object naming task with drawings, photos and objects. The results from the within-group (Friedman ANOVA) and between-group comparisons (Mann-Whitney U test). Means and standard deviations of the correct number of responses with p-values from corresponding tests. PM = presentation mode, D = drawings, P = Photos, and O = objects

<table>
<thead>
<tr>
<th>PM</th>
<th>D</th>
<th>P</th>
<th>O</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>14.9</td>
<td>16.5</td>
<td>17.4</td>
<td>p = 0.0006</td>
</tr>
<tr>
<td>Literate</td>
<td>17.2</td>
<td>17.2</td>
<td>17.7</td>
<td>p = 0.41</td>
</tr>
<tr>
<td></td>
<td>74.5</td>
<td>150</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td>2nd Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>16.3</td>
<td>17</td>
<td>17.5</td>
<td>p = 0.06</td>
</tr>
<tr>
<td>Literate</td>
<td>18</td>
<td>17.5</td>
<td>18</td>
<td>p = 0.63</td>
</tr>
<tr>
<td></td>
<td>86.5</td>
<td>166.5</td>
<td>163</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Accuracy data: Mean visual naming scores for the literate and illiterate group according to block and presentation modes.

In summary, these results show that the illiterates have lower naming scores compared to the literate subjects when naming visually presented drawings of common everyday objects (and to a lesser extent photos). In contrast, there was no significant difference between the two literacy groups when naming the corresponding common everyday real objects. The analysis of the reaction times of the correct responses also demonstrated a significant literacy effect. In particular, the illiterate subjects responded with a longer mean reaction time when they correctly named drawings and photos compared to the literate group, while this was not the case when naming the real objects. The absence of group differences when successfully naming real objects indicate that the reaction time differences on drawings and photos is not simply related to slower language processing in general. Instead, the longer processing time may be related to the processing of visual information. This would indicate that 2D visual processing is in some sense different in illiterate compared to literate subjects. Alternatively, the longer response latencies may be related to the interaction between the visual (in a broad sense, i.e., including visual attention) and the language system. In other words, the interface between the two systems may not be configured in the same.

\[ F(1, 34) = 3.6, \ p = 0.066 \] and for photos [block 1, \( F(1, 34) = 4.3, \ p = 0.045 \); block 2, \( F(1, 34) = 4.3, \ p = 0.047 \], but there was no significant difference for real objects in either block.

**Qualitative error analysis**

Two independent observers classified the incorrect responses. One of the observers was blind to the levels of all experimental factors. Both observers classified the incorrect responses identically. We classified the errors as follows: visually related errors (visual recognition error (VRE), no visual recognition (NVR)), language related errors (semantically related lexical naming error (SR), and no lexical access or omissions (NLA)). This is similar to the approach of Newcombe et al. (1971). So, we investigated whether the error patterns in the two literacy groups were different in terms of distribution of language related (SR + NLA) and visually related (VRE + NVR) errors in each presentation mode. There were significant group differences (block 1) when naming drawings and photos (\( \chi^2 = 3.99, \ p = 0.04; \chi^2 = 8.59, \ p = 0.003 \)), while there was no significant difference during real object naming (\( \chi^2 = 0.65, \ p = 0.61; \) the group differences were similar in block 2).
way, leading to differences in the effectiveness of the necessary information transfer. The result of the error analysis is consistent with this interpretation, since the illiterate subjects made relatively more visually related errors than language related while the pattern was the opposite for the literate group. In fact the qualitative distribution of errors was not significantly different for real object naming between groups. Taken together this interpretation is consistent with a recent suggestion that orthographic knowledge is an integral component of the general visual processing system (Patterson & Lambon Ralph, 1999) indicating that the acquisition of alphabetic orthographic knowledge may affect specific components of the general system for visual processing. Interestingly, a positive correlation between reading abilities and the capacity to name line drawings have also been reported (Goldblum & Matute de Duran, 2000). Interpreted in this context, the correlation may be related to the fact that decoding and interpretation of 2D representations is most often a significantly more trained skill in literate than in illiterate subjects.

WORD AND PSEUDO-WORD REPETITION IN LITERATE AND ILLITERATE SUBJECTS

Pseudo-word repetition and digit span tasks are good measures of working memory capacities and these measures are also related to reading achievements in children (Gathercole, 1995a; Gathercole, 1995b; Gathercole, 1995c; Gathercole & Baddeley, 1995). The concept of a verbal short-term working memory system subserving the representation and on-line processing of series of digits and words was proposed by Baddeley and Hitch (Baddeley, 1992; Baddeley & Hitch, 1974). Additional research points toward a role of verbal working memory and the efficiency of phonological processing in relation to reading skills (Brady, 1991). It has also been suggested that the one of the primary roles of the phonological loop, a subsystem of working memory, is to store sound patterns while more permanent memory records are being constructed. This suggests that the phonological loop may serve as a language learning device, being an integral part of the systems for spoken and written language acquisition (Baddeley et al., 1998).

Reis et al. (1997) concluded that illiterate performed similarly to literate subjects on word repetition, while there was a significant difference on pseudo-word repetition. The behavioral results from a recent the PET study were broadly consistent with these findings (Castro-Caldas et al., 1998). Specifically, the literate performed at 98% while the illiterate subjects performed at 92% correct on word repetition. Although small, this difference reached statistical significance. In contrast, on pseudo-word repetition the literate performed at 84% and the illiterate group at 33% correct. We have previously suggested that the inability to handle certain aspects of sub-lexical phonological structure indicates that the phonological representations or the processing of phonological information by the verbal short-term working memory are differently developed in literate subjects compared to illiterate subjects. Taken together this indicates that there may exist a relation between the acquisition of alphabetic orthographic knowledge and some aspects of phonological processing.

A detailed account of the selection and experimental procedures of the PET study of verbal repetition can be found in Castro-Caldas et al. (1998). In brief, twelve right-handed women (6 literate, 6 illiterate) were included in the study. The literate women had received 4 years of schooling and performed normally on reading comprehension and writing tests. Six lists of 20 high frequency three-syllable words were constructed based on frequency of use in common Portuguese spoken language (Nascimento et al., 1987). Six lists of pseudo-words were constructed based on the real words by changing the consonants and maintaining the vowels as well as the word length. The subjects were instructed to repeat words or pseudo-words and to avoid any other type of speech production. Even though there were performance differences between groups there was no significant correlation between performance and cerebral activations in either group or condition. Including the performance as a confounding covariate did not affect outcome to a great extent. In particular, the differences between the literate and illiterate group were generally independent of whether the performance covariate was included in the analysis or not (Peterson et al., 2000).

Comparing the PET data between groups indicated that there was a more prominent left-sided inferior parietal (BA 40) activation in words vs pseudo-words in the literate group. In the reverse comparison (pseudo-words vs words), the literate group displayed a significant activation in the anterior insular cortex (BA 14, and 15) bilaterally and in the right inferior frontal/frontal opercular cortices (BA 44, 45, 47, and 49), left perigenual anterior cingulate cortex (BA 24, and 32), left basal ganglia (putamen, globus pallidus and head of caudate nucleus), midline anterior thalamus/hypothalamus and midline cerebellum. In the illiterate group, significant activation was only seen in the middle frontal/frontopolar region (BA 10). In general, the interaction analysis confirmed these differences between the literate and the illiterate group. In particular, the literate group activated more strongly the right frontal opercular-anterior insular region, left anterior cingulate, left lentiform nucleus, and anterior thalamus/hypothalamus in pseudo-words vs words compared to the illiterate group (Fig. 2).

These results represented a first indication that the functional architecture of language processing may be influenced by learning to read and write, also pointing in the direction that there may exist a relation between the acquisition of alphabetic orthographic knowledge and some aspects of phonological processing.
Fig. 2. Word and pseudo-word repetition in the literate and illiterate group. Maximum intensity projections for the words vs. pseudo-words in the literate (A) and in the illiterate (B) groups. The reverse contrast (pseudo-words vs. words) in the literate (C) and in the illiterate (D) groups. (E) The results from the interaction analysis [group × (words – pseudo-words)] and (F) the interaction contrast [group × (pseudo-words – words)].
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IMMEDIATE VERBAL SERIAL RECOGNITION

The relation between literacy and phonological awareness has been discussed since the pioneering work of Morais et al. (1979) demonstrating that illiterate subjects have difficulty dealing with tasks requiring explicit phonological processing. For example, they had trouble in adding or removing phonemes at the beginning of words and pseudo-words (Morais et al., 1979). However, it is still an open question which type of relation exist between phonological processing, working memory, and the acquisition of orthographic knowledge. Perhaps the acquisition of reading and writing skills modulates the system for phonological processing resulting in a language system with more fine-grained sublexical representations. Alternatively, the system for orthographic representations may support phonological processing as an auxiliary interactive network or representation.

Because several aspects of auditory-verbal language may differ between literate and illiterate subjects it is of interest to isolate the different sources contributing to these differences in phonological processing between literacy groups. In particular, it is important to study the differences in phonological processing relatively independent of lexicality effects and articularatory mechanisms. In order to do so we used an immediate auditory-verbal serial recognition paradigm (Petersson et al., in preparation). Immediate serial recognition is independent of speech output and serial recognition of pseudo-words is relatively independent of lexicality effects. In this experiment 17 illiterates (mean age 65.7 yrs) and 17 literates (64.7 yrs; no difference, P = 0.5; mean number of school years 4.5) served as subjects.

From an original set of 221 words, several different lists of CVCV items were constructed for the serial recognition task. Lists varied in lexicality (words/pseudo-words = W/PW) and phonological similarity (dissimilar/similar = D/S). For each condition we used 16 lists of 3 items. The task was recorded in a CD and presented by earphones. In the recognition task the subjects had to judge whether two lists presented one after the other contained items presented in the same or different sequence. The subject’s answer was given by answering yes/no, respectively. The beginning of each condition was announced by a tone followed by an interval of 800 ms before the first item of the first list in a condition was presented (ISI = 400 ms). Immediately after a given list had been presented (1200 ms interval), the same items were re-presented a second time, either in the same or in a different order. The four different conditions were randomly presented across subjects.

Group comparisons (Mann-Whitney U Test) indicated that there were significant differences between the two literacy groups (Table 6a,b) in all conditions (PW-D, \( P = 0.0001 \); W-S, \( P = 0.003 \); PW-S, \( P = 0.038 \) except recognition of phonologically different words (W-D, \( P = 0.19 \)).

A nested repeated measures mixed effects ANOVA indicated significant effects of literacy \( (P < 0.001) \), lexicality (i.e., word vs pseudo-word; \( P < 0.001 \)), and phonological similarity \( (p < 0.001) \), with a significant interaction between the factors \( (P < 0.02) \). These results are consistent with the pseudo-word repetition and digit span results showing differences in verbal working memory. In addition, they indicate that there are primary differences in phonological processing between the two literacy groups (relatively) independent of lexicality effects, articularatory organizational (e.g., output phonology) or speech output mechanisms. This allows us to suggest that there are differences in phonological processing, between literate and illiterate subjects, at the perceptual or input phonological level.

A BRIEF DIGRESSION—MOTIVATIONS FOR A NETWORK APPROACH TO THE FUNCTIONAL ARCHITECTURE OF THE BRAIN

An important aim of cognitive neurophysiological investigations of the brain is to characterize the information processing or the cognitive-behavioral relevance of neuronal dynamics. The underlying assumption is that functional neuroimaging observations express the activity of large groups of neurons, representing the firing of action potentials and the synaptic interactions of a multitude of individual neurons leading to emergent large-scale phenomena at the behavioral-cognitive level. It appears that the connection between the micro- and macroscopic levels of cerebral functions must be provided by bridging theoretical models that indicate the relevance of different observational variables. Since the details of the underlying microscopic system are not fully understood nor the level of detail
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required for the generation of the sampled or averaged phenomena, it has been suggested that between the full theory and the experiment there is a creative role for computer simulations, both experimental and theoretical (Amit, 1998). A deeper understanding of this requires a theoretical framework that connects the presumed underlying infrastructure for information processing to the large-scale dynamics.

A compelling reason for a network approach to the understanding of brain function is the neuroanatomic organization of the brain itself. The organization of the brain resembles a hierarchically structured, recurrently connected network composed of different brain areas, consisting of several types of processing elements and synaptic connections, that is, classes of neurons and neuronal projections with different processing properties (Felleman & Van Essen, 1991; Shepherd, 1997). In addition, it seems that the basic computational unit of the brain, the neuron and its interconnections via synapses (Koch, 1998; Koch & Segev, 1998), are relatively slow and imprecise in relation to the task demands for the precision and rapid real time processing that subserves complex brain functions. One possible solution to this apparent paradox is that the brain processes information interactively in parallel and that rapid, fault tolerant, and robust processing properties emerge from such processing principles (Arbib, 1995).

Several approaches to brain function have suggested that perceptual, sensorimotor and cognitive functions are the result of interactions between different brain regions or neuronal assemblies. These approaches include, for example, the perspectives of theoretical modeling (Arbib, 1995), cognitive psychology (Rumelhart & McClelland, 1986), and cognitive neuroscience (Koch & Davis, 1994), and brain mapping based on electrophysiological (Gevins et al., 1999) and regional hemodynamic/metabolic methods (Horchitz et al., 1999; McIntosh & Gonzalez-Lima, 1994).

Information is thought to be represented as distributed activity in the brain and information processing, subserving complex cerebral functions, are hypothesized to emerge from the interactions between different functionally specialized regions or neuronal groups. A network approach is therefore natural when trying to describe the workings of the brain; analyzing the dynamic patterns of interaction between different functionally specialized brain regions or neuronal assemblies should contribute to the understanding of sensorimotor and cognitive functions. Furthermore, learning and memory are fundamental brain functions enabling the central nervous system to encode experiential information and adapt in a non-stationary environment. Learning may be defined as the processes by which the brain functionally restructures its processing networks or its representations of information, as a function of experience. The stored information or the memory trace can then be viewed as the resulting changes in the processing system. From this perspective, learning in a neural network is the dynamic consequence of information processing and network plasticity, the fundamental principle being the localization of memory and processing at a microscopic level. For a more elaborated discussion of these issues see (Ingvar & Petersson, 1999).

One principle that has emerged in neuroscience is that of functional specialization or functional segregation (Frackowiak et al., 1997; Zeki, 1978). The idea of functional specialization rests on the hypothesis that different brain regions are specialized and implement different computations or operations on representations of information. This principle is reflected in one of the general approaches to the analysis of functional neuroimaging data, the activation approach, also known as the subtraction approach (Fox et al., 1988). The activation approach is commonly based on the general linear model (Frackowiak et al., 1997). This approach commonly aims at identifying regions that respond selectively to specific aspects of sensorimotor or cognitive processing by referring data from an activation state to an appropriately defined reference state. Under the assumption that the activation and reference states differ in some relevant specific aspect of sensorimotor or cognitive processing, the locations of statistically significant differences in signal between the states presumably define brain regions that are related to this difference. Specifically, it is assumed that these regions are differentially involved in the two conditions reflecting the differences in processing of the two conditions. For example, if the two conditions differed by the presence of an additional cognitive operation in one compared to the other, then the brain areas activated would, it is assumed, reflect the cognitive operation in question. Since this approach subtracts data obtained during two or more experimental conditions to decompose a task of interest, this approach is crucially dependent on an adequate choice of states to compare. The formulation of the reference condition is an important and difficult issue in functional neuroimaging. A complication in the interpretation of results from functional neuroimaging studies based on the subtraction of functional images is whether a given brain function is well approximated as a linear additive decomposition into sub-components, or, rather under which circumstances or comparisons they may be.

Since functional specialization refers to specific aspects or sub-components of sensorimotor and cognitive processing, this principle presupposes another principle of neuroscience, the principle of functional integration. This principle is reflected in another general approach to the analysis of functional neuroimaging data, which in its simplest form is represented by the covariance approach and in a more elaborate form as a network approach (Horchitz et al., 1992). The covariance approach studies the covariance structure observed in functional neuroimaging data based on the idea that brain regions that constitute components of a functional network will have activities that are correlated. In contrast, the subtraction approach
and its generalizations are used to analyze the relative changes in regional activity and how these changes covary with specific external experimental manipulations, changes over which experimental control is exerted. In this way the activation approach can be used to identify components or brain regions of large-scale functional networks. As already indicated, the understanding of different brain functions can benefit from analyzing the interactions between brain regions, that is, a network approach to the analysis of functional neuroimaging data. The basic hypothesis of the network approach as applied to functional neuroimaging data is that the intrinsic variability in the neural response of a cognitive state will depend on the relevant functional interactions and that these interactions will be reflected in the covariance structure observed. For a more elaborated discussion of these issues and limitations related to the subtraction and network approaches see (Ingvar & Petersson, 1999; Petersson et al., 1999a; Petersson et al., 1999b).

STRUCTURAL EQUATION MODELING IN FUNCTIONAL NEUROIMAGING

To characterize effective connectivity in functional neuroimaging data a network approach based on structural equation modeling (Bollen, 1989) was suggested by McIntosh and Gonzalez-Lima (1994). Structural equation modeling SEM provides the opportunity to investigate functional-anatomical models emulating different brain functions in terms of which regions are involved and how they interact in a given network model. In order to characterize a large-scale functional network, a specific functional-anatomical model is used in conjunction with SEM to model the observed covariance structure between the regions included in the model. The functional-anatomical model is specified by selecting the network components (i.e., brain regions represented by regions of interest or voxels) and the connections between the components based on theoretical or empirical considerations. The covariances between the network components are computed and finally the connection strengths (also called path coefficients or connection weights) are estimated. Differences between conditions or groups can then be tested using a stacked models approach (Bollen, 1989; McIntosh & Gonzalez-Lima, 1994).

Finally, it should also be noted that several related approaches to functional or effective connectivity (Frackowiak et al., 1997) have been proposed. For example, McIntosh and Gonzalez-Lima (1994) describe a simple model for studying the effects of experimental manipulation on both regional activity and interregional covariance. This approach has since become known as psychophysiological interactions (Friston et al., 1997). Furthermore, it has been suggested that exploration of the interface between functional neuroimaging, network analysis and large-scale neural modeling may be productive and increase our understanding of human cognition (Amit, 1998; Friston, 1998; Horwitz, 1998).

A NETWORK ANALYSIS OF IMMEDIATE VERBAL REPETITION IN LITERATE AND ILLITERATE SUBJECTS

There are several general reasons for a network approach to the understanding of brain function including the neuroanatomical organization of the brain itself. Generally, information is thought to be represented as distributed activity in the brain and information processing, subserving complex cerebral functions, is hypothesized to emerge from the interactions between different functionally specialized regions or neuronal groups. A network approach is therefore natural when trying to understand the functionality of the brain, in particular, when analyzing dynamic patterns of interaction between different functionally specialized brain regions (Ingvar & Petersson, 1999).

We have previously suggested that the parallel interactive processing characteristics of the underlying language-processing system of the brain differ in literate and illiterate subjects (Petersson et al., 2000). Structural equation modeling (SEM) provides an opportunity to explicitly test hypotheses relating to functional-anatomical models subserving different cognitive functions in terms of which regions are involved and how they interact in a given network model. The network approach characterizes the functional organization in terms of effective connections between regions in a specific functional-anatomical model.

A SIMPLE FUNCTIONAL-ANATOMICAL NETWORK MODEL FOR VERBAL REPETITION

Generally the functional-anatomical model is specified by selecting the network components and the connections between the components based on theoretical or empirical considerations. The objective when constructing our functional-anatomical model for language processing during verbal repetition was to generate a simple network that could explain a sufficient part of the observed covariance, both in the literate and illiterate group, during word as well as pseudo-word repetition. Data were generated from a previously reported data-set (Castro-Caldas et al., 1998). At the same time we required that the network model should be both theoretically and empirically plausible based on the literature on the functional organization of language and the activations observed with the activation approach in the particular data-set (Castro-Caldas et al., 1998; Petersson et al., 2000).

The functional-anatomical network model used included several regions of interest (ROIs) (Table 7, Fig. 3) and interconnections (Fig. 4).
For simplicity we decided to restrict our analysis to a left hemisphere language network. The right hemisphere language representation is less well known compared to the left hemisphere organization of language, in particular in illiterate subjects. There are some indications that language processing in illiterate subjects may under certain circumstances recruit bilateral brain regions to a greater extent than literate subjects (Petersson et al., 1998; Petersson et al., 1999c). In addition, some brain lesion data have been interpreted as indicating that the functional architecture of language is more bilaterally organized in illiterate compared to literate subject (Cameron et al., 1971; Lecours et al., 1987a; Lecours et al., 1987b; Wechsler, 1976). However, this issue is complex and there are other data indicating that this may not always be the case (Damásio et al., 1976a; Damásio et al., 1976b). Furthermore, it is unclear how the right and left hemispheric language networks interact. Given the possibility of a greater bilateral language processing in the illiterate compared to literate subjects, it is not inconceivable that the inclusion of a right hemispheric network would accentuate the differences between the two literacy groups. For more details on the construction of the functional-anatomical network model see Petersson et al. (2000).

In summary, the network model (Fig. 4) includes a simplification of the Wernicke-Geschwind model represented by the Wernicke’s area (W) connected to Broca’s area (B) with input from the left primary/secondary auditory cortex (S) and a simple motor output circuit (left lenticular nucleus, NL; left primary motor cortex for articulation). This core was extended to include the anterior cingulate cortex (ACC) hypothesized to be related to focused attention, error detection and response competition/seletion. Furthermore, the network model was ex-

Table 7. The spherical regions of interest used in the functional-anatomical network model, located with the help of the Karolinska Computerized Brain Atlas of Greitz (Greitz et al., 1991)

<table>
<thead>
<tr>
<th>Region of interest</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary auditory cortex, left</td>
<td>BA 41/42 S</td>
</tr>
<tr>
<td>Wernicke’s area, left</td>
<td>BA 22 W</td>
</tr>
<tr>
<td>Angular/supramarginal gyrus, left</td>
<td>BA 39/40 IPC</td>
</tr>
<tr>
<td>Posterior-mid insula, left</td>
<td>BA 13 INS</td>
</tr>
<tr>
<td>Broca’s area, left</td>
<td>BA 44 B</td>
</tr>
<tr>
<td>Lentiform nucleus, left</td>
<td>NL</td>
</tr>
<tr>
<td>Lateral cerebellum, right</td>
<td>Cdx</td>
</tr>
<tr>
<td>Primary motor region (mouth area), left</td>
<td>BA 4 M</td>
</tr>
<tr>
<td>Anterior cingulate cortex, left</td>
<td>BA 24/32 ACC</td>
</tr>
<tr>
<td>Prefrontal cortex, left</td>
<td>BA 45/46 PFC</td>
</tr>
</tbody>
</table>

Fig. 3. The anatomical localization of the regions of interest displayed in the anatomical space of Greitz (Greitz et al., 1991). The numbers displayed on the atlas correspond to the Brodmann areas. S = primary/secondary auditory cortex, W = Wernicke’s area, IPC = inferior parietal (angular/supramarginal gyrus) cortex, INS = posterior-mid insula, B = Broca’s area, M = primary motor region of the mouth and larynx, Cdx = right lateral cerebellum, ACC = anterior cingulate cortex, and PFC = middle-inferior prefrontal cortex. The location of the lentiform nucleus is not shown.
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tended to include the phonological loop as described by (Paulesu et al., 1993; Paulesu et al., 1996), introducing the inferior parietal cortex (IPC, BA 39/40) and the posterior-mid insula (INS). The connections of the phonological loop were generally recurrent. Since the insula has been hypothesized to be a neural relay for automatic language processing the connections to and from the posterior-mid insula were feedforward (Raichle et al., 1994). In addition, the left middle-inferior dorsolateral prefrontal region (PFC, BA 45/46) suggested to subserve central executive aspects of verbal working memory, and finally, the right lateral cerebellar region (CdX) was included since this region has been related to certain aspects of language processing. For a general review of functional neuroimaging studies of cognition, including language processing, see (Cabeza & Nyberg, 1997; Cabeza & Nyberg, 2000).

Derived values of cerebral activity within group and state in the regions of interest were entered into the model, the observed pattern of covariances within state and group were decomposed according the network model developed, and finally estimates of the path coefficients or connection strengths were generated. Following that comparisons of the patterns of network interactions, as indicated by the connection strengths, were made between groups and states.

We used a hierarchical approach to test for differences between states and groups (Table 8). In a first step we tested whether the same model using a stacked analysis could explain the network interactions in both conditions and groups. This was not the case ($P = 0.003$). We then tested for differences either between groups in a given state or between states in a given group. Finally, in a second step we characterized the differences between word and pseudo-word repetition in the illiterate group as well as the differences between the literate and the illiterate group repeating pseudo-words. Specifically, we localized the observed differences, as far as the sensitivity in this study allowed to, within the different sub-networks and only the connections showing relative differences $\geq 0.15$ (standardized units) in connection strength were further investigated.

There was no significant difference in the pattern of network interactions between word and pseudo-word repetition in the literate group. Neither was there any significant difference between the literate and illiterate group repeating words. In contrast, there were significant differences in the network interactions between word and pseudo-word repetition in the illiterate group, and in line with this, there were significant differences between the literate and illiterate group in repeating pseudo-words. We characterized the differences between word and pseudo-word repetition in the illiterate group (Table 9, Fig. 5) as well as the literate and the illiterate group repeating pseudo-words (Table 9, Fig. 6).

The results of this study indicate that the network interactions were relatively similar during word and pseudo-word repetition in literate subjects and also when literate and illiterate subjects repeated words. In contrast, there were significant differences in the network interactions

**Table 8. The results from the omnibus stacked model comparisons between the different literacy groups and tasks, ns. = non-significant**

<table>
<thead>
<tr>
<th>Omnibus comparison</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literate group, word/pseudo-word repetition, illiterate</td>
<td>0.003</td>
</tr>
<tr>
<td>Literate group, word vs. pseudo-word repetition</td>
<td>ns.</td>
</tr>
<tr>
<td>Illiterate group, word vs. pseudo-word repetition</td>
<td>0.002</td>
</tr>
<tr>
<td>Word repetition, literate vs. illiterate group</td>
<td>ns.</td>
</tr>
<tr>
<td>Pseudo-word repetition, literate vs. illiterate group</td>
<td>0.038</td>
</tr>
</tbody>
</table>

**Table 9. The results from the sub-network stacked word vs. pseudo-word repetition comparisons in the illiterate group and the sub-network stacked literate vs. illiterate group during pseudo-word repetition. For more detailed results see the Results section. Only connections showing differences $= 0.15$ in standardized units were investigated, ns. = non-significant**

<table>
<thead>
<tr>
<th>Omnibus subnetwork comparison</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illiterate group, word vs. pseudo-word repetition</td>
<td>0.024</td>
</tr>
<tr>
<td>Attention subnetwork</td>
<td></td>
</tr>
<tr>
<td>Central executive subnetwork</td>
<td>0.047</td>
</tr>
<tr>
<td>Phonological loop</td>
<td>ns.</td>
</tr>
<tr>
<td>Articulatory motor output</td>
<td>0.052</td>
</tr>
<tr>
<td>Pseudo-word repetition, literate vs. illiterate group</td>
<td>0.034</td>
</tr>
<tr>
<td>Attention subnetwork</td>
<td></td>
</tr>
<tr>
<td>Central executive subnetwork</td>
<td>0.045</td>
</tr>
<tr>
<td>Phonological loop</td>
<td>0.036</td>
</tr>
<tr>
<td>Articulatory motor output</td>
<td>0.085</td>
</tr>
</tbody>
</table>
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when the illiterate subjects repeated words compared to pseudo-words. These differences were mainly related to those parts of the language network that may be viewed as general support and control systems, that is, central executive aspects of processing as well as attentional modulation. In addition, there were differences related to the motor circuit hypothesized to support the organization of articulatory output.

The results also indicated significant differences between the literate and illiterate subjects when repeating pseudo-words. These differences were related to the phonological loop, in particular the interactions between Broca’s area and the inferior parietal region. There were also differences related to the posterior-mid insular bridge between Wernicke’s and Broca’s area. Additional differences related to attentional modulation of the auditory input, the Broca’s and the posterior-mid insular regions as well as executive aspects of language processing and articulatory output.

The absence of significant difference between word and pseudo-word repetition in the literate group indicates that the network interactions are relatively similar in word and pseudo-word repetition. In other words, it appears that the literate subjects automatically recruit a phonological processing network for sub-lexical processing during simple immediate verbal repetition (words or pseudo-words), while this is not the case for the illiterate group, as this part of the language system hypothetically is differently developed in the illiterate subjects. Accordingly, the network interactions differed significantly between word and pseudo-word repetition in the illiterate group, indicating that the illiterate subjects process words and pseudo-words differently during verbal repetition. In line with this, the network interactions were significantly different when the literate and illiterate group repeated pseudo-words, lending support to the interpretation that the illiterate group process pseudo-words in a qualitatively different fashion as compared to literate subjects. Based on the immediate auditory-verbal serial recognition results previously described, we suggest that the differences in the phonological loop interactions, perhaps in conjunction with the differences in the interaction between the phonological loop and the attentional sub-network, represent the primary difference between the two groups. The differences related to the executive aspects of verbal working memory and the articulatory organization of speech output may then be interpreted as reflecting compensatory and secondary effects, respectively.

**CONCLUSION**

The study of illiterate subjects, which for specific socio-cultural reasons did not have the opportunity to acquire basic reading and writing skills, represents one approach to the study the interactions between neurobiological and cultural factors in cognitive development and the functional organization of the human brain. Recently, using a different approach, an confirming the cultural influence on the brain, it was indicated that aspects of language function may be differently organized in different languages (Paulesu et al.,...
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