1. Introduction

Communication is a collaborative, joint activity and requires the close coordination of two or more individuals (Clark, 1996; Garrod and Anderson, 1987). Even when one participant tells a longer story, anecdote, joke or such like, addressees are still active contributors; the feedback they provide is a crucial component in the process of communication. Allwood and Ahsén (1999) name ‘feedback’ as one of the three most important prerequisites to interactively manage communication (next to turn-taking and sequencing). And indeed, research has shown that verbal feedback enhances speakers’ communicative performance, for example in terms of efficiency (Krauss and Weinheimer, 1966) and the quality of storytelling (Bavelas et al., 2000). Likewise, it has been shown that the opportunity to provide feedback improves recipients’ understanding of communicative messages (Kraut et al., 1982; Schober and Clark, 1989).

However, face-to-face dialogue does not just consist of verbal communication, of course. Co-speech gestures play an important part in it (Bavelas and Chovil, 2000; Clark, 1996; Kendon, 2004; McNeill, 1992). Although their role in interaction and communication has received quite some attention in recent decades, not much is known about co-speech gestures in the context of addressee feedback.
Co-speech gestures come in many forms, well known ones being pointing gestures and iconic depictions of aspects closely related to the content of the accompanying speech (McNeill, 1992). They are abundant in everyday talk, and a striking cross-cultural phenomenon (Kita, 2003). For quite some time, the one question that appeared to preoccupy many researchers in the field of gesture concerned their global function (i.e., inter- or intrapersonal). Nowadays, there is plenty of evidence that co-speech gestures appear to fulfill both speaker-oriented (e.g., Hostetter et al., 2007; Kita and Davies, 2009; MorSELLa and Krauss, 2004; Pine et al., 2010) and addressee-oriented functions (e.g., Alibali et al., 2001; Bavelas et al., 2008; Holler and Beattie, 2003b; Jacobs and Garnham, 2007).

Studies exploring the communicativeness of co-speech gestures and the extent to which they are recipient designed (Garfinkel, 1967; Sacks et al., 1974) have manipulated a range of social context variables. For example, participants have been asked to communicate in conditions in which speakers knew that addressees could or could not see their gestures, with the predominant finding that speakers gestured more when they knew their gestures could be seen (Alibali et al., 2001; Bavelas et al., 2002, 2008; Mol et al., 2009). Other studies have found evidence for recipient design in gesture by manipulating addressee location leading to speakers adjusting where and how the gestures were performed in gesture space (Furuyama, 2000; Özyürek, 2002). In addition, studies have shown that when gesturing, speakers take into account the knowledge they mutually share with their addressees, with effects on gesture rate, the semantic information gesturally encoded, and the physical form of gestures (GerwING and Bavelas, 2004; Holler, 2010; Holler and Stevens, 2007; Holler and Wilkin, 2009; Parrill, 2010). However, all of these studies have taken a rather global approach by comparing overall gesture rates or form changes encouraged by the experimental manipulations (such as visibility, spatial location or mutually shared knowledge) rather than by addressee-related behaviours.

However, some studies have focused on the topic of gesture and addressee feedback, from a variety of different perspectives. One perspective is that of gestures constituting addressee feedback. This includes Tabensky’s (2001) descriptive analysis of how speakers rephrase their interlocutors’ gestures – here the gestures provide feedback to the addressee by offering a new or slightly different interpretation of what they relayed earlier. Within this same group, we find studies that have focused on a related yet different aspect, namely, interlocutors reproducing the same gesture as the previous speaker, also referred to as gesture mimicry (de Fornel, 1992; Holler and Wilkin, 2011; Kimbara, 2006, 2008). For example, Holler and Wilkin (2011) provided an overview of how, in the context of referential communication, mimicked gestures can provide important feedback for the preceding speaker about the comprehensibility of the message, thus playing a role in the process of grounding (Clark and Brennan, 1991). This is in line with findings from a study by Clark and Krych (2004) who examined the use of gestures performed on objects within a shared workspace. Participants trying to follow instructions given by another used these gestures to signal their understanding or problems in understanding and to request further information (and instructors gazed at these gestures to monitor their addressees’ understanding). Again, the gestural feedback was thus used as an important source of information that facilitated the process of grounding.

Another group of studies has focused on gestures for eliciting addressee feedback (Bavelas et al., 1992, 1995). More specifically, these gestures have been termed ‘seeking gestures’ as they tend to be used to seek help (e.g., in the context of searching for a word), to seek agreement (to be paraphrased as ‘don’t you think/agree?’) or to seek evidence that the interlocutor has understood what has been said (to be paraphrased as ‘you know/understand?’). These gestures form part of a larger class of gestures called ‘interactive gestures’ (Bavelas et al., 1992, 1995), which serve the function of regulating social interaction by making reference to, and thus including, the addressee in the interaction. Bavelas et al. (1995) showed that these postulated interactive functions, including the gestural seeking of addressee feedback, can be empirically evidenced on the basis of the addressees’ responses.

A last group of studies can be summarised as focusing on gestures in response to addressee feedback. Using different approaches, these studies have explored the way in which addressee feedback influences both the occurrence as well as the form of co-speech gestures. Jacobs and Garnham (2007) showed that speakers gesture at a lower rate when their addressees seemed less attentive (due to providing less feedback cues as they were distracted by a secondary task while listening). Similarly, Beattie and Aboudan (1994) manipulated the social context during story telling and found that speakers gestured at a higher rate with addressees who asked questions and provided other types of feedback as compared to addressees who did not engage in any verbal exchange. They also found that gestures had a longer duration when talking to an addressee who provided feedback than one who did not.

However, a question that has received very little attention so far is how speakers adjust their gestures in response to specific types of addressee feedback (rather than a general impression of attentiveness or inattentiveness due to an overall higher or lower degree of feedback, or an impression of the degree of involvement, based on the number of questions asked). Exceptions are two qualitative studies by Streeck (1993, 1994) in which he describes ways in which recipients can act as co-authors of speakers’ gestures. Streeck’s analyses show that speakers are sensitive to their addressees’ behaviour, in particular the recipient’s gaze direction. In one of the examples he provides, the recipient’s gaze returns to the speaker after a period of gaze aversion; at this point, she repeats her previous gesture and, in addition, creates a more visible gestural representation which is also more representative (or iconic) in nature (Streeck, 1994). Another example Streeck (1994) provides stems from a word search context. The speaker is trying to recall a particular word accompanied by a gesture referring to the concept in question. She thus elicits a guess from the addressee, but in response to this guess being wrong, adapts her gesture so that it becomes a more specific representation of the concept for which she is trying to retrieve the lexical label.

Another exception is an example provided by Kendon (2004), taken from a conversation between two individuals (A and B). In this example, A refers to certain individuals having made an area greasy, which he accompanies with a related gestural
representation (depicting an area being covered in grease). His interlocutor, B, signals that he did not understand A’s utterance (‘they made what?’), in response to which A repeats it, including the previous gesture. This is followed by a second request for clarification by B, this time indicating more precisely which aspect of the message he did not understand (i.e., the word ‘greasy’). The second repair A undertakes, however, differs from the previous one – this time, he changes the form of his gesture when repeating the word ‘greasy’. Furthermore, B then does understand and repeats the word ‘greasy’ himself to signal this. A then also repeats the word ‘greasy’ once more to confirm that B has understood correctly, but this time without a gesture. Kendon (2004) emphasises that the important point to note here is that, in repeating and revising his utterance, A includes both speech and gesture. This, Kendon states, is evidence that speakers consider both modalities as partners on an equal footing. He refers to utterances as gesture–speech ensembles in which speakers are free to re-design the interplay of the two modalities as appears most appropriate with respect to the conversational context.

The descriptive analyses by Streeck (1993, 1994) and Kendon (2004) nicely demonstrate how individual gestures (or gesture–speech ensembles) are used in conversation to respond to addressees’ feedback behaviour. However, systematic comparisons of how addressee feedback influences speakers’ co-speech gestures have remained at a global level, with the general finding that more interaction and more perceived attentiveness leads to a higher gesture rate (Beatie and Aboudan, 1994; Bavelas et al., 2008; Jacobs and Garnham, 2007). This leaves important questions unanswered. What are the prevalent patterns for gestural responses to addressee feedback? Kendon (2004) observed three different ways in which speaker A responded to his addressee’s feedback – he repeated the same gesture (albeit with a slightly smaller amplitude), he used a different gesture replacing the earlier one, and with his third response he used no gesture at all. Do speakers generally draw upon the gestural modality when refashioning utterances in response to addressee feedback? If so, does the type of feedback play a role here, as Kendon suggested (non-understanding of the entire message versus a particular word)? Considering the form of gestures, is gestural repetition the predominant response to addressee feedback, or do we find evidence that speakers also make their gestures more communicative sometimes? If so, how common are repetition or change in response to feedback? When the same gesture is repeated in response to addressee feedback, this is strong evidence that gesture and speech form a tightly integrated unit (a gesture–speech ensemble, in Kendon’s words). However, theoretically, the gesture could still occur as some form of by-product of repeating the verbal component of the utterance. Much stronger evidence for gestures being part of the speaker’s attempt to create a more informative utterance in response to their addressee’s feedback (i.e., an utterance in which the gesture is clearly recipient-designed) is when we observe change – and not just any change, but change towards gestures becoming more communicative after feedback.

In the present study we aim to answer the above questions by providing both an analysis of gesture rate and the qualitative form of gestures before and after addressee feedback. In order to allow for a systematic comparison, we asked participants to provide narratives to a confederate addressee who provided scripted feedback at certain points during these narratives. This way, we could base our analyses on utterances referring to the same semantic events told by different speakers – thus avoiding the potential problem of differences in the topic of talk or in the types of feedback different addressees may have provided to the individual speakers. Further, we needed a controlled stimulus to be able to script feedback that tapped the semantic aspects that speakers tended to include in their narratives (which we did based on narratives obtained in an earlier experiment using the same stimulus).

Addressee feedback takes on many forms. It includes continued gaze as an expression of willingness and ability to communicate, nonverbal signals such as head shakes/nods (Kopp et al., 2008), small verbal morphemes such as ‘yes’, ‘ok’, ‘uhuh’, ‘mm’ and so forth (which have been termed back-channel responses (Yngve, 1970), continuers (Schegloff, 1982) or acknowledgements (Clark and Schäfer, 1987) amongst others). In addition to small responses such as these, interlocutors also provide longer interjections, typically of the length of a clause or a short sentence (and sometimes longer than that), such as ‘how far is it from Huddersfield to Coventry?’ (Clark and Schäfer, 1987). Thus, participants in dialogue employ a multi-modal system of contributions, including both positive and negative signals of understanding and contributions of varying sizes. In the present study, the addressee was free to provide the whole range of feedback types that we encounter in everyday conversation (such as the ones mentioned above). She was asked to signal her understanding or non-understanding spontaneously, except that for the larger sized feedback contributions questions were scripted (e.g., ‘he did what, sorry?’).

As mentioned above, we compared speakers’ gesture rate before and after feedback, and the qualitative nature of corresponding gestures (i.e., gestures referring to the same semantic event before and after feedback). With regard to gesture rate, we were interested in seeing to what extent speakers consider gesture as a crucial component of their response to addressee feedback. It could be that the predominant response is a purely verbal one that involves repetition of those aspects of the previous message that the addressee signals not to have understood. On the other hand, if co-speech gestures play an important communicative role in refashioning utterances in response to addressee feedback (as postulated by Kendon, 2004), speakers should continue to use gesture at the same or even a higher rate after addressee feedback.

Further, it is evident that when responding to addressees signalling problems in understanding, speakers change the form of their verbal contribution, such as by using louder or more carefully articulated speech (rarely do they repeat a message in exactly the same form as before, unless, perhaps, a source of noise prevented the addressee from hearing properly and this source has vanished). If speakers employ co-speech gestures as part of their recipient-designed responses to addressees, we would expect to also see differences in the gestures’ qualitative form before and after feedback, making the gesture more communicative in some way. We begin to explore this issue here by focusing on four different dimensions, which have all been shown to be related to the communicativeness of co-speech gestures in previous research: (1) gesture precision (gestures associated with a need for greater communicativeness tend to be more precise; Gerwing and Bavelas, 2004),
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2. Method

2.1. Participants

Thirty-seven participants from the student population of the University of Manchester (UK) took part in the experiment. Of these, nine were excluded on the basis of manipulation checks (see section 2.2.2), thus reducing the total number of participants included in the analyses to 28. All participants were female native English speakers (age: M = 20.00 yrs, SD = 2.33 yrs). Participants were compensated financially or with course credits.

2.2. Materials

2.2.1. Stimulus material

The stimulus consisted of a 7 min long video recording extracted from a longer video from the German children television series ‘Neues aus Uhlenbusch’, episode ‘Grosser kleiner Heiner’ (permission for use in the experiment was obtained from the copyright holder ZDF). The stimulus video depicted a range of adult and child characters carrying out everyday activities such as grocery shopping, cycling through fields and children playing in a hay barn. The story told in the video had a clear plot with a beginning, middle and end. It was played without the sound but was still easily understandable (all participants told the story coherently and with a clear storyline).

2.2.2. Scripted feedback

In order to tailor the scripted feedback to appropriate aspects of the storyline speakers would be telling we consulted a corpus collected earlier (Holler and Wilkin, 2009) consisting of narratives based on the same stimuli as used in the present study. It was thus possible to identify those elements of the story that had a high likelihood of being mentioned by each speaker (resulting in four target scenes2). In scripting the feedback related to these selected points in the story, we made sure that the form of the feedback was representative of the kind of feedback addressees typically provided in the corpus we

---

1. Due to potential gender differences when interacting with the female confederate, we decided to keep the gender pairing constant in this study. We opted for female rather than male speakers because the students enrolled in the psychology program at Manchester are almost exclusively female.

2. Note that two more scenes were originally identified but not included in the current analysis as the scripted feedback delivered in these cases was purely nonverbal (a gesture used to signal understanding, and furrowed eyebrows indicating non-understanding, both performed without speech, during the speaker’s turn) and did not result in explicit narrator responses.
Table 1  
Overview of target scenes and corresponding addressee feedback.

<table>
<thead>
<tr>
<th>Scene 1: One of the main characters almost gets knocked over by a car.</th>
<th>Feedback type</th>
<th>Form of feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 2: The group of boys featured throughout the story jump from an upper level in a hay barn down into some hay below.</td>
<td>Request for further information due to lack of clarity/detail</td>
<td>“How close does it (the car) get to him (the man)?”</td>
</tr>
<tr>
<td>Scene 3: One of the main characters pokes his head out of a gap in the barn roof and overlooks the inner court of the barn.</td>
<td>Expression of non-understanding – provision of incorrect interpretation</td>
<td>“He does what, sorry?”</td>
</tr>
<tr>
<td>Scene 4: The group of boys run out of the barn and hide behind some crops to escape the barn owner.</td>
<td>Seeking confirmation that understanding is correct – provision of correct interpretation</td>
<td>“So they (the boys) all manage to get out and hide?”</td>
</tr>
</tbody>
</table>

collected earlier (i.e., similar in terms of the semantic aspects tapped by the addressee’s feedback, the level of semantic detail in those questions, and their grammatical form). All of the four feedback instances were questions, two of which can be classed as polar questions (offering a proposition that is either true or false; yes/no question; Scenes 2 and 4) and two as content questions (part of proposition addressed is presupposed and the question targets the remaining element; typically WH-questions in the English language; Scenes 1 and 3) (Stivers and Enfield, 2010). In terms of the social actions these questions initiate, they fall into the categories proposed by Stivers and Enfield (2010) as follows: request for information (Scene 1), other-initiation of repair (Scene 3), and request for confirmation (Scenes 2 and 4) (Table 1).

In addition, the female confederate who delivered the feedback (KW) was a member of the research team and thus well familiar with the content of the video and the scripted feedback. She was asked to combine consistency in feedback with acting naturally and as spontaneously as possible, despite the scripted nature of the feedback. This means that although the feedback occurred at predetermined points and in a predetermined form, it was left to the confederate to deviate from this script where it felt appropriate depending on the conversational context. This concerned the spontaneous production of co-speech gestures together with the scripted verbal feedback, although this was rather consistent across trials. For example, she tended to use a gesture depicting the path of the jumping movement for Scene 2, and a gesture depicting the characters running out and ducking down with the verbal feedback for Scene 4. Scene 3 was never accompanied by a gesture. The feedback for Scene 1 was accompanied by a gesture on some of the trials (6/16); however, this slight variation seems to not have affected the speakers’ gestures in any systematic way, as for three out of the six cases, the gesture rate for Scene 1 decreased after the addressee’s feedback, while for the other three it increased. Also, these six speakers’ average gesture rate (.17) was not significantly different from that of the remaining participants (.16), $U = 51.50$, $n_1 = 6$, $n_2 = 19$, $p = .733$.

It was also up to the confederate to decide whether to deliver the feedback or not. For example, in some cases it did not appear appropriate to provide the feedback as the way the story was narrated would have required a very abrupt interruption from the addressee, or, due to the speed of talking, the speaker had already moved on from the relevant part of the story. In some other cases, the way in which the event was relayed would have created a pragmatically odd situation following the feedback, for example, if the aspect the feedback addressed had already been mentioned (such as a speaker describing, out of their own accord, how close the car got to the man). Similarly, if a speaker did not refer to a certain event or a part of it (such as the fact that the children ran out of the barn), then the addressee did not refer to the respective scene with the scripted feedback (in this case, tapping the act of running out) since a naive interlocutor could not know about this aspect, but, instead, she enquired about the remaining aspects (e.g., the act of hiding only) or not at all if the entire event had not been mentioned.

More generally, the confederate was also free to vary her behaviour spontaneously to adapt to the communicative style of the participant. This means that the addressee’s feedback might have been delivered slightly differently in terms of tone, emphasis and so forth when speaking to a loud, out-going person compared to a quieter and more timid speaker. The confederate was also free to ask any additional questions, make comments, laugh, or do anything else that they felt was necessary and appropriate to create a dynamic, naturalistic conversation in each case. Further, we did not prescribe the confederate to try to control her smiles/facial expressions, body posture, how they came across personally and so forth. Such factors, we decided, would run the risk of creating a forced or robotic impression and should remain dependent on the dynamics of the conversation and the social relationship between the interlocutors. That is, the interactions might have varied on these dimensions and, due the complexity of social interactions, we were not able to measure and quantify this variation. However, due to the fact that our analyses are based exclusively on within-participants measures, potential differences between dyads do not affect the individual before- and after feedback measures that we compared.

In addition, two judges looked through the entire set of video recordings to check that the interaction, as well as the way in which the feedback was delivered, seemed natural and consistent (in terms of the scripted aspects) across participants. Because it is difficult to develop formal criteria according to which ‘natural behaviour’ can be measured, the judges based their decisions on their personal perception. They agreed that the first seven trials should be excluded (due to this being the initial trials, the confederate seemed a little too concentrated on their own behaviour and thus less natural than in the remainder of trials. Trials 11 and 35 were excluded for similar reasons.); note that these trials were excluded before the analysis was carried out.
2.2.3. Questionnaires

Participants completed a questionnaire designed to evaluate the cooperativeness of the addressee, the addressee’s feedback and the quality of the communication. The questionnaire consisted of five questions, each to be answered on a 7-point Likert scale (ranging from ‘not at all’ to ‘very much’). The questions were as follows: (1) ‘How cooperative did you perceive the listener to be during the descriptions you provided?’, (2) ‘Once you had finished the story description, to what extent did you feel the listener had understood the story as you intended to convey it?’, (3) How would you rate the quality of the listener’s feedback?’, (4) ‘To what extent did you feel the listener’s feedback tapped aspects that were relevant to understanding your description of the story?’, (5) ‘To what extent did the listener’s feedback help you to communicate a. successfully, b. clearly, c. efficiently?’. A sixth, open-ended question was included at the end, (6) ‘Please note down anything else you would like to comment on with respect to the listener’s communicational behaviour’.

The questionnaire was aimed to serve as an indication as to how natural the participants experienced the confederate’s behaviour. Participants in everyday conversation behave cooperatively by providing relevant information, the right amount of information, by communicating efficiently and by signalling problems in understanding if they occur (Clark, 1996; Grice, 1975). The participants’ questionnaire evaluations were thus intended to indicate whether participants found the addressee’s behaviour unnatural, thus interfering with the quality of their communication, and whether they noticed that the addressee was in fact a confederate (we did not want to ask explicitly whether participants had noticed that the addressee was a confederate as it bears the risk of participants answering ‘yes’ to such questions even if they did not, thinking that they should have noticed). The mean ratings for the five questions can be found in (Table 2).

These scores were interpreted as reflecting that participants experienced their addressee as cooperative and their communication as successful. Furthermore, none of the participants included comments indicating that they assumed the addressee to be a confederate or odd in their behaviour; quite the contrary: all of their responses were positive, consisting of comments such as: ‘very encouraging and attentive, felt like she was really understanding what I was saying’, ‘asked helpful questions which showed me that I was successful in communicating the story to her’, ‘seemed very engaged and interested’, ‘clarified unclear points with questions, which was very helpful’, ‘was very attentive and tried to take in as much as possible’, ‘asked relevant questions, helped me to clarify my description’, ‘behaviour as expected from someone listening to a description’, and so forth.

2.2.4. Ethics documents and participant screening

In addition, we provided all participants with an information sheet and consent forms. Participants were also asked to confirm, in writing, that they were native English speakers and that they had not been diagnosed with any language impairments.

2.3. Procedure

Participants met the researcher in the foyer of the psychology department. A confederate participant (female) joined them at this meeting point and pretended not to be familiar with the researcher (nor the experiment). The researcher introduced herself to the two participants and them to each other before she led them to the observation laboratory.

The experimental set-up included two low-seated chairs (without arm rests) placed opposite each other at a comfortable conversational distance, separated by a coffee table. The confederate chose the same seat during all trials. Both participants were asked to read through the information sheet, whether they had any further questions (which were clarified if they did), and for their consent before the study commenced. Participant then watched a video (section 2.2.1), the content of which they was asked to narrate to the ‘other participant’. The confederate-addressee was instructed to listen carefully and to signal her understanding or non-understanding in any way she felt was necessary in order to arrive at a full understanding of the narrative (however, unknown to the participant, in addition to this, she was required to provide the scripted feedback, see section 2.2.2). To increase the speaker’s communicative motivation, they were told that the addressee would be asked to answer questions about the content of the story at the end of the experiment.

Once the participant had completed their narrative, both participant and confederate were lead to separate tables to complete their questionnaire (section 2.2.3) to allow for sufficient privacy when evaluating the partner’s behaviour (the confederate addressee pretended to also be completing the questionnaires). Following this, participants were debriefed and, again, asked for their written consent allowing the researcher to retain their data for analysis (in line with the British Psychological Society’s guidelines (2009), participants were informed of the use of video cameras at the point of recruitment and their permission for being video recorded was sought on both consent forms, before and after the experiment). The experiment was approved by the local ethics committee.

Table 2
Overview of mean ratings for each of the scaled (1–7) questions from the addressee-behaviour-questionnaire.

<table>
<thead>
<tr>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5a</th>
<th>Q5b</th>
<th>Q5c</th>
<th>Overall mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.71</td>
<td>6.18</td>
<td>6.25</td>
<td>6.04</td>
<td>5.68</td>
<td>5.71</td>
<td>5.64</td>
<td>6.03</td>
</tr>
</tbody>
</table>
2.4. Data analysis

2.4.1. Speech transcription and word count

Descriptions of the four target scenes (see section 2.2.2) were identified in the narratives from all participants, based on the notion of ‘ideational units’ (Butterworth, 1975; Holler and Beattie, 2002; Holler and Wilkin, 2009). This means that there were two units of which the words were counted for one target event (i.e., description of the same event before and after feedback). The respective speech was transcribed verbatim and the words relating to each of the target events were counted for each participant. This included all fillers and discourse markers (‘like’, ‘you know’), but excluded ‘ums’ and ‘uhhs’ (as these are non-lexical items and do not contain any semantic information themselves). Compound words (e.g., can’t) were counted as two words. Words constituting self-repairs were included in the word count except for words which speakers left incomplete due to self– or other-interruptions. Note that not all of the participants received word counts for each of the four event descriptions, firstly, because some participants omitted some of the target events in their narrations, and, secondly, because sometimes no addressee feedback was delivered for a certain event (section 2.2.2). Also, in a few cases more than one reference to a particular aspect of an event was made before or after feedback; in those cases the first reference was considered in the analysis.

2.4.2. Co-speech gesture coding

Gestures were coded in two steps. Firstly, we identified all representational and non-representational gestures (excluding any movements which are not part of the speaker’s communicative effort, such as self- and object-adaptors, Ekman and Friesen, 1969; Kendon, 1985). With respect to existing gesture classification schemes, we defined representational gestures as comprising iconic, metaphorical and deictic gestures (Alibali et al., 2001; McNeill, 1992) and non-representational gestures as comprising of those that do not primarily serve to depict semantic information but which fulfill pragmatic and interactive functions instead (Bavelas, 1994; Kendon, 2004; McNeill, 1992). Gestures of these two kinds (representational and non-representational) were separated according to whether they occurred with the relevant speech units preceding the addressee’s feedback or after the feedback. For each of the four target scenes we then calculated the gesture rate (rather than simple gesture frequencies, to account for differences in the amount of speech produced before and after feedback and for the individual scenes) by dividing the number of gestures by the respective number of words. This resulted in eight gesture rates per participant, two (representational and non-representational) for each of the four target scenes, that is, for the ideational units relating to each scene before and after feedback (as well as an overall gesture rate by collapsing the data across the scenes).

Secondly, amongst the representational gestures, we identified corresponding gesture pairs, that is, gestures that referred to the same semantic aspect of the target event both before and after addressee feedback (all of these gestures were iconic gestures, with one exception, which consisted of a gesture changing from an iconic to a deictic one). For example, a speaker might have referred to Scene 1 with the words ‘and a car comes hurtling past and almost runs him over’, accompanied by the right hand moving quickly from the right periphery of gesture space towards the left, representing the moving car; if this speaker referred to the same event in response to the addressee’s feedback (‘how close does it get to the man?’) with the words ‘rather close actually, the car almost touches him’ accompanied by the right hand moving again from right to left but this time brushing past the speaker’s left hand which is held flat against the own body, then these two gestures would be considered corresponding gestures.

Each of these corresponding gesture pairs was coded on four qualitative dimensions.

2.4.2.1. Gesture precision. We compared which of the two gestures of a pair was carried out with more movement precision (Gerwing and Bavelas, 2004), mainly determined through the degree of tension in the hands, arms and/or fingers (i.e., imprecise gestural movements tend to look more ‘sloppy’). In the case of character–viewpoint gestures (section 2.4.2.4), including full body reenactments, weaker, or less extreme, movements were considered as less precise. Essentially, this dimension can be conceived of as the gestural equivalent of more precise verbal articulation. The coding categories for this dimension were defined as (a) less communicative = less precision; (b) same = no difference in precision; (c) more communicative = more precision.

2.4.2.2. Gesture size. We judged which of the two gestures of a pair was larger based on their span (Beattie and Shovelton, 2005), i.e., how much of the speaker’s gesture space (McNeill, 1992) the gestural movement occupied (in terms of the diameter of the 2-dimensionally plotted gesture movement at its widest point). The coding categories were here defined as (a) less communicative = smaller span; (b) same = no difference in span; (c) more communicative = bigger span.

2.4.2.3. Gesture space. We compared gesture pairs with respect to which of the two gestures was performed in more visually prominent areas of gesture space (Streeck, 1994), defined as either higher in gesture space, more central areas of gesture space, or both. Thus, there were two different aspects to consider here, and some gestures differed only in terms of height, others only in terms of how centrally they were performed. However, if a gesture pair differed in both respects, let’s say the gesture after feedback was performed more centrally and higher in gesture space, this was not scored twice. Instead, the gesture was still classed as ‘more communicative’, just like a gesture after feedback that was either higher or more centrally performed while not differing on the respective other dimension (we thus applied a conservative measure which, if anything,
might have underestimated the degree to which the gestures were recipient designed on this dimension). Further, when the gesture before feedback was, for example, more central than the gesture after, but the latter was performed higher in gesture space, then the two were considered to ‘cancel each other out’ and neither of the two gestures was considered as being more communicative than the other (i.e., they were coded as ‘same’).

In addition to these purely form-based criteria, for those cases where the gesture changed to being performed lower in gesture space after feedback, we considered the content of the target scene to determine whether the observed change was meaningful. For example, with regard to Scene 4, before feedback, some speakers referred to the children crouching down behind some grass with a gesture performed at about chest height moving slightly downwards, but representing the same event much lower at about the height of their lap after feedback. In this case, it would have been incorrect to conclude that the gesture after feedback was less communicative because it was performed lower down in gesture space, and the use of the lower gesture space here served the clearer communication of the event (an event that happened near the ground in physical space). However, in these cases speakers usually added more visual emphasis to the movement, moved their hand further forwards into shared gesture space (Özyürek, 2002), or to the side (in a way that made the gesture an ostensive object of joint visual examination, or, in another case, so that the table would not obstruct the view) to obtain visual prominence despite the lower location. Another case in which the purely form based criteria did not necessarily provide an accurate reflection of the degree of communicativeness for this category was when one speaker ‘zoomed out’ in terms of perspective to provide more accurate spatial information. When referring to Scene 6, this speaker used the coffee table placed between herself and the addressee to sketch out the spatial layout of the barn, the grass the children hide behind and so forth. Due to the low height of the coffee table, these gestures were performed lower in gesture space after feedback. However, they were performed in shared gesture space and more easily visually accessible from a (joint) bird’s view (which clarified the spatial relations between the individual elements of the scene) and thus made the gestures visually prominent nevertheless. Although such exceptions were made in only a small number of cases, they have been flagged up in section 3 for maximum clarity (Table 4). The coding categories for gesture space were defined as follows: (a) less communicative = less central/lower gesture space; (b) same = no difference in spatial location; (c) more communicative = more central/higher gesture space, plus the two exceptions described above.

2.4.2.4. Gesture viewpoint. We used McNeill’s (1992) definition of character, observer and dual viewpoint to categorise the gestures as our starting point. According to McNeill, observer viewpoint (ovpt) gestures are characterized by the speaker’s hands representing characters from the event as wholes. That is, the speaker’s body is not immersed in the fictive space he or she is creating. Ovpt gestures thus incorporate a distance between narrator and the event. Character viewpoint (cvpt) gestures, on the other hand, are defined by the speaker taking on the role of the character. He or she is thus immersed in the fictive space around them and thus part of the depicted scene. His or her hands and arms represent the character’s hands and arms (and sometimes also the head, torso and legs/feet) and depict the activities of these extremities. In addition, we identified cases in which the speaker also took on the perspective of the character by using his or her body as a reference point but without the hands and arms (or other extremities) carrying out the action the character performed (Holler and Beattie, 2003a). For example, consider a speaker using their right hand, moving from right to left through the central gesture space, to depict a car driving past (pure ovpt), as compared to the same gesture but this time sliding the right hand past the speaker’s tummy to represent the distance (or lack thereof) between the car and the man (ovpt + cvpt perspective/reference point). In addition, there were cases in which the speaker did not just use their own body as a spatial reference point (representing the character’s body) but where s/he embodied the actual actions of that character (i.e., a gesture with a character viewpoint rather than just a character perspective/reference point). Imagine the same gesture described above, but this time combined with the speaker moving their own torso backwards to depict the man stepping out of the way of the car (ovpt + cvpt). This was termed a ‘dual viewpoint’ (dvpt) (McNeill, 1992). To summarise these differences into coding categories, we assumed (based on previous research, Beattie and Shovelton, 2002) that cvpt gestures are more communicative than ovpt gestures, and also that ovpt gestures plus additional cvpt components contained more information and thus are more communicative than pure ovpt gestures, with dvpt gestures being the most communicative. We used these gradations to classify any change in viewpoint (and perspective) as a change towards a more or less communicative gesture, thus arriving at three coding categories labeled ‘less communicative’, ‘same’, ‘more communicative’.

2.4.3. Inter-rater reliability

Inter-rater reliability was obtained for all four gesture measures and resulted in substantial agreement (Landis and Koch, 1977) in each case (weighted Cohen’s Kappa = .74 for ‘gesture size’, .75 as the average for both ‘gesture space’ measures, and .75 for ‘gesture viewpoint’), with the exception of ‘gesture precision’, which obtained a result of .53. However, we examined the underlying pattern of divergence and a systematic difference was found; the second rater tended to judge gestures after feedback more often as more or less precise (in particular the latter) when the first (main) rater had judged the two gestures from a gesture pair as being of same precision. This reassured us that the judgements made by the first rater, who also coded the remainder of the dataset, were not biased towards the direction of the experimental prediction (on the contrary, there was not a single case in which the first rater judged a gesture after feedback to be more precise when the second rater did not). If anything, the first rater’s judgements were more conservative here. So, on the whole, the coding for ‘precision’ showed moderate agreement (Landis and Koch, 1977); however, if we collapse the categories ‘same’ and ‘less precise’, which we treated here both as capturing gestures that are not recipient designed in terms of precision (i.e., they constitute
essentially one category which is compared against gestures classed as being more precise after feedback), then agreement is substantial for this variable, too ($K = .78$).

2.4.4. Deixis in concurrent modalities

We analysed deictic markers in speech and in gaze occurring together with the corresponding gestures before and after feedback. To code deictic markers in speech, we identified all demonstratives requiring a gesture complement (e.g., ‘it came this close’, ‘the barn was here and the kids were here’, ‘it was about that high’).

To code deixis in gaze, we identified all instances in which speakers shifted their gaze towards one of their gestures (irrespective of the duration of the gaze shift or at which point during the gesture they did so). In a few cases it was not possible to unambiguously identify gaze direction and those cases have been excluded from the analysis (12/100).

3. Results

For the statistical analyses reported below, we used Shapiro–Wilk tests to check for normality of the data and thus for our decision to use parametric tests or their non-parametric equivalents. An alpha level of .05 was used throughout. All tests reported are two-tailed.

Note that the $N$ for the individual comparisons varies, especially for the overall rate of gestures compared to the separate analyses for representational and non-representational gestures. The reason for this is that, if, for example, a speaker’s overall gesture rate was zero after feedback then this data point would be included in the analysis of the overall gesture rate, but obviously not in following analyses categorising gestures as representational or non-representational. Further, note that the $N$ can differ for the analysis on gesture rates for the individual target scenes due to individual speakers sometimes not having referred to a scene or the corresponding feedback not having been delivered by the addressee (section 2.2.2).

3.1. Gesture rate before and after feedback

First, we calculated the overall gesture rate before and after feedback. This analysis revealed that although speakers gestured at a numerically slightly higher rate before feedback ($M = .17, SD = .04$) than after feedback ($M = .15, SD = .05$), this difference was not statistically significant, $t(27) = 1.49, p = .15$.

As a second step, we analysed gesture rate separately for representational and non-representational gestures. A Wilcoxon Signed Ranks test showed that the rate of representational gestures before feedback ($Median = .94, Range = .25$) was not significantly different from that after feedback ($Median = 1.0, Range = .50$), $z = 1.29, N$-ties = 20, $p = .20$. Likewise, the rate of non-representational gestures was also found not to be significantly different before ($Median = .06, Range = .25$) and after feedback ($Median = .00, Range = .05$), $z = 1.29, N$-ties = 20, $p = .20$.

Following this, we analysed the gesture rates before and after feedback for the individual feedback types (i.e., in response to the different types of feedback delivered by the addressee). This analysis showed, again, that speakers’ gesture rate before and after feedback did not differ significantly for any of the feedback types, except for the last scripted question (i.e., seeking confirmation that understanding is correct); here, speakers used gestures at a significantly lower rate after feedback (see Table 3).

Representational and non-representational gestures were also analysed separately for each of the four feedback types. However, none of these comparisons showed significant differences.

3.2. Qualitative nature of gestures before and after feedback

For the form-based analysis, all corresponding gesture pairs were identified for the four target events (see section 2) resulting in 100 pairs of gestures (produced by 25 different participants) suitable for comparison. Out of these, seventy-six gestures (76%) were recipient-designed in terms of having been judged as more communicative on one or more of the four qualitative dimensions we compared systematically (irrespective of how they were judged on the respective other dimensions). A Wilcoxon Signed Ranks test showed that the number of gestures judged to be more communicative on one or more of the four dimensions after feedback ($Median = 3, Range = 6$) was significantly larger than the number of gestures classed as not having changed in communicativeness, or that changed towards being less communicative, on any of the four dimensions after feedback ($Median = 0, Range = 3$), $z = 4.22, N$-ties = 23, $p = .0001$.

Table 3

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Median (Range) before feedback</th>
<th>Median (Range) after feedback</th>
<th>Statistical test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback 1</td>
<td>.17 (.08)*</td>
<td>.16 (.08)*</td>
<td>$t(24) = .48, p = .64$, ns</td>
</tr>
<tr>
<td>Feedback 2</td>
<td>.15 (.25)</td>
<td>.13 (.21)</td>
<td>$z = 0.11, N = 18, p = .91$, ns</td>
</tr>
<tr>
<td>Feedback 3</td>
<td>.16 (.20)</td>
<td>.15 (.25)</td>
<td>$z = 0.34, N = 20, p = .74$, ns</td>
</tr>
<tr>
<td>Feedback 4</td>
<td>.19 (.22)</td>
<td>.15 (.50)</td>
<td>$z = 2.08, N = 28, p = .04$, sig</td>
</tr>
</tbody>
</table>

*a Cells show means and standard deviations.*
In addition, a second Wilcoxon Signed Ranks test revealed that the number of gestures that was judged to be more communicative on one or more of the four dimensions after feedback (Median = 3, Range = 6) was significantly larger than the number of gestures judged to be more communicative on one or more of the four dimensions before feedback (Median = 1, Range = 7), \( z = 3.17, N\text{-ties} = 23, p = .002 \).

In a second step, we did not consider change towards increased communicativeness on individual dimensions irrespective of the respective other dimensions, but we considered the gestures in their entirety. That is, we allocated all gestures of a pair that occurred after feedback to one of three categories: (1) More communicative gestures, which comprised all those gestures that changed towards being more communicative overall, i.e., they changed into the predicted directions on at least one of the four dimensions and remained the same on all remaining ones (or, if they did show a decrease in communicativeness on any of the dimensions, the number of these was lower than the number of dimensions on which they changed towards being more communicative, i.e., the gesture became more communicative overall); (2) Less communicative gestures, which comprised all those gestures that changed towards being less communicative on one or more of the four dimensions and remained the same on all remaining dimensions (or, if they did show an increase in communicativeness on any of the dimensions, the number of these was lower than the number of dimensions on which they changed towards being less communicative, i.e., the gesture became less communicative overall); (3) Gestures that remained as communicative after feedback as before, which comprised all those gestures that were judged to be the same on all of the four dimensions before and after feedback, as well as those that changed towards being more communicative on one (or more) dimension(s), as well as towards being less communicative on exactly the same number of dimensions.

This analysis resulted in 60 gestures that were classed as more communicative after feedback, 28 gestures that were classed as less communicative after feedback, and 12 gestures that were classed as remaining unchanged in terms of their communicativeness. A Friedman test showed that the frequencies in these three categories differed significantly, \( X^2(2) = 16.83, p = .0001 \). Wilcoxon Signed Ranks tests used to investigating the differences between the individual groups showed that significantly more gestures changed towards being more communicative \( (Median = 2.00, Range = 6.00) \) than less communicative \( (Median = 1.00, Range = 4.00) \), \( z = 2.88, N\text{-ties} = 22, p = .004 \) – in other words, gestures were judged to be more communicative after feedback than before. Also, significantly more gestures changed towards being more communicative than stayed the same \( (Median = 0.00, Range = 2.00) \), \( z = 3.64, N\text{-ties} = 24, p = .0001 \). Also, if we consider exclusively those gestures that were judged to be more communicative on one or more dimension and stayed the same on all remaining dimensions \( (52 \text{ gestures}; Median = 2, Range = 5) \) and compare them to the number of gestures that were judged to be less communicative on one or more dimension and stayed the same on all remaining ones \( (18 \text{ gestures}; Median = 1, Range = 4) \), we, again, find that gestures are more communicative after feedback than before, \( z = 3.17, N\text{-ties} = 23, p = .002 \).

Further, Table 4 provides an overview of the number of gestures that remained unchanged, changed towards being less communicative, or changed in the expected direction, split up by the individual dimensions. This overview reveals that about half of the gestures changed in the predicted directions for each of the three measures precision, size, and space, with more than twice as many gestures being more communicative after feedback than before feedback (by definition, those gestures reported as less communicative were more communicative before feedback) for each of these three measures.

What is evident is that gesture viewpoint stands out as the one dimension with comparatively little change.

In addition, from Table 5 we can see that the majority of gestures were judged to be more communicative on one, two or three of the four qualitative dimensions under investigation here, with only very few gestures showing evidence of recipient design on all four dimensions simultaneously.

In addition to the four dimensions investigated here, speakers’ gestures also showed evidence of being recipient-designed in terms of how they semantically represented the target events before and after feedback. For example, with respect to

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Frequencies for the four qualitative dimensions in terms of no change, change in the direction opposite to prediction, and predicted direction of change.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same</td>
</tr>
<tr>
<td>Precision</td>
<td>48</td>
</tr>
<tr>
<td>Size</td>
<td>27</td>
</tr>
<tr>
<td>Space</td>
<td>29</td>
</tr>
<tr>
<td>Viewpoint</td>
<td>71</td>
</tr>
</tbody>
</table>

* NB: 8 of these gestures were more communicative in lower space (see section 2.4.2.3).

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Overview of number of the four dimensions on which gestures were recipient designed/showed increased communicativeness.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of dimensions</td>
<td>Number of gestures</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
Scene 1, speakers tended to depict the movement of the car with simple right to left movements of the right hand, which in several cases brushed ‘quite carelessly’ against the speaker’s body to show that the car got close to the man, without gesturally focusing on the exact distance between car and man (and the car did in fact not get in direct contact with the man). In response to the addressee’s enquiry how close the car gets to the man, speakers tended to alter their representations by depicting a clear spatial distance between the hand representing the moving car and their own body, thus adapting the semantic focus of the gestural depiction to tailor it to the addressee’s informational requirements. With regard to Scene 2, the representation of the boys jumping off the top layer of the barn often involved the hand moving from right to left (or vice versa) in an arch like motion. In response to the question of whether the children jumped out of the barn, the gestural depiction following the feedback traced the path vertically (rather than horizontally or diagonally), thus clarifying that the movement occurred from one location in the barn to a location directly below, i.e., still within the barn. Regarding Scene 3, speakers tended to provide an overall fuller representation of what the boy was doing (in response to the question ‘he did what?’), for example by representing not only part of the window frame and its location in front of the boy’s head (by holding clasped hands below the chin) but also the fact that the boy stuck his head out through this window frame (by adding a head movement to the previous gesture). For Scene 4, speakers tended to depict a general movement path from left to right (or the other way round) to represent general movement onwards (sometimes combined with bobbing movements of the hand to illustrate that several entities were moving). After feedback requesting confirmation whether the children ran out of the barn and hid, speakers often traced the movement path more explicitly, depicting the exact route along which the children were running (out and around the barn, behind some crops). The adjusted gestural semantic representations of the target events are a reflection of the speaker’s re-conceptualisation and ‘re-packaging’ of elements of the target scenes tapped by the respective addressee’s feedback.

Many gestures were recipient-designed in this way in response to addressee feedback in addition to being more communicative on one or more of the four dimensions. However, ten gestures were recipient-designed exclusively in terms of how depiction of semantic content was tailored to the addressee’s feedback, but not on any of the four dimensions. This means that, in total, 86 gesture pairs (86%) were recipient-designed in some way in response to addressee feedback when taking into account the four qualitative dimensions as well as any additional semantic adjustments (recipient-designed: Median = 3, Range = 6; not recipient-designed: Median = 0, Range = 3), z = 4.32, N-ties = 24, p = .0001.

3.3. Indexicality in speech and gaze

Elements of deixis concurrent with the corresponding gestures were evaluated for two modalities, speech and gaze. Analysis of the speech revealed that speakers included significantly more deictic elements (such as demonstratives) in their verbal utterance that referred explicitly to the gesture after feedback (Median = 0.00, Range = 3.00) than before feedback (Median = 0.00, Range = 0.00), z = 2.12, N-ties = 5, p = .034.

For the analysis of gaze, we excluded the data from two of the 25 participants for whom we identified corresponding gestures as their gaze direction could not be unequivocally identified. The same concerned nine corresponding gesture pairs from other participants. The analysis on those where gaze direction could be identified showed that speakers focused their gaze significantly more often on their gestures after feedback (Median = 1, Range = 4) than before feedback (Median = 0, Range = 4), z = 2.23, N-ties = 11, p = .026.

4. Discussion

The present analyses were aimed to reveal whether, and if so how, co-speech gestures are affected by addressee feedback in dyadic face-to-face interactions. This concerned their proportional frequency but also their qualitative nature.

We found, firstly, that gesture rate did not differ significantly before and after addressee feedback, which suggests that speakers continue to draw on the gestural modality when responding to addressee feedback, despite communicating the respective message for a second time. We found this to be the case for both representational and non-representational gestures. Moreover, we found that this pattern holds for addressee questions requiring different speaker responses: speakers tended to provide an overall fuller representation of what the boy was doing (in response to the question ‘he did what?’), for example by representing not only part of the window frame and its location in front of the boy’s head (by holding clasped hands below the chin) but also the fact that the boy stuck his head out through this window frame (by adding a head movement to the previous gesture). In response to the addressee’s enquiry how close the car gets to the man, speakers tended to alter their representations by gesturally focusing on the exact distance between car and man (and the car did in fact not get in direct contact with the man). They accompanied these utterances with gesture to a significantly lesser extent than they did with their initial description of this event. Thus, the analysis suggests that it may not be addressee feedback per se, and the potentially greater interactional involvement that results from it, that encourages speakers to respond with speech–gesture utterances. Instead, the specific content of the addressee’s feedback and its direct link to the speaker’s communicative intent appears to be crucial. However, we have to be tentative with our conclusions here, the reason being that only one type of feedback elicited a confirmatory
response, and this feedback was always paired with the same event description. Although the event structure (i.e., two action elements, children running out of a building, then hiding in the grass) and its standard description were of the same type as some of the other event descriptions, we currently cannot exclude the possibility that something related to the content of the event itself may have led to the difference in gestural response after feedback.

While the overall rate of gesturing before and after feedback did not differ, the qualitative nature of the gestures did. Here, we selected four dimensions for which change in a particular direction has been linked to increased communicativeness in the existing literature. This showed that the significant majority of the gestures included in this second analysis showed evidence of increased communicativeness (on one or more of the selected dimensions), and were more communicative overall, in response to addressee feedback, a clear signs of recipient design. When considering the four qualitative dimensions individually, it became evident that there does not appear to be one predominant pattern characterizing the change in gesture form. Rather, gestures in response to feedback appeared to be more precise, bigger, or more visually prominent to roughly equal extent (however, most convincing is the change towards bigger and more visually prominent gestures, as gestures were twice more likely to increase in communicativeness than they were to stay the same or change towards being less communicative regarding these two variables). Furthermore, an equal number of gestures changed towards being more communicative on one, two or three of the four dimensions. This supports Kendon’s (1985, 2004) idea that the gesture–speech system is characterized by flexibility so that the form of both the verbal and the gestural component of the utterance can be adapted to meet current communicational demands.

The situation looked different for the dimension of gesture viewpoint. Here, we found that the large majority of gestures remained unchanged. One difference between viewpoint and the remaining three qualitative dimensions examined here is that the former is more directly tied to the semantic information depicted by the gestures. That is, when a speaker changes the location of their gesture in space, performs a larger gesture or a more precise one, this can affect the semantic information depicted by the gesture (e.g., the depiction of height in the case of a higher location in gesture space, the depiction of size in the case of a larger gesture). However, it is also possible that the semantic information represented remains unaffected (e.g., a round shape remains a round shape no matter where in gesture space it is depicted or how large the gesture is). Changes in gesture viewpoint/perspective, on the other hand, always affect the semantic content of the gestural representation and the gesture’s semantic focus. This qualitative dimension is thus more influenced, and in some way more restricted, by the underlying event structure and thus may be less susceptible to change due to interactional influences. However, this is a speculative explanation at most and requires further research.

In sum, when addressee feedback does signal a problem with understanding, then speakers do not only draw upon gesture with the same proportional frequency before and after addressee feedback, but they also adjust their gestural representations to make the utterance better understandable the second time round. Less than a quarter of the gestures in our corpus of corresponding gestures did not show any sign of increased communicativeness on one of the four dimensions analysed here, and just fourteen percent showed no clear sign of recipient design on these dimensions at all, not even by adjusting the semantic information depicted in response to the addressee’s feedback. Descriptive analyses have provided evidence for both gestural repetition as well as change in response to addressee feedback (Kendon, 2004). By investigating a larger corpus of gestures systematically we are able to confirm the occurrence of both types of gestural responses, but we have obtained much stronger evidence for gestural change.

In addition, two further analyses corroborated the finding that speakers consider gesture an important communicative resource in responding to addresssee’s expressed lack of understanding. Both verbal deixis (it’s this big) and speakers’ gaze directed at their own gestures are clear markers of the gesture’s communicative value (Streeck, 1993; Goodwin, 1986). Both occurred significantly more frequently in response to addressee feedback than before.

The findings from the present study build on earlier work which has shown that the presence of an addressee who can see the speaker’s gestures influences the speaker’s gesture rate (Alibali et al., 2001; Bavelas et al., 2002, 2008; Mol et al., 2009) as well as the semantic interaction of gesture and speech (Bavelas et al., 2002, 2008). Here we go beyond this effect of co-presence and visibility, however, by focusing on the interactive process between speaker and addressee. In addition to affecting speakers’ gestures by being present and able to perceive the gestures, addressees appear to influence speakers’ gestures through their own responses, especially if they seem to be struggling to understand what is being conveyed.

Jacobs and Garnham (2007) showed that speakers gesture at a higher rate when talking to attentive addressees than distracted ones. Here, we build on this finding by zooming into the very process of addressee feedback. Rather than comparing more or less feedback (the addressee remained attentive throughout), we focused on different types of feedback (signalling understanding and non-understanding) and the effects on both gesture rate and the qualitative nature of speakers’ gestures. The present study thus advances our understanding of addressee behaviour on speakers’ use of co-speech gestures.

Further, the present study complements work by Bavelas et al. (1992, 1995) which has identified a type of gesture called ‘interactive gestures’. These gestures are used by speakers to address and involve the recipient in the interaction in a number of different ways (such as by seeking feedback or agreement). This is evidenced by the fact that addressees reliably issue appropriate responses to utterances delivered with interactive gestures (Bavelas et al., 1995). The present study represents the other side of this coin; whereas Bavelas et al.’s (1992, 1995) work explored how speakers use gesture to elicit addressee responses, here we focused on addressees eliciting gestural responses. The present study thus complements this earlier research nicely, and together they provide us with a fuller understanding of the role of co-speech gestures in the process of face-to-face dyadic social interaction. In particular, the findings further our insights into the pragmatics of co-speech
gestures. The findings thus lend support to theories of gesture production postulating that co-speech gestures are tightly linked to the speaker’s communicative intent, with gestures benefitting social and communicative processes in interaction (Bavelas and Chovil, 2000; Clark, 1996; Kendon, 2004). Furthermore, the findings may be of relevance in the context of communication disorders such as aphasia, as, here, language can be more affected than gesture, with the latter fulfilling a compensatory function (Feyereisen, 1983; Goodwin, 2000). It may be especially important to attend to those patients’ gestures in response to addressee feedback as aphasics can be impaired in their verbal ability to provide such responses (e.g., reduced use of expansions in response to feedback; Rezania et al., 1989).

Through systematic comparisons, the present study has illuminated the so far rather neglected topic of how addressee feedback affects gestural use in dyadic interaction. However, it also has a number of limitations. Firstly, a confederate took on the role of the addressee and delivered a range of scripted feedback behaviours at pre-determined points in the narratives. In order to limit the possibility that the confederate’s behaviour could have been experienced as unnatural by the speakers, we eliminated those trials from our analysis which two judges classed as noticeably different from the other trials in that the confederate’s scripted feedback behaviour either differed from the scripted form or appeared unnatural in the manner in which it was delivered. Further, the questionnaires speakers completed at the end of the experiment revealed that they experienced the addressee as cooperative, interested, attentive and helpful in their communicative role here, too. Although the feedback delivered by the confederate in the present study was based on the kind of feedback observed in spontaneous interactions (and spontaneous feedback was delivered in addition to the scripted responses), it is not clear to what extent our findings can be generalised to other kinds of feedback that we did not systematically manipulate here. Similarly, the present research focuses on native speakers of British English only and speakers from other cultures and of other languages may, of course, behave differently in response to addressee feedback. And even amongst speakers of one language, the influence of the social context may play an important role, such as group size (here we focused on dyadic interaction only), the content of talk (e.g., narrative of concrete actions and events versus emotion talk), as well as the speakers’ communicative intent (e.g., to give the other person a good understanding of a narrative plotline versus to convince or persuade someone). We know remarkably little about the effects of all these variables on gestural behaviour and future research is urgently needed to complete our insights in these respects.

Another point of limitation is the type of feedback that we employed. In spontaneous interaction, the range of feedback behaviours delivered by addressees is wider of course, including, for example, contradictions, agreements, expressions of surprise or doubt and so forth (and nonverbal signals such as facial expressions and prosody play a crucial role here, too). Although the feedback delivered by the confederate in the present study was based on the kind of feedback observed in spontaneous interactions (and spontaneous feedback was delivered in addition to the scripted responses), it is not clear to what extent our findings can be generalised to other kinds of feedback that we did not systematically manipulate here. Similarly, the present research focuses on native speakers of British English only and speakers from other cultures and of other languages may, of course, behave differently in response to addressee feedback. And even amongst speakers of one language, the influence of the social context may play an important role, such as group size (here we focused on dyadic interaction only), the content of talk (e.g., narrative of concrete actions and events versus emotion talk), as well as the speakers’ communicative intent (e.g., to give the other person a good understanding of a narrative plotline versus to convince or persuade someone). We know remarkably little about the effects of all these variables on gestural behaviour and future research is urgently needed to complete our insights in these respects.

Finally, we have here focused on a limited range of variables capturing change in speakers’ gestural behaviour in response to addressee feedback. Our choice of variables was motivated by previous literature that had established a link between speaker’s communicative intent, gestural and recipient design. It is of course possible that gestures show signs of recipient design in response to addressee feedback on a number of additional variables, too. However, with regard to the type of talk we focused on here, the variables we chose seemed to capture the gestural change we observed, in addition to the semantic changes we briefly addressed, rather well.

4.1. Conclusion

In sum, the present study has provided us with a first glimpse of speakers’ gestural behaviour in response to addressee feedback. We were able to show not only that speakers deem gesture to be an important modality required for responding to this feedback but also that the majority of gestures show signs of change which contribute to making the speaker’s message more communicative and thus suitable for addressing the recipient’s informational requirements.
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