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We present a method for label-free microscopic analysis of nonmetallic nanoparticles such as biopolymers or technical polymers diffusing freely in an aqueous environment. We demonstrate the principal feasibility of the approach with first measurements of 20–200 nm sized polystyrene spheres and of the ~10 nm protein complex Photosystem I (PS I) of Thermosynechococcus elongatus. The approach is based on the combination of a microscope setup with a deep-nulling interferometer for measuring minute refractive index changes or absorptions in the focal area of the microscope. It is possible to obtain transient nulls in a microscope setup on the order of 10−5, corresponding to optical pathway differences of less than 0.6 nm and to stabilize the nulls to about 5 × 10−4. With this level of stabilization it is possible to perform a fast (1 s) correlational analysis of aqueous solutions containing the protein complex PS I or 20 nm spheres and to detect in real time single diffusional transits of larger nanospheres through the focal area of the microscope. A modulated heating of the samples in the microscope focus is not necessary for detection. The interferometer correlation data correspond well to conventional two-photon excited fluorescence correlation (FCS) data measured in the same setup, providing evidence that the detection volumes are of a similar size (~200 nm). We also conducted first nulling experiments using coherent near-field sources of about 30 nm diameter. Theoretical considerations indicate that this combination with nanometric near-field sources will even allow label-free single-protein analysis.

Introduction

Methods based on fluorescence microscopy are a very important tool for investigating biomolecular mechanisms and have been used for several decades now.1 The ultimate sensitivity of fluorescence techniques was reached when, in 1990, M. Orrit for the first time showed the principal feasibility of optical single-molecule detection based on fluorescence excitation spectroscopy. These findings opened a completely new field, with applications ranging from research on the most basic principles of molecular photophysics to exploration of biomolecular mechanisms in real time at the single biomolecule level.2–9 Important examples of biomolecular mechanisms, for which evidence could be provided on a single biomolecule level only, are: the rotational mechanism of ATPase10 or the motility mechanism of myosin moving along actin.11 Optical techniques such as fluorescence correlation spectroscopy (FCS), fluorescence lifetime measurements, fluorescence resonance energy transfer (FRET), and two-photon excitation (TPE) on a single molecular level, to name only a few, are well-established nowadays.12–16

However, all techniques mentioned require labeling of at least one reaction partner or the biomolecules of interest, which represents a severe drawback. Besides the influence of the labeling on the investigated biomolecular mechanism, the labeling procedure itself is, in most cases, complicated and subject to errors. Moreover, each system requires a different labeling approach.

It is for these reasons that researchers deeply wish to have label-free detection technologies, a wish that resulted in the development of techniques such as surface plasmon resonance measurements (SPR).17,18 SPR measures minute changes in the refractive index at surfaces that are covered with biomolecules such as antibodies. The method allows, for example, to measure binding of additional antibodies on the nanometer scale. The principle is very well established, but still, one reaction partner has to be attached chemically or physically to the surface of the device. This has an impact on the biochemistry, which is probably not less severe than labeling simply with a fluorescent dye. Furthermore, many applications do not allow measurements at a surface or they require freely diffusing reaction partners, let alone measurements in whole cells. Among other appealing approaches, such as coherent anti-Stokes Raman scattering (CARS) microscopy,19,20 is photothermal interference contrast.21–24 The advantage of interference contrast methods over scattering methods is that they are more sensitive for detecting smaller particles. Scattering methods decay with the sixth power of the particle diameter, whereas thermal interference contrast methods decrease only with the third power of the diameter. The approach visualizes the change of the refractive index due to a modulated heating of larger nonmetallic spheres21 or metallic nanoparticles23 with a very high contrast using the principles of differential interference contrast microscopy. This method allows an unambiguous detection of metallic nanoparticles down to...
67 atoms in size, even in strongly scattering samples. However, the samples are heated to about 15 K above the average ambient temperature, which might be too high for some proteins or other biomolecules.

In this report, we present first results of an approach using deep-nulling interferometry in a microscope setup. This approach enables a label-free microscopic detection and correlational analysis of nonmetallic (bio)polymers diffusing freely in an aqueous environment without heating of the samples.

Basic Principle

The scheme of the approach is simple: Figure 1a shows a standard Mach–Zender interferometer with a nulled dark exit (D) and a constructively interfering bright exit (C) with corresponding detectors. Without any disturbance, no photon is detected at the dark exit in a perfect interferometer.

Because of the wave/particle nature of light, this is still true when single photons are sent into the interferometer — the photons are interfering with themselves and, therefore, always exiting at the bright exit (C) of the interferometer (Figure 1a). However, an object, e.g., a biomolecule, disturbing the coherence in one arm of the interferometer will be indicated directly by photons detected at the dark exit (D). Interestingly, even a single photon, which travels along the undisturbed arm of the interferometer, can then be detected at the dark exit, providing interaction-free evidence that there is an object in the other arm (Figure 1b). Because each single photon is destructively interfering with itself, it is possible to measure signals that are smaller than the shot noise of the measuring light field. The scheme can easily be combined with a pair of microscope objectives (Figure 1c). The two interferometric arms can be sent into the microscope objectives with a small angle, which results in two spatially separated foci. For a perfectly nulled interferometer, even the smallest disturbance of the coherence in one of the foci due to refractive index fluctuations, absorptions, or nonlinear effects such as the optical Kerr effect will directly be indicated by photons detected at the otherwise absolutely dark exit (D). Fluctuations in regions more remote to the focal region contribute a lot less because they have basically the same effect on both arms of the interferometer. This feature is similar to the sectioning capability of differential interference contrast (DIC) microscopy for complex objects such as cells. In practice, the sensitivity of the approach depends on the residual photon count number at the dark exit and, therefore, the nulling depth. For a correlational analysis of the fluctuating signals, a deep null is also advantageous because artificial correlation signals caused by light source fluctuations can be canceled out. In addition, we do not need a modulation of the signals for lock-in amplification that would interfere with the correlational analysis.

Practical Implementation

The practical application of this approach depends very much on the ability to deeply null light using a microscope and aqueous solutions. To our knowledge, the best nulls in a tabletop setup reported in the literature were achieved by astronomers for the cancellation of star light to detect light from planets nearby. Besides a special geometrical design, these nulls were achieved by actively controlling the optical path length difference, \( \Delta x_{\text{OPD}} \), using a piezotransducer attached to a mirror of one interferometer arm. When all optical elements are perfect, the nulling depth, \( D \), as function of the optical pathway difference, \( \Delta x_{\text{OPD}} \), is

\[
D = \frac{N}{N_0} = \cos^2 \frac{\Delta x_{\text{OPD}}}{\lambda} = \cos^2 \left( \frac{\Delta x_{\text{OPD}}}{\lambda} \right) \approx \left( \frac{\Delta x_{\text{OPD}}}{\lambda} \right)^2 \text{ for small } \Delta x_{\text{OPD}}
\]  

Here, \( N_0 \) is the number of incident photons, \( N \), the number of photons at the dark exit (D), \( \lambda \), the wavelength of the incident
light, and $\phi = x_{\text{OPD}} \pi$, the phase error. In the tabletop setup reported in ref 27, a null of $10^{-5}$ was realized with spectrally broad white light. Such a null corresponds to $x_{\text{OPD}} \approx 0.5 \text{ nm}$, a length scale well below typical protein diameters.

For a microscopic application of the interferometer described in refs 27 and 28, we inserted two additional microscope objectives (Figure 2).

As light source, the tip of a monomode fiber is used, which represents a virtually ideal coherent point source and allows switching between different light sources. The light emerging from the fiber tip (indicated with gray color) is first collimated using the lens $L_1 (f = 5 \text{ cm})$. The design of the deep nulling interferometer is such that diagonal quadrants of this originally collimated beam are canceled with each other. This is realized in the part of the interferometer that is denoted as the detection unit in Figure 2. The two roof-top mirrors $Rt_1$ and $Rt_2$ superimpose pair-wise diagonal quadrants of the incoming beam onto each other for detection (after $L_2$). Two such diagonal quadrants and their optical paths are indicated by red and green lines in Figure 2. Note that actually, four quadrants are present, but only two are shown in Figure 2. For better visibility a virtual aperture (VA) is sketched in Figure 2, which selects the two diagonal quadrants. However, in the real setup, such an aperture is not necessary. The beam quadrants, which are part of the incoming single beam, are focused and collimated by the two objectives $O_1$ and $O_2$. The sample itself is located between $O_1$ and $O_2$. In this configuration, a particle in the absolute center of the focal area will affect all beam quadrants to the same extent, but if it is in a distance from this center, corresponding approximately to the diffraction limit of $\sim 200 \text{ nm}$, its influence on the optical pathway of one beam quadrant is as big as in the configuration shown in Figure 1c.\textsuperscript{31} After the beam splitter, $BS$, one part of the beam quadrants is running parallelly to the table along $BS \rightarrow QP \rightarrow M_2 \rightarrow Rt_1$ and back, but the other is reflected vertically at the flat mirror $M_3$ and the roof top mirror $Rt_2$. This provides a relative flip of the electric field vector of the light in the part running along $M_2$ and $Rt_1$. Such an arrangement is necessary for a deep cancellation and also allows nulling of broadband light (up to 200 nm fwhm, for details, see ref 27). Note that, actually, both beam quadrants are running along the two possible interferometric paths $BS \rightarrow QP \rightarrow M_2 \rightarrow Rt_1$ and $BS \rightarrow M_3 \rightarrow Rt_2$ simultaneously. The beam splitter, therefore, is used in double-pass: each input beam quadrant is modulated by the same beam splitter reflection/transmission product, thus automatically maintaining intensity balance for all wavelengths. The lens, $L_2 (f = 5 \text{ cm})$ is focusing the output beams onto the detector single-mode fiber. This ensures that only the core of the output point-spread function is detected, thus largely eliminating the effect of wave front irregularities.\textsuperscript{28}

Material and Experimental Details

Details of the Interferometer. As light source, a fraction of light either from a home-built fs-titan:sapphire oscillator (800 nm, 500 mW, $<100 \text{ fs}$ pulse width, 90 MHz), a HeNe–Laser beam (632.18 nm, 10 mW, Spindler & Hoyer, Göttingen, Germany), or a white light source (wolfram lamp) was available. Two water immersion objectives were used (Olympus Uapo 40× and Uplaplo 60×, Olympus, Hamburg, Germany). We found no significant differences in the obtained nulling depths using different combinations of microscope objectives. Depending on the light source, about $20 \sim 40 \mu W$ were sent into the first microscope objective. To accurately steer the collimated

---

**Figure 2.** Schematic representation of the experimental setup. Two quadrants of the original beam (grey before the virtual aperture VA) are canceled out with each other in the detection unit. They are shown as red and green lines after VA for better visibility. The interferometer is deduced from ref 28. For details, see text.
beam quadrants emerging from the second microscope objective O2 into the detection unit, a 3D piezostage (P611, E664, PI–System, Karlsruhe, Germany) mounted to O1 and the adjustable mirror M1 (AHF Analysetechnik, Tübingen, Germany) were used. The quartz plate, QP, was inserted into the path BS–QP–M2–Rt1 to equalize the amount of glass all beam quadrants were passing. Fine adjustments of the group velocity dispersion were done by slightly tilting QP. To accurately control the optical pathway length in the interferometric path BS–QP–M2–Rt1, the mirror M2 was mounted on a piezotransducer (2 μm travel, S303, E802, PI–System, Karlsruhe, Germany) and a micrometer stage controlled by a picomotor actuator (2.5 cm travel, NF831, NF8753, Newfocus, San Jose, USA). Single photons were counted by either using an avalanche photodiode (AQR-13, Perkin-Elmer, Dumberry, Canada) or a photomultiplier (R1464, Hamamatsu, Hamburg, Germany) connected to a photon counter (SR400, Stanford Research Systems, Sunny Valley, USA). First, a global null position was found for the whole setup using the M2 picomotor actuator and the pulsed laser or the white light source. Then fine adjustments for the whole setup using the M2 picomotor actuator and the photodiode (AQR-13, Perkin-Elmer, Dumberry, Canada). All correlation analyses were done via software correlation.

Results

Transient Nulls and Stabilized Nulls. Our first goal was to achieve nulls with microscope objectives and using an aqueous buffer solution as deep as in the idealized setup used by the astronomers. The transient null depths are best measured by scanning the piezoactuator of M2 linearly over a range corresponding to the global null and the two nearest maxima. In Figure 4, such a scan is shown. It shows that it is possible to achieve transient nulls on the order of about 10−5 on a daily basis in aqueous buffer solution. The actually transient null might be even deeper. Determination of the real depth of the transient nulls is difficult because, in the minimum, 0 photons are counted with the optimum parameters for the temporal width of the photon counting time channels during a scan. This would give an unrealistic absolute value of \( D = 0 \). However, from our data, we can conclude that the nulls must be better than or equal to 5 × 10−5. These are the best nulls when there is at least one count in one time channel in the minimum. According to eq 1, a null of better than 5 × 10−5 corresponds to a pathway accuracy of better than 1 nm.

A dithering feedback algorithm can stabilize the interferometer at a position as close as possible at \( x_{\text{OPD}} = 0 \) nm. This stabilization is limited by the vibrational isolation of the system, which is not ideal yet. Nevertheless, the current level of vibrational isolation already allows stabilizing of nulls of about 5 × 10−4. These stabilized nulls already correspond to a pathway accuracy of better than 1 nm.
accuracy of about \( \Delta x_{\text{OPD}} \approx 4 \) nm (Figure 5). For the correlational analysis of the signals (see below), very similar results can also be obtained without dithering.

**Traces of Larger Nanospheres.** In our first experiments, we tested the setup with solutions of 100- and 200-nm polystyrene spheres. In Figure 6a–c), deep nulling traces of a 0.07, 0.02, and 0.01 nM aqueous solution of 200-nm polystyrene spheres are shown. Focal transits of individual 200-nm beads can be clearly seen as peaks in the traces. In the most diluted sample (Figure 6c), only minor fluctuations due to single particle transits more remote from the focus were detected during the measuring time. In Figure 7a and b), corresponding deep nulling measurements of \( \approx 1 \) nM 100- and 200-nm polystyrene spheres are shown in comparison with a measurement using pure buffer solution (Figure 7c). One nM corresponds to about 1 particle on average in the focal area. \( \lambda = 632 \) nm.

Here, \( x_n \) is the additional optical pathway caused by a particle in the center of the focal region of one interferometer arm, \( W(r) \) is the one-dimensional light intensity distribution of this focal region, with \( r \) being the radial distance from the optical axis, \( x_0(r) \) the optical path length of the light through the particle as a function of \( r \), and \( \Delta n = n_p - n_{\text{H}_2\text{O}} \approx 0.2 \) is the difference of the refractive indices of the particle and water. We assumed a Gaussian distribution for \( W(r) \), with \( r_0 \) being the diameter of the focal region and a spherical function for \( x_0(r) \) with a radius of the spheres, \( r_p \). This calculation yields a value of \( x_n = 11 \) nm for a sphere of \( r_p = 100 \) nm radius and \( x_n = 1.6 \) nm for a sphere of \( r_p = 50 \) nm radius in a focal area of \( r_0 = 200 \) nm diameter. These values might be surprisingly small, but one has to consider that, for a \( r_p = 100 \) nm sphere, the maximum change of 40 nm in the optical path length is only obtained along a central axis and that a large amount of light is passing by the sphere (Figure 8). Higher peaks in the traces than the calculated \( x_n \) are likely to be due to more than one bead in the detection volume.

**Correlational Analysis of Smaller Nanospheres and Biopolymers.** The temporal fluctuations of the optical pathway...
difference $\Delta x_{\text{OPD}}(t) = x_{\text{OPD}}(t) - \langle x_{\text{OPD}}(t) \rangle$ depend on the statistical change in the number of the particles in the focal region, $i$, and their size. Assuming a Poisson statistic for the particle number, $i$, $\Delta x_{\text{OPD}}(t)$ fluctuates with a standard deviation of $\sqrt{i x_{n}}$ (eq 2). For a statistical analysis of the interferometric signals in terms of a temporal correlation function, it is meaningful to correlate the square root of the nulling depth because $x_{\text{OPD}}$ is quadratically dependent on $D$ (eq 1):

$$G(t) = \langle \Delta x_{\text{OPD}}(t) \Delta x_{\text{OPD}}(t + \tau) \rangle \propto$$

$$\frac{\langle (\sqrt{D}(t) - \langle \sqrt{D}(t) \rangle)(\sqrt{D}(t + \tau) - \langle \sqrt{D}(t) \rangle) \rangle}{\langle \sqrt{D}(t) \rangle}$$

(3)

$G(t)$ is decreasing with increasing $\tau$ according to the time for the diffusion of the particles through the focal region. This decrease is comparable to the decrease of fluorescence autocorrelation curves where, usually, the equation $G(t) = \langle (I(t) - \langle I(t) \rangle)(I(t + \tau) - \langle I(t) \rangle)^2 \rangle - 1$ is used. Here $I(t)$ is the fluorescence intensity of fluorescing particles in the focal area measured at the time $t$. (For details see, e.g., ref 12). An important difference is that the function $G(t)$ is inversely proportional to the average particle number $i$ and independent from the particle size for small $\tau$, whereas $G(t)$ becomes larger for larger particles and also for higher particle concentrations.

Figure 9a shows an autocorrelation curve obtained using eq 3 for the analysis of the data measured with the $\sim 1 \text{nM}$ aqueous solution of 200-nm spheres (dots with solid line as a guide to the eye). In the same plot, a conventional two-photon fluorescence autocorrelation curve from fluorescing 200-nm spheres (dashed line) is also shown. The comparison of both curves yields a good agreement, which shows that the sizes of the focal regions of both methods are similar. The oscillations observed in the deep nulling correlation curves are reproducible. They might indicate cross-correlation terms in the signals due to the close proximity of the beam quadrants in the focal region (Figure 2) or residual vibrations in the setup. A frequency analysis of these oscillations did not result in a single frequency. Thus, further experiments are required to unravel the real nature of these oscillations. Figure 9b shows the corresponding correlation curves of a $\sim 1 \text{nM}$ aqueous solution of 100-nm spheres. Again, good agreement of both correlation curves can be observed. This result shows that deep nulling correlation can serve as a label-free method for a diffusional analysis of particles. Figure 9c shows the corresponding correlation curves using a higher concentration of 20-nm spheres. As this is the size of larger biomolecules, such as, e.g., ribosomes, this curve already indicates that it is also possible to perform a label-free correlational analysis of biomolecules in microscopic dimensions. Indeed, Figure 9d shows a corresponding curve of PS I as an example for label-free protein analysis. Trimeric PS I weighs about 350 kDa and has dimensions of about 10–20 nm including the detergent and hydrodynamic shell. A contribution of chlorophyll absorption around 630 nm to the signals is also possible. We believe that these first data provide an indication that a correlational analysis will also become feasible for smaller proteins and at lower concentrations of the proteins or nanometric spheres once the vibrational isolation of our system allows fully the stabilizing of the transient nulls of $10^{-5}$ or better. Finally, in Figure 8e, the deep nulling correlation curves of Figure 8a–d are shown without normalization. Clearly, the amplitude of the correlation curves decrease with the particle sizes, even though the concentration of the solutions containing 200- and 100-nm spheres were smaller than the solutions containing the 20-nm spheres and PS I.

Single-Protein Detection Using Coherent Near-Field Sources? In the current microscope setup, the spot size for sensing single diffusional nanoparticle events is limited to about 200 nm by the diffraction of light. This is far bigger than single proteins of a size typically ranging from 1 to 10 nm. However, the spot size can be decreased drastically by using two coherent near-field light sources with diameters on the order of a few tens of nanometers. Recently, we developed a simple technique for the fabrication of such nanopores in metallic foils of down to 20 nm diameter (Figure 10, details will be subject of another publication). We inserted the foils containing the nanoholes in the focal region between the microscope objectives and adjusted them three-dimensionally by using a 3D-micrometer stage. First, experiments with the foils basically provided the same nulling curves but with smaller photon counts (Figure 11). This, however, can easily be compensated by a higher incident flux of photons. As each photon emerging from the apertures potentially can be detected at the bright or dark exit of the interferometer, no difficulties with low signal intensities are expected, as they are known from fluorescence applications with nanometric near-field sources. Considering that it is no problem to detect 100-nm spheres in a microscope focus of about 200 nm diameter, we expected that nanometer-sized proteins can be detected in or at 35-nm near-field apertures.

Let us estimate the theoretical signal-to-noise ratio of the expected signals caused by an additional optical pathway shift for the short time of a single particle transit. For a given $x_{\text{OPD}}$, an additional change of the optical pathway difference of $x_{n}$ results in a change of the detected photons at the dark exit, $\Delta N$, according to:

$$\Delta N = \frac{N_{0} \cos^{2} \frac{x_{\text{OPD}} \tau}{\lambda} - N_{0} \cos^{2} \frac{(x_{\text{OPD}} + x_{n}) \tau}{\lambda}}{\frac{N_{0} (2 x_{\text{OPD}} + x_{n}) \tau^{2}}{\lambda^{2}}}$$

(4)
For the calculation of $x_n$, we assume that the light intensity distribution at a nanoaperture is also Gaussian and that eq 2 can be used. If the photon noise could be neglected, the highest sensitivity for refractive index changes would not be obtained in the case of an absolutely nulled exit but with an optical pathway difference of $x_{OPD} = (1 + 2i)\lambda/4$, $i = 0, 1, 2, \ldots$. This is because the slope of $N$ as a function of $x_{OPD}$ is the highest around these $x_{OPD}$ values (eq 3). However, as we are interested in the dynamic behavior of (bio)polymers, the limited maximum photon number during a typical focal transit time of these (bio)-polymers has to be considered. The photon shot noise, $\sigma$, for a statistically detected number of photons, $N$, is $\sigma = \sqrt{N}$. To be able to detect a change in the refractive index during a transit, the change in the detected intensity, $\Delta N$, must be significantly larger than this value. The signal-to-noise ratio is the expected change in the intensity divided by the shot noise of the remaining photons at the dark exit, when the average count rate of remaining photons is regarded as a subtractable offset:

$$\frac{\Delta N}{\sigma} = N_0 \left| \cos \frac{x_{OPD} \tau}{\lambda} - \cos \frac{(x_{OPD} + x_n)\tau}{\lambda} \right| \approx \frac{\sqrt{N_0^2 x_{OPD} \tau}}{\lambda} + \sqrt{N_0 x_n^2 \tau}}{x_{OPD} \lambda} \quad (5)$$

Figure 9. (a) Comparison of a deep nulling correlation curve (line with dots) of an aqueous solution containing ~1 nM 200-nm spheres with a conventional two-photon fluorescence correlation curve of fluorescing 200-nm spheres in the same setup (dashed line). The oscillations in the deep nulling correlation curves are reproducible and might be due to cross-correlation terms or residual vibrations. (b) Corresponding correlation curves of an aqueous solution containing ~1 nM 100-nm spheres. (c) Correlation curves of an aqueous solution containing 20-nm spheres. (d) Deep nulling correlation curve of an aqueous solution containing trimeric PS I from *Thermosynechococcus elongatus*. The concentration of the samples (c) and (d) were on the nanomolar scale (> 1 nM). All deep nulling curves were measured with a duration of 1 s. The curves shown in (a–d) are normalized to $G(0) = 1$. In (e), the deep nulling correlation curves from (a–d) are plotted without normalization. $\lambda = 632$ nm.

Figure 10. REM image of two nanoholes of 35 nm diameter.

Figure 11. Normalized measured countrate (null depth, $D$, thin line) as a function of the optical pathway difference, $x_{OPD}$, using nanoapertures inserted in the focal region of the interferometer. Thick line: theoretical curve (eq 1, approximation: dashed line). For the plot, 30 $x_{OPD}$ scans were added, and the dark count rate of the detector was subtracted. Horizontal lines: necessary level of optical path length accuracy. The sample in the microscope focus was an aqueous buffer solution. $\lambda = 632$ nm.
TABLE 1: Calculated Optical Pathway Shifts According to Eq 2 along with Expected Signal-to-Noise Ratios (Eq 5)

<table>
<thead>
<tr>
<th>focus diameter ( r_{\text{f}}/\text{nm} )</th>
<th>particle radius ( r_{\text{p}}/\text{nm} )</th>
<th>optical path-length shift per particle ( s_{\text{OPD}}/\text{nm} )</th>
<th>transit time ( t_{\text{D}}/\text{ms} )</th>
<th>photons number during a transit ( N_{\text{D}} )</th>
<th>assumed nulling depth ( D )</th>
<th>signal-to-noise ratio ( \Delta n/\sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100</td>
<td>11</td>
<td>121</td>
<td>1210000</td>
<td>5·10^{-4}</td>
<td>267</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>1.6</td>
<td>75</td>
<td>750000</td>
<td>5·10^{-4}</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>2.72</td>
<td>50</td>
<td>500000</td>
<td>1·10^{-3}</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>0.55</td>
<td>50</td>
<td>500000</td>
<td>1·10^{-3}</td>
<td>1.75</td>
</tr>
</tbody>
</table>

* For \( \Delta n \), a value of 0.2 was assumed. The photon number, \( N_{\text{D}} \), sent into the interferometer during a transit through a microscope focus (\( r_{\text{f}} = 200 \text{ nm} \)) of a particle was calculated using the count rate of 10 000 000 s^{-1} detected on the photomultiplier when the interferometer is set to \( x_{\text{OPD}} = \lambda/4 \). The transit time \( t_{\text{D}} \) was derived from conventional fluorescence correlation measurements. For the transit time through a nanoaperture (\( r_{\text{p}} = 20 \text{ nm} \)), we estimated \( t_{\text{D}} = 50 \text{ ms} \) and used a corresponding count rate of 1 000 000 s^{-1}.

![Figure 12. Calculated signal-to-noise ratio as a function of \( x_{\text{OPD}} \) according to eq 5 (dashed line: approximation). The signal-to-noise ratio becomes significantly greater than one for values of \( x_{\text{OPD}} \) smaller than 2 nm only. The parameters for the shown curves are \( x_{\text{m}} = 3 \text{ nm} \), \( N_{\text{D}} = 1000 \), and \( \lambda = 632 \text{ nm} \).](image)

The signal-to-noise ratio for small \( x_{\text{OPD}} \) is, therefore, the sum of a term, \( \sqrt{N_{\text{D}}x_{\text{m}}\pi/\lambda} \), which only depends on the incident photon number, \( N_{\text{D}} \), and an additional term, \( N_{\text{D}}x_{\text{m}}^2\pi/4x_{\text{OPD}}\lambda \), which increases rapidly with smaller values for \( x_{\text{OPD}} \). From this, it follows that, at smaller incident photon numbers, \( N_{\text{D}} \), which can be expected with near-field apertures as light sources, the signal-to-noise ratio is getting increasingly better, the better the interferometer is nulling, i.e., \( x_{\text{OPD}} = 0 \). In Figure 12, the signal-to-noise ratio is shown as a function of the stabilized \( x_{\text{OPD}} \) for \( N_{\text{D}} = 1000 \) photons and a refractive index shift of \( x_{\text{m}} = 3 \text{ nm} \). This corresponds, for example, to a situation where a 20-nm antibody antigen complex is passing by a nanohole and where, during that time, 1000 photons are emerging from this nanohole on average. As can be seen, the signal-to-noise ratio is getting significantly better than one for values of \( x_{\text{OPD}} \) smaller than 2 nm only.

In Table 1, calculated signal-to-noise ratios for single particle transits are shown as a function of the particle diameter for microscope foci of 200 nm diameter and nanoapertures of 20 nm diameter. From these estimates, it follows that the measured transient nulling depth of 1·10^{-3} (Figure 4) is sufficient for the detection of a single 5-nm particle diffusing through a 20-nm near-field aperture when, during that time, about 50 000 photons are exiting the near-field apertures.

**Outlook and Conclusions**

Our results show that it is possible to obtain transient nulls on the order of 10^{-3} in a microscope setup with aqueous solutions corresponding to optical pathway differences of less than 0.6 nm and to actively stabilize the nulls to about 5·10^{-4}. This allows a nonfluorescent fluctuational correlational analysis of trimeric PS I protein complexes of about 10 nm in diameter and 20 nm polystyrene spheres (Figure 9) and a single particle detection of larger nanospheres (100 nm, 200 nm, Figures 6 and 7) without heating them. The good agreement of the deep nulling correlation curves with conventional two-photon fluorescence correlation curves provides evidence that the detection volume of the label-free method is very similar to detection volume of fluorescence methods (~200 nm in diameter). The amplitudes of the label-free correlation curves provide additional information about the mass of the particles. The method should, therefore, allow a label-free diffusion and size analysis of other biological objects such as vesicles, ribosomes, proteins, and DNA in microscopic dimensions. To gain more specific information about the objects, the exploration of absorption effects (Kramers–Kröning relation) and the combination with nonlinear optical techniques or the optical Kerr effect will be the subject of future studies. The use of a configuration with two slightly tilted arms as shown in Figure 1c might even allow measurements in more complex systems. We are presently exploring the properties of such an arrangement.

Finally, the theoretical considerations (Table 1) provide also strong indication that the setup in combination with the coherent nanometer near-field sources of about 30 nm size (Figures 10 and 11) is potentially even sensitive enough for label-free single biomolecular analysis.
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