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Abstract

Prosodic influences on phonetic realizations of four Dutch consonants (/t d s z/) were examined. Sentences were constructed containing these consonants in word-initial position; the factors lexical stress, phrasal accent and prosodic boundary were manipulated between sentences. Eleven Dutch speakers read these sentences aloud. The patterns found in acoustic measurements of these utterances (e.g., voice onset time (VOT), consonant duration, voicing during closure, spectral center of gravity, burst energy) indicate that the low-level phonetic implementation of all four consonants is modulated by prosodic structure. Boundary effects on domain-initial segments were observed in stressed and unstressed syllables, extending previous findings which have been on stressed syllables alone. Three aspects of the data are highlighted. First, shorter VOTs were found for /t/ in prosodically stronger locations (stressed, accented and domain-initial), as opposed to longer VOTs in these positions in English. This suggests that prosodically driven phonetic realization is bounded by language-specific constraints on how phonetic features are specified with phonetic content: Shortened VOT in Dutch reflects enhancement of the phonetic feature \{-spread glottis\}, while lengthened VOT in English reflects enhancement of \{+spread glottis\}. Prosodic strengthening therefore appears to operate primarily at the phonetic level, such that prosodically driven enhancement of phonological contrast is determined by phonetic implementation of these (language-specific) phonetic features. Second, an accent effect was observed in stressed and unstressed syllables, and was independent of prosodic boundary size. The domain of accentuation in Dutch is thus larger than the foot. Third, within a
prosodic category consisting of those utterances with a boundary tone but no pause, tokens with syntactically defined Phonological Phrase boundaries could be differentiated from the other tokens. This syntactic influence on prosodic phrasing implies the existence of an intermediate-level phrase in the prosodic hierarchy of Dutch.

© 2005 Elsevier Ltd. All rights reserved.

1. Introduction

Numerous recent studies have shown that the prosodic structure of spoken language is manifested in the speech signal by fine-grained phonetic details (e.g., for within-word level effects, see Cambier-Langeveld & Turk, 1999; Krakow, 1999; Turk & White, 1999; Turk & Shattuck-Hufnagel, 2000; for phrase-level effects, see Jun, 1995; Fougeron & Keating, 1997; Byrd, 2000; Byrd, Kaun, Narayanan, & Saltzman, 2000; Cho & Keating, 2001; Fougeron, 2001; Cho, 2002, 2005, in press; Byrd & Saltzman, 2003; Tabain, 2003a, b; Keating, Cho, Fougeron, & Hsu, 2003). Such evidence makes clear that the physical realizations of sounds can never be characterized adequately without the influence of prosodic structure on them being taken into account. In this study, we examine the effect of prosodic structure on the realization of four consonants (the stops /t d/ and the fricatives /s z/) in Dutch.

Most theories regarding prosodic organization (e.g., Selkirk, 1984; Beckman & Pierrehumbert, 1986; Nespor & Vogel, 1986) presuppose that phonological units are organized in hierarchically nested prosodic structure where lower prosodic constituents (e.g., syllables) are grouped into immediately higher levels (e.g., Prosodic Word), up to a largest prosodic constituent such as the Intonational Phrase or the Utterance (see Shattuck-Hufnagel & Turk, 1996, for review). Such prosodic organization is often entwined with stress and accent, which are taken to be the linguistic manifestations of rhythmic structure, varying in degree of prominence across prosodic levels (e.g., Liberman & Prince, 1977; Beckman, 1986; Hayes, 1989; de Jong, Beckman, & Edwards, 1993; Beckman & Edwards, 1994; see Cutler, 2001, for definitions of prosody). For example, the lexically stressed syllable is defined as the head of the Prosodic Word, and the syllable receiving phrasal accent as the head of the phrase (Beckman & Edwards, 1994). In the present study, prosodic structure is therefore defined as reflecting not only phrasal organization (or the grouping of phonological units) but also the relative salience of phonological units as determined by lexical stress and phrasal accent.

Previous studies have examined one or more of these three factors. Thus, e.g., segments are produced with longer duration in lexically stressed syllables vs. unstressed syllables in English (e.g., Lehiste, 1970; Klatt, 1976); in (pitch-)accented syllables vs. unaccented syllables in Dutch (Cambier-Langeveld & Turk, 1999) and English (de Jong, 1995; Cambier-Langeveld & Turk, 1999; Cho, 2002, in press); and at a prosodic boundary or at edges of prosodic constituents vs. when embedded within a prosodic constituent (for preboundary lengthening see, e.g., Wightman, Shattuck-Hufnagel, Ostendorf, & Price, 1992, for English; Hofhuis, Gussenhoven, & Rietveld, 1995, for Dutch; for postboundary lengthening, see Fougeron & Keating, 1997, for English; Cho & Keating, 2001, for Korean; and Fougeron, 2001, for French; see also Cambier-Langeveld, 1999, 2000, for interactions between preboundary lengthening and accentual lengthening in Dutch and English).
These studies suggest that the phonetic manifestation of prosodic structure can be understood in terms of how segments are phonetically realized in prosodically ‘strong’ locations such as in lexically stressed and accented syllables and at the edges of prosodic constituents. To our knowledge, however, no study to date has explored, in parallel and within a single language, the effects of these multiple prosodic factors on segmental realization in postboundary position. For example, the effects of accent and prosodic boundary on postboundary consonants were examined by Cho (2002, in press) without consideration of the lexical stress factor. All three factors were considered by Edwards, Beckman, and Fletcher (1991), but their study was limited to effects on preboundary syllables. In investigating the accent-induced lengthening effect (also known as accentual lengthening), Turk and her colleagues considered lexical stress and accent, but without considering prosodic boundaries higher than the Prosodic Word boundary (Turk & Sawusch, 1997; Cambier-Langeveld & Turk, 1999; Turk & White, 1999; cf. Sluiter, 1995; de Jong & Zawaydeh, 2002). Cambier-Langeveld’s (1999, 2000) study on the interaction between preboundary lengthening and accentual lengthening in Dutch did not factor in lexical stress. Furthermore, most studies that have investigated domain-initial strengthening (i.e., spatio-temporal expansion of domain-initial segments as compared to domain-medial ones) have been limited to stressed initial consonants (Pierrehumbert & Talkin, 1992; Fougeron & Keating, 1997; Cho, 2002).

We therefore undertook to measure, within a single experiment, the influence of prosodic boundaries, phrasal accent and lexical stress on consonant realization in postboundary position in Dutch. We were thus able to explore not only the effects of each of these three prosodic factors, but also their potential interaction. That is, we could test whether the phonetic patterns arising apparently from one of the prosodic factors are further constrained by the other two factors.

An interaction between the effects of lexical stress and prosodic boundary on consonant production could be informative about the generality of domain-initial strengthening. As noted above, most previous studies have examined initial strengthening in stressed syllables alone. If such strengthening is restricted to stressed syllables, there should be no effect of prosodic constituent size on unstressed initial syllables. If, however, strengthening is a more general phenomenon, there should be no interaction between stress and boundary size, i.e., both stressed and unstressed syllables should show the domain-initial strengthening effect.

Interactions involving the accent factor could be informative about the domain of accentuation in Dutch. Eefting (1991) has argued that accentual lengthening in Dutch (i.e., lengthening of segments in an accented word) applies not only to the stressed syllable of the accented word, but also to unstressed syllables to the left of the stressed syllable. Although Turk and Sawusch (1997) suggested that accentual lengthening in English spreads mainly rightward from a stressed syllable to following unstressed syllables, in contrast to the Dutch case, subsequent studies (Cambier-Langeveld & Turk, 1999; Turk & White, 1999) have shown that there is small but reliable leftward spreading of accentuation in both languages. We tested the domain of accentuation in Dutch further, by examining the accentuation effect in the context of various prosodic boundaries. If accentuation does apply to the whole Prosodic Word or even beyond it, there should be no interactions between the effects of the stress and accent factors, i.e., both stressed and unstressed initial syllables should show the accentual effect. Furthermore, if the accentual effect is independent of prosodic boundary strength, there should be no three-way interaction, i.e., the
accentuation effect should be maintained regardless of stress and of the size of the prosodic boundary.

Our primary goal was hence to develop a clearer understanding of the prosody–phonetics interface. How is the phonetic realization of Dutch consonants conditioned by the three different types of prosodic factors in Dutch utterances? How does the phonetic pattern that arises from one factor differ from those that arise from the other two? From the perspective of the listener rather than the speaker, we also sought to establish how high-level prosodic structure is signaled by systematics that may be found in the phonetic details associated with consonant production.

We also tested the language-specificity of the prosody–phonetics interface. Specifically, we compared how voiceless stops are acoustically realized in prosodically strong locations in Dutch with their realization in English. Voiceless stops in English are generally produced with longer voice onset times (VOTs) in prosodically stronger locations (i.e., in lexically stressed, phrase-accented and domain-initial syllables; see, e.g., Lisker & Abramson, 1967; Pierrehumbert & Talkin, 1992; Cooper, 1991; Choi, 2003; Cole, Choi, Kim, & Hasegawa-Johnson, 2003). Such an increase in VOT has been interpreted as one of the most robust consonantal phonetic cues to prosodic structure. Studies on other languages have shown similar prosodic influences on VOT. Although all such studies have shown some increase in VOT in prosodically stronger locations, clearer VOT patterns have been found in Korean (Cho & Keating, 2001) and Taiwanese (Hayashi, Hsu, & Keating, 1999) than in French (Fougeron, 1999, 2001) and Japanese (Onaka, Palethorpe, Watson, & Harrington, 2002). (See Hacopian, 2003, for prosodic influences on the three-way stop voicing contrast in final position in Armenian.)

Of particular interest is variation in VOT in Korean, which has a three-way contrast among fortis, lenis and aspirated versions of voiceless stops (e.g., Cho, Jun, & Ladefoged, 2002). VOT is one of the most robust phonetic cues for this three-way contrast, with the shortest VOT for the fortis stop and the longest for the aspirated stop (e.g., Cho et al., 2002). Cho and Jun (2000) showed that while lenis and aspirated stops are produced systematically with a progressively longer VOT after a higher prosodic boundary, there is no such prosodic influence on VOT for fortis stops. They interpreted the lack of VOT effect for fortis stops as coming from the phonological system—an increase in VOT for the fortis stop would reduce its phonetic contrast with the other stops.

This interpretation is consistent with findings in English that segments are strongly articulated or ‘hyperarticulated’ in prosodically stronger locations in a way that may maximize phonological contrast (de Jong, 1995; Cho, 2002, 2005). De Jong (1995) showed that tongue position for the English vowel /U/ is more posterior in accented syllables than in nonaccented syllables. Similarly, lip opening for vowels /a, i/ in English is larger at the edges of higher prosodic boundaries than at the edges of lower ones (Cho, 2005). It has also been shown that vowels are coarticulated less with neighboring segments in prosodically stronger locations (Cho, 2004). This suggests that phonological contrast can be enhanced through coarticulatory resistance at stronger prosodic locations. Note, however, that the effect of prosodic strengthening on phonological contrast may also vary depending on its source. Cho (2005) reported in a production study of vowel articulation that the tongue is more fronted for /i/ when the source of strengthening is accentuation (i.e., in accented syllables vs. nonaccented syllables), whereas the tongue is more raised (but not fronted) when prosodic strengthening comes from the boundary (i.e., before a higher prosodic boundary vs. before a lower prosodic boundary). These findings
suggest that the effects of accent and boundary on the enhancement of phonological contrast can be different.

Seen in the light of these effects on phonological contrast, the results of Cho and Jun (2000) thus imply that VOT may not be uniformly subject to an increase in prosodically strong locations, but rather that it can be further modulated by the language-specific contrasts in the phonological system. The strong articulation associated with stressed and accented syllables can result in an enhancement of *paradigmatic contrast*, i.e., an enhancement of distinctive features in ways that maximize lexical contrast, as proposed by de Jong (1995). The longer VOT associated with English voiceless stops in prosodically stronger locations can thus be interpreted as giving rise to an enhancement of paradigmatic contrast between ‘voiceless’ and ‘voiced’ stops (/t/ vs. /d/).

The present study therefore tested whether Dutch voiceless stops are produced in much the same way as in other languages (i.e., with longer VOTs in prosodically stronger locations). Given that Dutch is similar to English in many aspects of prosody (i.e., they are both stress-accent languages; Cambier-Langeveld, 2000), one might predict that prosodic modulation of VOT in Dutch voiceless stops would pattern in the same way as that in English voiceless stops, such that the lengthened VOT may enhance phonological contrast between ‘voiceless’ and ‘voiced’ stops just like in English.

Note, however, that while /d/ and /t/ in English, especially in initial position, are phonetically realized as voiceless unaspirated vs. aspirated, with the voicing contrast being mediated by the amount of aspiration, the voicing contrast in Dutch depends primarily on the presence vs. the absence of prevoicing, with /d/ and /t/ being realized as voiced vs. voiceless unaspirated (van Alphen & Smits, 2004). This cross-linguistic difference leads to the prediction that there will be different prosodic modulations of VOT in Dutch and English. Following Keating (1984a, 1990), while the ‘phonological’ feature $\{\pm \text{voice}\}$ is required to explain the phonological contrast between voiced and voiceless stops within each language (see also Kingston & Diehl, 1994), the ‘phonetic’ feature $\{\pm \text{spread glottis}\}$ is required to explain the difference in implementation in voiceless stops between languages. (Note that, following Keating, 1984a, curly brackets ‘{}’ are used here to refer to phonetic features.) On the one hand, English voiceless stops may be specified as $\{+\text{spread glottis}\}$, which could be phonetically implemented so as to result in relatively long VOTs (aspiration). On the other hand, Dutch voiceless stops may be specified as $\{-\text{spread glottis}\}$, resulting in relatively short VOTs (less aspiration). If prosodic modulation of VOT reflects the enhancement of these language-specific phonetic features (i.e., $\{+\text{spread glottis}\}$ vs. $\{-\text{spread glottis}\}$), a cross-linguistic difference in the VOT pattern could therefore arise. The increased VOT for /t/ at prosodically stronger locations in English could reflect enhancement of $\{+\text{spread glottis}\}$. If prosodic strengthening of voiceless stops in Dutch reflects the enhancement of $\{-\text{spread glottis}\}$, shorter VOTs at stronger positions should be found, even if shortened VOTs would work against the phonological contrast, if one adopted the view that the phonological voicing contrast is maximized by the principle of polarization along the VOT continuum.

Alternatively, however, because voiced stops (e.g., /d/) in Dutch are phonetically implemented typically via vocal fold vibrations during the closure, and because enhancement of the phonetic feature $\{-\text{spread glottis}\}$ for voiceless stops (e.g., /t/) likely counters the phonological contrast, one might predict that the phonological contrast between voiced and voiceless stops in Dutch may be enhanced primarily by an increase in the amount of prevoicing in the voiced stops. Voicing is
facilitated by slack vocal folds (cf. Halle & Stevens, 1971). As a reviewer pointed out, therefore, the phonetic feature \{+ slack vocal folds\} could be enhanced for voiced stops, rather than the feature \{- spread glottis\} for voiceless stops. The prediction would then be that there would be no prosodic effect on VOT which was directly related to the implementation of \{± spread glottis\}, but that the amount of prevoicing would be prosodically modulated in a way that would enhance the voicing contrast in a prosodically strong position.

In summary, the present study explored how the Dutch stops /t d/ and the fricatives /s z/ are acoustically realized in prosodically stronger vs. weaker locations. Three different prosodic factors were manipulated: We compared realizations of the consonants in stressed vs. unstressed syllables, in accented vs. unaccented position, and in domain-initial position in prosodic constituents of five different types (see below). We tested whether, as in other languages, the realization of postboundary Dutch consonants is modulated by these three factors. Critically, however, we were also able to test for possible interactions in the effects of these factors. In the specific case of /t/, we examined whether prosodic strengthening is language specific and, in so doing, we tested accounts of prosodic strengthening based on enhancement of phonological contrast vs. language-specific phonetic content (associated with phonetic features).

In addition, we tried to establish how many different levels of prosodic constituents can be phonetically differentiated in Dutch. Although there has been some disagreement with respect to whether the intonational description of Dutch should be based on distinctive pitch movements (e.g., Collier & ‘t Hart, 1981; ‘t Hart, Collier, & Cohen, 1990) or pitch targets and tonal inventories (e.g., Gussenhoven, 1988; Gussenhoven, Rietveld, & Terken, 1999), what has been agreed on is that Intonational Phrase boundaries can be differentiated from Prosodic Word boundaries via intonational and durational characteristics, especially toward the end of constituents. Unlike English, however, in which relatively clear criteria have been set up to define the Intermediate Phrase (Beckman & Pierrehumbert, 1986; see Beckman & Elam, 1997; Silverman et al., 1992, for a prosodic transcription system in American English, tone and break index [ToBI]), there have been no widely accepted transcriptional criteria which may differentiate between the Intonational Phrase and a potential intermediate-level phrase in Dutch.

The Phonological Phrase (PhP) has been proposed as an intermediate-level phrase by some researchers (e.g., Selkirk, 1986; Nespor & Vogel, 1986; Cambier-Langeveld, Nespor, & van Heuven, 1997; Cambier-Langeveld, 2000), but it is defined in syntactic terms. Although prosodic structure is constrained by syntax, there are many other factors such as length (the number of words or syllables in a constituent) and speech rate that can override syntactic constraints, resulting in restructuring of the syntactically based default prosody (e.g., Nespor & Vogel, 1986; Jun, 1993; Keating & Shattuck-Hufnagel, 2003). In addition, the default prosody can further be revised according to other communicative demands such as speakers’ ‘communicative and expressive intent’ (cf. Keating & Shattuck-Hufnagel, 2003). The syntactically defined string of segments in a given utterance therefore does not completely determine its surface prosodic pattern. Nevertheless, even though there are no established phonetic criteria for intermediate-level phrases like the PhP or the Intermediate Phrase in Dutch, one can still examine whether certain syntactically defined phrases such as PhPs tend to induce consistent phonetic patterns that would allow such phrases to be distinguished from Intonational Phrases and/or Prosodic Words. The present speech materials included a syntactically defined PhP to test this possibility.
2. Methods

2.1. Participants

Eleven native speakers of Dutch (six females and five males) were paid for their participation. They were all undergraduate students at the University of Nijmegen. We ensured that none of them spoke Limburg dialects, because these are known to have different prosodic systems from other varieties of Dutch (cf. Gussenhoven, 2004; Gussenhoven & Driessen, 2004). Our analyses and claims are based on the performance of the group of speakers as a whole; any remaining dialect differences among speakers that may exist were not examined.

2.2. Test sentences and procedure

The test consonants were two anterior coronal stops (/t d/) and two sibilant fricatives (/s z/) in word onset position. These consonants appeared in both stressed and unstressed syllables in a fixed segmental context, as underlined in Tacitus vs. Tamára, Dániel vs. Dánila, Sálomon vs. Salóma and Zára vs. Zadók. For accent placements, two different versions of each sentence were produced: one with accent falling on the target word (e.g., Tacitus, the first name of an individual) and one with accent on the next word (e.g., de Vries, the last name, as in Tacitus de Vries). In order to induce the desired variety of accent-placement patterns, words to be accented were written in bold uppercase in the script, and speakers were introduced to discourse situations in which the target sentences could occur. Note that when initial test consonants occurred in unstressed syllables of accented words (as in Tamára, Dánila, Sáloma, Zadók), the accent fell in theory on the second (stressed) syllables in the words. Therefore, when it is said in the present study that test consonants in unstressed syllables are accented, it means that the whole target-bearing words are accented with the test consonants being in pre-accented syllables. Nevertheless, as discussed in Section 1, the present study explores the extent to which accentuation influences the articulation of the unstressed initial consonant, by examining interactions between the accent and stress factors.

An example set of sentences for /t/ is shown in Table 1. The full set of test sentences is given in Appendix A. The same sentence frames as in Table 1 were used for other consonants. The only

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>An example set of sentences containing /t/</td>
</tr>
</tbody>
</table>
| (a) Utterance | Roel ging naar mijn opa. Tacitus de Vries was gisteren jarig.  
Roel went to my grandpa. It was Tacitus de Vries’ birthday yesterday. |
| (b) Vocative | Zeg eens opa, Tacitus de Vries is net aangekomen.  
Say, grandpa, Tacitus de Vries has just arrived. |
| (c) List | Vandaag gingen mijn opa, Tacitus de Vries en Zara de trap af.  
Today, my grandpa, Tacitus de Vries and Zara went down the stairs. |
| (d) Phonological Phrase | Dan gaat mijn opa Tacitus de Vries helpen inpakken.  
Then my grandpa is going to help Tacitus de Vries to pack. |
| (e) Prosodic Word | Vannorgen ging opa Tacitus de Vries de trap af.  
This morning, grandpa Tacitus de Vries went down the stairs |
The difference was that for female names (e.g., Tamara, Danila, Saloma, Zara), oma (‘grandmother’) was used instead of opa (‘grandfather’).

Five different sentence types were used so that the target consonants occurred at beginnings of prosodic constituents of potentially different size. The first sentence type had an utterance boundary which was punctuated by a period. The second type had a vocative boundary. The third had the target consonant in a list with a boundary between enumerated items. The fourth contained a boundary between an NP and a VP in which the V and NP were inverted (due to the adverb dan ‘then’ starting the sentence). This resulted in an NP (subject–NP (object) sequence (mijn opa—Tacitus de Vries). Such inversion induces a PhP boundary between the two NPs. Crucially the head noun opa in the subject NP (mijn opa ‘my grandfather’) forms the end of its maximal projection (NP), constituting a syntactically defined PhP (e.g., Selkirk, 1986; Nespor & Vogel, 1986; see Marsi, 2001, for further discussion on the domain of the PhP in Dutch). The fifth sentence type had only a Prosodic Word boundary before the critical consonant.

Before data collection, speakers practiced saying the speech materials for 20–30 min. This was done so that the speakers could become familiar with the materials, and thus be able to produce the intended renditions of the sentences fluently. In particular, speakers required practice in placing accents in the positions we intended. Speakers rehearsed all sentence types equally. A reviewer noted that practicing speech materials in advance might have induced ‘hyperarticulation’ of the syntactic distinctions manipulated in the experiment. We agree that speech data acquired in a laboratory setting with prior practice may represent one extreme of a continuum of acoustic effects conditioned by prosody. It remains to be determined whether the same patterns will be found in spontaneous speech. After familiarization, the speakers repeated each sentence three times in a pseudo-randomized order. In total, 2640 sentence tokens were collected (4 consonants × 2 stress levels × 2 accent levels × 5 sentence types × 11 speakers × 3 repetitions).

As mentioned in Section 1, there is no agreed-upon prosodic transcription system in Dutch, especially with respect to defining an intermediate-level phrase. An independent and less controversial scale was therefore used to group the obtained data into possible prosodic constituents of different size. De Pijper and Sanderman (1994) showed that Dutch listeners’ judgments of boundary strength could be grouped according to three acoustic–phonetic cues: “melodic discontinuity”, “pause” and “baseline reset” of pitch. In brief, perceived boundary strength was in general stronger when there was a pause than when there was not, and it was weakest when there is no pause and no melodic discontinuity. Perceived boundary strength was also strongly correlated with preboundary lengthening, which is known to be one of the most robust prosodic features that is correlated with level of prosodic boundary (Wightman et al., 1992; Cambier-Langeveld, 2000). Furthermore, Gussenhoven et al. (1999) developed a transcription system of Intonation in Dutch (called ToDI) in which the Intonational Phrase boundary can be tonally differentiated from the Prosodic Word boundary. Thus, in the present study, following both de Pijper and Sanderman and Gussenhoven et al., the sentences were divided into three prosodic groups according to their prosodic boundary strengths, as determined by the presence or absence of a pause and a boundary tone:

1. Big Phrase (BG): boundary tone and pause (strongest).
3. Prosodic Word (WD): no boundary tone and no pause (weakest).
It is important to emphasize, however, that we do not want to claim that the prosodic structure of Dutch should be categorized in any formal way into these three groups. Instead, this categorization was required for the present analysis: It allowed us to examine consonantal realizations as a function of prosodic strength without needing to make strong assumptions about the theoretical status of intermediate-level phrases in Dutch. By assuming three levels of prosodic boundary, we could test whether the presence or absence of pauses and boundary tones give rise to different acoustic effects on the realization of the postboundary consonants.

The tonal transcriptions were made by three trained transcribers (two native speakers of Dutch and the first author), with the aid of a pitch track display. This was to establish whether sentences with no pause had a boundary tone or not, since this was an important criterion to group sentence tokens into the SM vs. Prosodic Word categories. Out of 1464 sentence tokens that did not contain a pause, the transcribers reached agreement on transcriptions of 1389 tokens (94.9%). For the remaining 75 tokens, tonal transcriptions agreed by two transcribers were chosen.

Distributions of test sentences per boundary type and per sentence type are summarized in Appendix B. As shown in Appendix B.A, the BG category was composed mainly of three sentence types: the Utterance, the Vocative, and the List sentences (44.3%, 38.4% and 13.9%, respectively), while the PhP sentences added 3%. The SM category was also composed mainly of three sentence types: the List, the PhP, and the Vocative sentences (39.6%, 51.3% and 8.3%, respectively). Finally, 96.7% of the WD category were Phonological Word sentences, and the rest were PhP sentences. The distributions of boundary types were also considered per sentence type (see Appendix B.B). Nearly 99% of the Utterance sentences fell in the BG category, and 99% of the Prosodic Word sentences fell in the WD category. The other sentence types were distributed over more than one category. Of particular interest is the distribution of PhP sentences: Although they were distributed over all three categories, the majority of them (89.2%) fell on SM, showing a tendency toward a syntactically biased intermediate prosodic grouping.

Defining the BG category in terms of the presence of pauses is problematic with sentences with stops, because a pause is not differentiated from a stop closure in the acoustic signal. In this study, the pause before stops was defined, separately for each speaker, as any period of silence exceeding double the mean closure duration of that stop when produced by that speaker in the WD sentences (see Table 1e). Although data with respect to the pause element with stop consonants in BG must therefore be interpreted with caution, defining the pause this way is more consistent and less controversial than applying a fixed threshold (e.g., 100 ms) to every speaker’s data (as in, e.g., de Pijper & Sanderman, 1994). Furthermore, as shown in Appendix B.A, the distribution of sentence types with stops within the BG category is remarkably similar to those with fricatives. For fricatives, of course, pauses were detectable in the acoustic signal. The consistency of the pattern across the stop and fricative materials suggests that the definition used to define pauses in the stop stimuli was a valid one (and for further validation, see Section 3.1).

Fig. 1 gives partial prosodic transcriptions of an example set of sentences for stressed /d/ as produced in an unaccented word Dáníel by speaker MN. The tonal transcriptions are based on ToDI (Gussenhoven et al., 1999). In this particular example set, the Utterance and Vocative sentences both have a pause and a boundary tone (Figs. 1a and b); they were thus grouped together in the BG category. Both the List and PhP sentences have a boundary tone with no pause; they were grouped together in the SM category (Figs. 1c and d). The last sentence (Fig. 1e) has no pause and no boundary tone, so was placed in the Prosodic Word category. It is important
to note, however, that although in this specific example, Vocative happens to be aligned with BG, and List and PhPs with SM, this was not always the case, as just discussed (see Appendix B).

2.3. Acoustic measurements

2.3.1. All consonants

- **Duration of preboundary (final) syllable**: Duration of the preboundary CV syllable (e.g., /pa#/ in *opa#Daniel*) was measured to examine preboundary lengthening phenomena. This measure was taken from the offset of the second formant (*F2*) in the preceding vowel (e.g., /o/ in *opa*) to the offset of *F2* in the preboundary vowel /a/.

- **Duration of postboundary vowel in #CV**: Duration of the vowel in the postboundary syllable (e.g., /a/ in *Daniel*) was measured (from the onset to the offset of its F2) to test the extent to which the duration of the vowel after the test consonant is influenced by prosodic structure.

2.3.2. Stops

- **Closure duration of /t d/**: Acoustic closure duration for the stop consonants /t d/ was taken from the spectrograms and the waveforms combined, for tokens that belonged to the SM and
the Word conditions (BG tokens were excluded because they contained a pause). This measure was taken from the onset of F2 in the preceding vowel to the beginning of the stop burst.

- **VOT of /t/:** VOTs for /t/ were measured from the point of the stop release to the voice onset of F2 in the following vowel, as shown in spectrograms.

- **Voicing during stop closure of /d/:** The amount of voicing for /d/ was measured by taking the voiced interval during stop closure of /d/ between the onset of the voicing and the point of the release just before the following vowel. When there was no clear release, the onset of F2 in the vowel was taken as the offset of the stop voicing. (Note that after /d/, F1 and F2 of the following vowel were almost always in synchrony.) The presence of voicing during the closure was checked by inspecting both the voicing bar (glottal pulsing) at the bottom of the spectrogram and the periodicity in the waveform. In cases of doubt (i.e., where the glottal pulsing was detectable only marginally in one display, but not in the other display), the portion was not included.

- **RMS burst energy:** The acoustic energy at the burst was measured from an FFT spectrum giving the RMS value over a frequency range from 1000 to 10,000 Hz. (The frequency range below 1000 Hz was excluded in order to avoid the influence of potential voicing around the release, especially for /d/.) A 256-point (12.8 ms) hamming window was centered over the release of the stops /t d/, covering the first 6.4 ms of the burst and thus preventing the window from including any following vocalic energy.

- **Spectral center of gravity (COG) of stop burst:** The spectral COG, also known as the *first spectral moment*, is the centroid frequency of a defined part of the spectrum, each frequency being weighted according to its amplitude. COG was taken from the same FFT spectra as was used for RMS burst energy measurement. Frequencies (over all samples between 1000 and 10,000 Hz) were multiplied by the corresponding spectral energies. The sum of these products over the entire frequency range was then divided by the sum of the spectral energies, yielding the centroid frequency.

### 2.3.3. Fricatives

- **Frication duration of /s z/:** Acoustic frication duration for the fricatives /s z/ was taken from the onset of aperiodic acoustic noises to the onset of F2 in the following vowel. The fricative noises were indicated by high frequency noises displayed in the spectrogram, which were cross-checked by the presence of aperiodic noises in the waveform.

- **Voicing during /z/:** The amount of voicing for /z/ was measured by taking the voiced interval during frication for /z/, as indicated by both the voicing bar in the spectrogram and the waveform. The fricative voicing in the waveform was typically characterized by the baseline oscillation pattern reflecting vocal fold vibrations, upon which complex higher frequency noise components were superimposed. Thus, when there was doubt about the presence or the beginning and end of the voicing bar in the spectrogram, the presence of the baseline oscillation pattern with complex noise components was used as the more decisive measurement criterion. Finally, when the voiced frication continued into the following vowel as often seen on the spectrogram, the onset of F2 was taken as the offset of voicing associated with the fricative.
**RMS frication energy:** The acoustic energy was measured from an FFT spectrum giving the RMS value over a frequency range of 1000–10,000 Hz. A 1024-point (51.2 ms) hamming window was centered over at the midpoint of the frication.

**Spectral COG for /s z/:** COG for /s z/ was obtained in the same way as for the stop burst, except that a larger window was used (that used in the computation of RMS frication energy).

The durational measurements were obtained using Praat, while all the spectral analyses were done with Kay Elemetrics’s Multispeech.

### 2.3.4. Relationship to articulation

There are several points to note about the relationship between these acoustic measures and the strength and nature of articulation. First, consonant duration measures are generally correlated with degree of consonantal strength as a function of prosodic structure—the longer the consonant duration, the stronger the articulation (e.g., Fougeron & Keating, 1997; Cho & Keating, 2001). Second, measures such as VOT for /t/ and voicing duration for /d, z/, being related to laryngeal articulation, reflect degree of voicing—the longer the VOT, the larger the glottis opening; the more the voicing during the consonant, the more active the articulatory gesture is (e.g., there may be more active expansion of the vocal tract for aerodynamic reasons; Westbury, 1983; Keating, 1984b). Third, RMS burst energy for /t d/ may reflect articulatory/aerodynamic properties associated with the stop release gesture. It may indicate degree of oral pressure behind the oral constriction. All else being equal, higher oral pressure buildup during the stop closure may result in higher RMS burst energy. It may also indicate degree of linguopalatal contact for lingual consonants—greater contact would give a longer release duration, and thus less peak burst energy (Stevens, Keyser, & Kawasaki, 1986). Furthermore, it may at least in part be correlated with the speed of the release—the faster the release tongue movement, the higher the RMS burst energy (see Cho & Keating, 2001, for some discussion). Fourth, one of the possible inferences that can be made from the spectral COG at the stop release and during the fricative is about a potential shift of place of articulation. For example, for the alveolar fricatives /s z/, a high centroid is expected as the source is filtered by the front cavity resonance, resulting in a spectrum peak in the vicinity of F4 or F5 (Stevens, 1999). We were particularly interested in determining whether there was systematic variation in COG as a function of prosodic structure. This could indicate a difference in the size of the front cavity—the higher the frequency, the smaller the front cavity (Forrest, Weismer, Milenkovic, & Dougall, 1988; Zsiga, 1993; Harrington & Cassidy, 1999).

### 2.4. Data analysis

The data were averaged over repetitions so that each subject contributed only one experimental score per condition. This reduction in data guaranteed that the error effects in the analyses of variance (ANOVAs) were independent (Kirk, 1995; Max & Onghena, 1999). Failure to make this kind of data reduction can artificially inflate error terms and degrees of freedom, and thus can increase the likelihood of making a Type I or Type II error (i.e., of drawing the incorrect conclusion that a nonexistent effect is real). Evaluation of the systematic influence of various prosodic factors was made based on repeated measures General Linear Model ANOVAs. The within-subject factors considered were Stress (stressed vs. unstressed), Accent (accented vs. unaccented) and Prosodic...
Boundary (BG, SM and WD). In order to avoid violating the sphericity assumption (i.e., the assumption that the variance of the difference scores for all pairs of treatment levels are homogeneous; Huynh & Feldt, 1970; Max & Onghena, 1999), Huynh–Feldt corrected degrees of freedom were used in generating $F$ ratio and $p$-values. As a result, degrees of freedom are often reduced to fractional values, as reported in the present study (e.g., $F[2, 10] \rightarrow F[1.6, 9.6]$). In order to further analyze within-factor effects, pairwise ANOVAs were also performed. In these analyses, the Bonferroni/Dunn correction was applied (this corrects for potential heterogeneous variances and correlations between repeated observations when there were more than two levels to be compared within a factor; Hays, 1994). Finally, when necessary, effect size was estimated by conducting $\eta^2$(eta$^2$) analyses. $\eta^2$-values provide a measure of how much the observed variability can be ascribed to a given factor and, therefore, how large the observed effect might be (Sheskin, 2000, pp. 553–556). In all ANOVAs, $p$-values less than 0.05 were considered significant.

3. Results

3.1. Preboundary lengthening

As preboundary lengthening has widely been considered as one of the primary phonetic correlates of prosodic structure (e.g., Wightman et al., 1992), we first examined whether our three-way prosodic grouping (based on pause and boundary tones; see Section 2.2) could be corroborated by differences among the three prosodic groups (BG, SM and WD) in the duration of the preboundary syllables. There was a significant Boundary effect on preboundary syllable (CV#) duration ($F[1.4, 14.5] = 90.42$, $p<0.0001$). Pairwise comparisons revealed that there was a three-way distinction with the pattern BG > SM > WD, as shown in Fig. 2a. There was no Consonant × Boundary interaction ($F[2.8, 28.9] = 2.01$, $p = 0.136$), suggesting that the preboundary lengthening effect was consistent across consonants. Fig. 2b illustrates that the effect was indeed similar across consonants. These results validate the categorization of the data into

![Fig. 2. Preboundary lengthening as reflected in CV# duration. ‘BG’ = Big Phrase; ‘SM’ = Small Phrase; WD = Word. Error bars refer to standard errors.](image-url)
three prosodic groups, and further diminish concerns about defining pauses before stops, as both stops and fricatives showed a consistent preboundary lengthening effect.

3.2. /t/

3.2.1. Closure duration of /t/

There were main effects of all three factors (Stress, Accent and Boundary) on /t/ closure duration, as shown in the left side of each panel in Fig. 3. Closures were significantly longer in prosodically stronger positions, i.e., longer in stressed and accented syllables than in unstressed and unaccented syllables, and longer at a stronger boundary (SM) than at a weaker boundary (WD). (Recall that for the Boundary factor, only the two levels SM and WD were analyzed because the pause and the stop closure could not be differentiated for BG.) There were no between-factor interactions.

3.2.2. Voice onset time for /t/

There were again main effects of all three prosodic factors. VOTs were shorter for /t/’s in stressed and accented syllables and at stronger boundaries than for /t/’s in unstressed and unaccented syllables and at weaker boundaries, as shown in the middle of each panel in Fig. 3. Furthermore, as shown in the Stress × Accent interaction in Fig. 4a, VOT was shortest when the syllable was both accented and stressed and it was longest when the syllable was both unaccented and unstressed. That is, there was a cumulative effect of Stress and Accent on VOT. There was also a significant Stress × Boundary interaction (Fig. 4b). The effect of Boundary on VOT was

![Fig. 3. /t/ closure duration, VOT and /a/ duration in /#ta/. Error bars refer to standard errors. **p < 0.001. Note that /t/ closure duration for BG was not included in ANOVAs due to the impossibility of separating the pause from the stop closure duration.](image-url)
more robust when /t/ was unstressed ($\eta^2 = 0.124$) than stressed ($\eta^2 = 0.026$). Post hoc tests showed that when /t/ was unstressed, VOT was significantly shorter at BG boundaries than at both SM and WD boundaries, but when /t/ was stressed, VOT at BG boundaries was significantly shorter only than that at SM boundaries. These results suggest that prosodic modulation of VOT in Dutch is different from that in English: Dutch speakers tend to produce shorter VOTs in prosodically stronger positions, while English speakers tend to produce longer VOTs in stronger positions. We will return to this issue in the Discussion.

3.2.3. Vowel duration in /ta/

There were effects of Stress and Accent on vowel duration: /a/ in /ta/ was longer when it was either stressed or accented, as shown in the rightmost columns in Figs. 3a and b. There was also a Stress × Accent interaction ($F[1, 10] = 6.75, p < 0.05$) which can be attributable to a more robust Accent effect when the syllable was stressed ($p < 0.001, \eta^2 = 0.295$) than when it was unstressed ($p < 0.01, \eta^2 = 0.103$). Although there was no effect of Boundary size on vowel duration (Fig. 3c, rightmost columns), there was a Stress × Boundary interaction ($F[1.8, 17.7] = 7.67, p < 0.005$). This interaction was due to the fact that there was a significant boundary effect on vowel duration (BG > WD; $p < 0.01$) only when the syllable was unstressed. Thus, although the effects of boundary size were weaker than those for this factor on closure and VOT duration, boundary size does appear to influence vowel duration.

3.2.4. RMS burst energy for /t/  

There was neither a main effect of any of the three prosodic factors nor a significant interaction among them on RMS burst energy (see Table 2).

3.2.5. Spectral center of gravity for /t/  

As also shown in Table 2, no significant effects of Stress and Accent were observed, but there was a significant Boundary effect. COG was significantly lower at BG boundaries than at WD
boundaries, but there was no difference in COG between SM boundaries and either one of the other two.

3.3. /d/

3.3.1. Closure duration for /d/

As was the case for /t/, there were effects of all three prosodic factors on /d/ closure duration. Closures were longer when /d/ was stressed (vs. unstressed), accented (vs. unaccented) and at a stronger prosodic boundary (SM > WD) (see the left side of each panel in Fig. 5). Unlike the case for /t/, however, there was also a Stress × Accent interaction. When stressed, accented /d/ was longer than unaccented /d/ (p < 0.005, η² = 0.21). When unstressed, accented /d/ was again longer than unaccented /d/, but not significantly so (p = 0.267, η² = 0.02). Closure durations for /d/ therefore show similar, but not identical prosodic strengthening patterns to those for /t/.

3.3.2. Voicing duration for /d/

There were main effects of all three prosodic factors on voicing duration, but they differed in terms of directionality to some extent. Voicing duration was longer when /d/ was stressed (vs. unstressed) and when /d/ was accented (vs. unaccented), as shown in the middle of each panel in Fig. 5. But the Boundary effect had the pattern BG < {SM > WD} (i.e., voicing duration was shorter at BG boundaries than at either of the smaller boundaries, while it was longer at SM than
at WD boundaries). Thus, as can be seen in Fig. 5, if the BG category were excluded, voicing duration would be longer in stronger prosodic positions. There was again a Stress × Accent interaction: There was a larger effect of Accent when /d/ was stressed (p < 0.001; \( \eta^2 = 0.15 \)) than when it was unstressed (p = 0.148, \( \eta^2 = 0.032 \)).

3.3.3. Vowel duration in /da/

The /a/ in /da/ was significantly longer when the syllable was stressed (vs. unstressed) and accented (vs. unaccented), as shown at the right side of Figs. 5a and b. There was also a Stress × Accent interaction which was again due to a more robust accent-induced difference when the syllable was stressed (p < 0.0001, \( \eta^2 = 0.423 \)) than when it was unstressed (p = 0.059, \( \eta^2 = 0.055 \)). Vowel duration was not influenced by Boundary size, however: There was neither a main effect of Boundary nor an interaction between Boundary and other factors. Thus, as with /t/ , there were clear effects of lexical stress and pitch accent, but not prosodic boundary on vowel duration.

3.3.4. RMS burst energy for /d/

There were no main effects of Stress and Accent on burst energy (see Table 2). These results replicate those for /t/. A significant Stress × Accent interaction was found, however. When the syllable was stressed, the mean burst energy was greater for accented than for unaccented /d/ (15.89 vs. 15.35 dB), but the opposite was true (14.82 vs. 15.91 dB) when the syllable was unstressed. But neither of these pairwise comparisons reached significance at p < 0.05. In contrast
to the results for /t/, there was a main effect of Boundary: Burst energy was greater for the stronger prosodic boundary SM than for the weaker WD boundary.

3.3.5. Spectral center of gravity for /d/

As for the burst energy measure for /d/, while there were no main effects of Stress and Accent, there was a main effect of Boundary on COG (see Table 2). There was a higher centroid frequency at the release for a stronger prosodic boundary (SM > WD).

3.4. /s/

3.4.1. Fricative duration of /s/

In confirmation of the prosodic strengthening effects found for stop closure durations, there were main effects of Stress and Accent on /s/ duration. As shown in Figs. 6a and b, /s/ duration was significantly longer when stressed vs. unstressed and when accented vs. unaccented. As can be seen in Fig. 6c, there was also a significant Boundary effect on /s/ duration, but the largest boundary, BG, was not associated with the longest duration. Instead, the SM boundary was associated with the longest duration, giving rise to the two-way distinction SM > {BG = WD}, which was significant at $p < 0.025$. There were no significant interactions among factors involving /s/ duration.

3.4.2. Vowel duration in /sa/

As for /s/ duration, vowel duration in /sa/ showed both Stress and Accent effects, such that vowel duration was longer for stressed than for unstressed syllables and for accented than for unaccented syllables (see Figs. 6a and b). There was, however, a significant Stress × Accent interaction ($F[1, 10] = 9.35, p < 0.025$), which was due to a larger Accent effect when the syllable was stressed (124.5 vs. 94.4 ms, $p < 0.0001$, $\eta^2 = 0.327$) than when it was unstressed (57.9 vs. 49.2 ms, $p = 0.002$, $\eta^2 = 0.141$). There was neither a main effect of Boundary nor a significant interaction involving this factor. Vowel duration after /s/ is therefore not sensitive to boundary size.

![Fig. 6. /s/ and /a/ duration in /#sa/. Error bars refer to standard errors. ** $p < 0.001$.](image-url)
3.4.3. RMS energy for /s/
There were no effects of either Stress or Accent on frication energy (see Table 3). There was, however, an effect of Boundary, with the pattern BG < SM < WD (at \(p < 0.005\)). There was thus progressively weaker RMS energy as prosodic boundaries became stronger.

3.4.4. Spectral center of gravity for /s/
There were no effects of Stress, Accent or Boundary on COG (see Table 3).

3.5. /z/

3.5.1. Frication duration of /z/
Both Stress and Accent had significant influence on /z/ frication duration. /z/ was longer when stressed than when unstressed and longer when accented than when unaccented, as shown in Figs. 7a and b. Unlike /s/ duration, however, there was a significant Stress \(\times\) Accent interaction (\(F[1, 10] = 25.96, p < 0.0001\)). This was because there was a significant accent-induced difference (ACC > UNACC) when the syllable was stressed (\(p < 0.005, \eta = 0.116\)), but not when the syllable was unstressed (\(p = 0.943, \eta^2 = 0.001\)). As for Boundary, /z/ was significantly longer at larger boundaries (BG and SM) than the smaller one (WD), as shown in Fig. 7c. There is a significant three-way (Stress \(\times\) Accent \(\times\) Boundary) interaction (\(F[2, 20] = 6.589, p < 0.006\)). The interaction was mainly due to the fact that for stressed and accented condition, there was a two-way

<table>
<thead>
<tr>
<th></th>
<th>Stress</th>
<th>Accent</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>/s/</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMS frication</td>
<td>14.39 vs. 13.98</td>
<td>14.01 vs. 14.36</td>
<td>12.58 vs. 14.15 vs. 15.82</td>
</tr>
<tr>
<td>energy (dB)</td>
<td>STR = UNSTR</td>
<td>ACC = UNACC</td>
<td>BG &lt; SM &lt; WD</td>
</tr>
<tr>
<td></td>
<td>(F[1, 10] = 0.712) (n.s.)</td>
<td>(F[1, 10] = 0.674) (n.s.)</td>
<td>(F[2, 20] = 30.49)**</td>
</tr>
<tr>
<td>COG (Hz)</td>
<td>4991 vs. 4979</td>
<td>4998 vs. 4973</td>
<td>4998 vs. 5035 vs. 4934</td>
</tr>
<tr>
<td></td>
<td>STR = UNSTR</td>
<td>ACC = UNACC</td>
<td>BG = SM = WD</td>
</tr>
<tr>
<td></td>
<td>(F[1, 10] = 0.028) (n.s.)</td>
<td>(F[1, 10] = 0.264) (n.s.)</td>
<td>(F[1.5, 15.4] = 0.840) (n.s.)</td>
</tr>
</tbody>
</table>

| **/z/**         |        |        |                               |
| RMS frication   | 15.11 vs. 14.48 | 14.76 vs. 14.83 | 13.91 vs. 14.88 vs. 15.59 |
| energy (dB)     | STR = UNSTR | ACC = UNACC | BG < WD |
|                 | \(F[1, 10] = 1.425\) \(n.s.\) | \(F[1, 10] = 0.028\) \(n.s.\) | \(F[1.5, 15.2] = 5.99\)** |
| COG (Hz)        | 5003 vs. 4914 | 4965 vs. 4951 | 5026 vs. 4992 vs. 4858 |
|                 | STR = UNSTR | ACC = UNACC | BG = SM = WD |
|                 | \(F[1, 10] = 0.882\) \(n.s.\) | \(F[1, 10] = 0.041\) \(n.s.\) | \(F[1.4, 14.1] = 2.579\) \(n.s.\) |

\(*p < 0.05\) and \(**p < 0.01\).
distinction \(BG = SM\) > WD whereas for all other conditions, there was a three-way distinction, \(SM > BG > WD\). The longer duration for SM than for BG was similar to the case for /s/.

### 3.5.2. Voicing duration for /z/

As shown in the middle columns in Figs. 7a and b, there was a significant Stress effect but no Accent effect on voicing duration for /z/—voicing was significantly shorter for stressed than for unstressed /z/, while no significant difference was found between accented and unaccented /z/’s. There was no Stress \(\times\) Accent interaction. There was also a main effect of Boundary on voicing duration. As shown in the middle columns of Fig. 7c, voicing duration was progressively smaller for larger prosodic boundaries, making a three-way distinction (BG < SM < WD), which was significant at \(p < 0.01\).

### 3.5.3. Vowel duration in /za/

Vowel duration was significantly longer when the syllable was stressed than when it was unstressed and significantly longer when it was accented than when it was unaccented, as shown in Figs. 7a and b (rightmost columns). There was again a significant Stress \(\times\) Accent interaction, which was due to a larger Accent effect when the syllable was stressed \((p < 0.0001, \eta^2 = 0.364)\) than when it was unstressed \((p < 0.05, \eta^2 = 0.071)\). There was a main effect of Boundary on (postboundary) vowel duration, but none of the pairwise comparisons between prosodic levels reached significance at \(p < 0.05\). There was therefore only a tendency toward shorter vowel durations in postboundary /za/ at larger boundaries (see Fig. 7c).

### 3.5.4. RMS energy for /z/

As was the case for /s/, there was no main effect of either Stress or Accent on fricative energy for /z/ (see Table 3). There was, however, a Stress \(\times\) Accent interaction. This was due to trends in different directions within each level of the Stress factor. RMS energy for accented /z/ was not significantly different from that for unaccented /z/ (15.64 vs. 14.58 dB; \(p = 0.314\)) when the
syllable was stressed, but the opposite was true (13.87 vs. 15.08 dB, \( p = 0.241 \)) when the syllable was unstressed. For Boundary, there was a main effect, showing smaller mean RMS energy at stronger prosodic boundary (BG<WD), as shown in Table 3. There were no significant interactions involving the Boundary factor.

3.5.5. Spectral center of gravity for \( /z/ \)

There was neither a main effect of any prosodic factor nor an interaction between factors on COG (see Table 3).

3.6. The Phonological Phrase boundary within the Small Phrase

We also examined whether there was an effect of the syntactically defined PhP induced by a verb–object NP inversion within the SM category (SM; see Table 1d for an example of an utterance with a PhP boundary). Recall that SM was made up of three sentence types (PhP, List and Vocative) in different proportions (see Appendix B). Nearly 90% of PhP sentences were grouped in SM, constituting more than half (51.3%) of the SM category, but a smaller portion of the other sentence types were grouped in SM (68.8% of the List sentences and 14.4% of the Vocative sentences, constituting 39.6% and 8.3% of the SM category, respectively). We thus tested whether the boundaries in PhP sentences could be differentiated from the boundaries in the other test sentences within the SM category. The tokens in the SM category were recoded into SM' and PhP. SM' consisted of tokens that were not PhPs. A series of \( t \)-tests were then conducted on each acoustic measure. The results showed that, among the various acoustic parameters examined, two acoustic parameters showed a difference between SM’ and PhP. Preboundary lengthening (CV# duration) showed the most consistent difference across all test consonants—it was significantly longer (on the average 25.5 ms) for SM’ than for PhP (/t/, \( t(81) = 2.99, p < 0.005 \); /d/, \( t(79) = 2.98, p < 0.005 \); /s/, \( t(80) = 2.56, p < 0.01 \); /z/, \( t(82) = 3.22, p < 0.0025 \)). Second, stop closure duration for /t/ was significantly longer (on the average 15.18 ms) for SM’ than for PhP (\( t(81) = 2.572, p < 0.025 \)). All other acoustic measures showed no significant differences between SM’ and PhP. These findings thus suggest that speakers produce tokens of the PhP differently from other tokens in the category of SM.

4. Summary and discussion

The main purpose of the present study was to investigate the effects of the three prosodic factors lexical stress, accent and prosodic boundary on the production of the consonants /t d s z/ in Dutch. The results can be summarized as follows:

a. All test consonants were produced with longer duration (stop closure or frication) both in stressed and accented syllables. The boundary effect on consonant duration was also observed for both stops and fricatives, showing at least a two-way distinction when considering only SM and WD (BG items were excluded from the stop closure analysis because of the pause). That is, stop closure and frication duration were longer at stronger prosodic boundaries (SM > WD). For /s/, however, there was no significant difference between BG and either SM or WD, but for
/z/, a three-way distinction (SM > BG > WD) was found for all conditions other than the stressed and accented condition. The shorter duration of /z/ for BG than for SM and the lack of difference between BG and smaller boundaries for /s/ appear to run counter to the general initial strengthening pattern. Shortened frication duration after a pause, however, may be due to the extra time required to set the appropriate aerodynamic and articulatory conditions needed for producing frication after a pause. This effect may be even stronger when voicing (i.e., for /z/) is involved (Lisker & Abramson, 1964; Fougeron, 2001).

b. For voicing-related measures, /t/ showed shorter VOTs and /d/ showed longer voicing duration during closure in prosodically stronger locations (stressed vs. unstressed syllables, accented vs. unaccented syllables, at higher vs. lower prosodic boundaries). One exception to this general pattern was that for /d/, although voicing duration was longer for SM than for WD, it was significantly shorter for BG than for both SM and WD. Again, the initiation of voicing after a pause might require more time for aerodynamic reasons, which is why shortened voicing durations are often observed (see Fougeron, 2001).

c. Voicing duration during /z/ showed significant effects of lexical stress and prosodic boundary, but not of accent. It was shorter in stressed than unstressed syllables and shorter at higher prosodic boundaries, showing a significant three-way distinction (BG < SM < WD).

d. Vowel duration in #CV was significantly affected by lexical stress and pitch accent, showing a robust lengthening effect in stronger prosodic positions. However, it was not sensitive to prosodic boundary strength, except for one case in which /a/ in unstressed /ta/ was longer after a BG than a WD boundary.

e. RMS burst energy for /t d/ did not reliably mark either stressed or accented syllables for both /t d/, nor the boundary strength for /t/. The only significant effect found was for /d/, which showed significantly higher RMS burst energy for SM than for WD.

f. RMS spectral energy for /s z/ showed no effect of stress and accent. However, there was a significant boundary effect showing lower RMS spectral energy for both /s/ and /z/ at higher prosodic boundaries.

g. Spectral COG at the stop release was not a reliable phonetic correlate of stress and accent. On the other hand, it was significantly influenced by the boundary factor, but in an inconsistent fashion between /t/ and /d/. For /t/, it was significantly lower at a higher prosodic boundary (BG) than at a lower one (WD), whereas for /d/, it was higher at a higher prosodic boundary (SM) than at a lower one (WD).

4.1. Prosodic strengthening and phonetic correlates

These results show that consonants are produced differently in different prosodic locations, which suggests that prosodic structure is signaled by systematicities that may be found in fine-grained phonetic details. In particular, the duration of consonants is generally longer in stressed and accented syllables and at the beginning of larger prosodic constituents. This prosodically conditioned lengthening effect will be referred to as ‘prosodic lengthening’. These findings are compatible with previous studies on prosodically conditioned lengthening/strengthening effects in other languages (Lehiste, 1970; Cambier-Langeveld & Turk, 1999; Cho & Keating, 2001; Fougeron, 2001; Cho, 2002, in press; Tabain, 2003a, b; Keating et al., 2003, among others). Note that although Fougeron (2001) found inconsistent patterns of prosodic lengthening in
French fricatives, Kim (2001, in press) has found more consistent patterns in Korean fricatives. Given that the longer closure duration of lingual (coronal) consonants in prosodically stronger locations is generally associated with more extreme articulation, as reflected in more linguopalatal contact especially for stops (Cho & Keating, 2001; Fougeron, 2001), the observed prosodic lengthening may well be related to prosodically conditioned articulatory strengthening.

The pattern of prosodic lengthening, however, was inconsistent in the measurements of vowel duration in #CV. While prosodic lengthening was still observed in the vowels of stressed and accented syllables, the boundary-induced prosodic lengthening effect disappeared. This suggests that the domain of prosodic lengthening differs depending on the type of prosodic location: the postboundary prosodic lengthening effect is largely restricted to the first segment (this time, the onset consonant) of the postboundary syllable, as opposed to stress- and accent-induced prosodic lengthening, which is in general observed in both the consonant and the vowel. Byrd and Saltzman explain the locality of the boundary-induced effect in the framework of a mass-spring gestural model (Byrd, 2000; Byrd & Saltzman, 2003). They hypothesize that articulation at the edges of prosodic constituents is governed by an abstract noncontract variable prosodic boundary gesture (’\(\pi\)-gesture’), whose domain of influence is local to the edges of prosodic domains—i.e., “only the constriction gestures within the \(\pi\)-gesture’s temporal field of activation are directly affected, not gestures remote from the phrasal boundary” (Byrd, 2000, p. 14). A computational simulation with a clock-slowing implementation (Byrd & Saltzman, 2003) showed that, for the sequence \(C_1V_1\#C_2V_2\), the articulations that are closest to the prosodic boundary are the most influenced by the \(\pi\)-gesture, and thus show the strongest lengthening effect. In contrast, stress- and accent-induced lengthening effects are not local to initial consonants because they may be determined by specific dynamical parameters such as gestural stiffness and magnitude activated over both consonantal and vocalic articulations (see Edwards et al., 1991; Harrington, Fletcher, & Roberts, 1995, for dynamic accounts of accent-induced lengthening).

In addition to the robust prosodic lengthening effects, other acoustic measures, such as VOT for /t/ and voicing duration for /d/ and /z/, also showed consistent prosodic effects (see Section 4.4 for further discussion on the voicing contrast). Yet other measures, however, produced rather inconsistent prosodic effects. RMS burst energy for stops is expected to vary if degree of oral pressure behind the oral constriction and/or the degree of the speed of the release changes as a function of prosodic factors (Cho & Keating, 2001). The present results, however, have shown that RMS stop burst energy is not a reliable phonetic parameter that varies as a function of prosodic position. This is further confirmed by poor correlations between consonant duration (the most reliable phonetic correlate) and RMS burst energy (\(\langle t \rangle, r = 0.083; \langle d \rangle, r = 0.088\)). At first glance, these results are somewhat different from those of Cho and Keating (2001), where it was shown that RMS burst energy for Korean, especially in voiceless ‘aspirated’ stops, was a reliable phonetic cue to prosodic boundary strength (though note that this effect was not as strong as that on consonant duration). Such a cross-linguistic difference in stop burst energy appears to be related to the characteristics of aspirated and unaspirated stops. Cho and Keating showed that Korean lenis stops (less aspirated stops), like the Dutch voiceless stops examined here, showed no consistent burst energy variation as a function of boundary strength.

There was also no consistent prosodic effect on COG at the stop release. While COG at the stop release was not significantly influenced by the stress and accent factors, the boundary effect showed opposite patterns for /t/ and /d/. For /t/, it was significantly lower at a higher prosodic
boundary (BG) than at a lower one (WD), whereas for /d/, it was higher at a higher prosodic boundary (SM) than at a lower one (WD). One assumption was that (prosodically conditioned) variation in the linguopalatal contact area for stops could result in a change in the size of the front cavity, and, therefore, in the front cavity resonance. This could have been reflected in the COG measure (Forrest et al., 1988; Zsiga, 1993; Harrington & Cassidy, 1999). However, the fact that the COG effect for /t/ went in the opposite direction to that for /d/ makes it hard to interpret these data.

It might be possible to reconcile the apparently contradictory results for /t/ and /d/, however, if we consider a potential difference in place of articulation between /t/ and /d/. Van Alphen and Smits (2004) have shown that, for word-initial stops in Dutch spoken in isolation, /d/ is generally produced with a lower COG than /t/. The same pattern was also observed here (see Table 2). Van Alphen and Smits suggest that the place of articulation for /d/ may be somewhat more posterior than that for /t/. The different effects of prosodic structure on COG between /t/ and /d/ found in the present study might reflect this hypothetical difference in place of articulation. At a stronger boundary (as for words in isolation), /t/ was produced with a lower COG than at a weaker boundary, and /d/ was produced with a higher COG at a stronger boundary (again, as in isolation). Thus, one might speculate that the observed COG differences in the present study mark boundary strength, such that the place of articulation difference between /t/ and /d/ is emphasized. Further articulatory studies will certainly be necessary to test this speculation. Nevertheless, whatever the source of the effect might be, COG appears to mark boundary strength to some extent, though differently for /t/ than for /d/.

With respect to fricatives, RMS spectral energy and COG also turned out to be generally insensitive to stress and accent factors. Again, there were no strong correlations either between consonant duration and RMS spectral energy (/s/, $r = 0.012$; /z/, $r = 0.127$), or between duration and COG (/s/, $r = 0.17$; /z/, $r = 0.23$). There was a significant boundary effect on RMS spectral energy, however, for both /s/ and /z/. RMS energy was lower at a higher prosodic boundary. One might expect higher RMS energy at a higher prosodic boundary, making the sound louder. But in order to understand the mechanisms for variation in frication energy, we need to understand exactly how the two sources of the noise, oral constriction degree and glottal constriction degree, interact. Furthermore, the relative level of amplitude for frication noise is not linearly correlated with the constriction degree (Stevens, 1999, p. 109)—the energy level increases initially as the constriction degree increases but it decreases after the constriction degree reaches a certain threshold. It may thus be the case that the lower RMS energy at higher boundaries may after all reflect articulatory strengthening: A greater oral constriction could result in a weaker frication noise. Again, while more articulatory studies need to be done to corroborate this possibility, what is certainly clear is that prosodic boundary strength is marked by RMS spectral energy.

4.2. Interactions between prosodic factors

4.2.1. Stress × Boundary interactions

One of the specific objectives of the present study was to examine whether and how the effects of lexical stress, pitch accent and intonational boundary interact with each other in determining consonant production. Let us first consider the Stress × Boundary interaction. We found that there were no significant interactions between these two factors for all consonants except /t/.
These results indicate that boundary-induced phonetic effects for the three consonants /d, s, z/, when present, are generally consistent across stressed and unstressed initial syllables, suggesting some degree of generality of the boundary effects.

In contrast, for /t/, there were significant Stress × Boundary interactions in VOT and vowel duration. In the VOT analysis, the boundary effect was stronger when /t/ was unstressed than when it was stressed. One possible explanation for this finding is that it is due to a floor effect: VOT was already shortened in the stressed syllable, leaving little room for further shortening, but in the unstressed syllable there was less shortening, so boundary-induced VOT shortening may have been possible. Similarly, though in an opposite direction, vowel duration for /ta/ was already lengthened in stressed syllables (so there was no further lengthening coming from boundary strength), but when /ta/ was unstressed, there may have been no such ceiling effect. (See Cambier-Langeveld, 1999, 2000 for a similar ceiling effect in the interaction between preboundary lengthening and accentual lengthening in Dutch.) An interesting fact, however, is that the boundary effect on vowel duration (when unstressed) was observed only for /t/. The boundary-induced vowel lengthening for /ta/ may then be a compensatory effect coming from shortened VOT at stronger prosodic boundaries. There was indeed a significant negative correlation between VOT and vowel duration when /ta/ was unstressed ($r = -0.469$), but not when /ta/ was stressed ($r = -0.126$).

4.2.2. Stress × Accent interaction

Another question with respect to between-factor interactions was whether the effect of accent would be limited to stressed initial syllables. Stress × Accent interactions were found in several phonetic measures: /d/ and /z/ consonant duration, /d/ voicing duration, RMS spectral energy for /z/, and vowel duration for all test consonants. These interactions were mainly due to the fact that the effect of accent was more robust when the syllable was stressed than when it was unstressed (as suggested by $\eta^2$ statistics). However, while such interactions suggest that accentuation is phonetically realized on stressed initial syllables to a greater extent than on unstressed initial syllables, there were other cases with no such interactions. For example, /t/ stop closure and /s/ frication duration both showed significant lengthening effects of accent regardless of whether the initial /t/ and /s/ occurred in stressed or unstressed syllables. Furthermore, even in a case like vowel duration which showed a significant Stress × Accent interaction, the effect of accent was significant for both stressed and unstressed syllables. Thus, although the accent effect was more robust on stressed initial syllables than on unstressed ones, it was certainly not limited to stressed initial syllables.

The finding that accent influences consonantal realization in unstressed syllables has implications for the theory of the domain of accentual lengthening. Several phonetic studies have examined accentual lengthening phenomena (i.e., lengthening due to accent; Eefting, 1991; Turk & Sawusch, 1997; Cambier-Langeveld & Turk, 1999; Turk & White, 1999; Cambier-Langeveld, 1999, 2000, among others). The question addressed in such studies is whether the domain of accentual lengthening is limited to or bounded by a certain linguistic unit such as the stressed syllable, the foot within the word, or to a domain larger than a foot (e.g., the Prosodic Word). This question has been addressed by examining whether the lengthening effect, which is present predominantly on lexically stressed syllables within the accented word, also spreads leftward or rightward or in both directions to unstressed syllables. Earlier work on this issue in
American English (Turk & Sawusch, 1997) suggested that the domain of accentual lengthening includes the accented stressed syllable and at least one following unstressed syllable (i.e., a rightward effect), i.e., a domain which corresponds roughly to the foot. A subsequent study (Turk & White, 1999), however, suggested that there is also a small but significant leftward effect (i.e., the unstressed syllable before the accented syllable is also lengthened), though the leftward effect was smaller than the rightward effect.

The present study in Dutch has shown clear accent-induced lengthening on unstressed syllables to the left of the stressed syllable within the accented word, in both consonant and vowel duration in #CV, as has previously been shown in other studies on Dutch (e.g., Eefting, 1991; Nooteboom, 1972). This finding confirms that the domain of accentual lengthening in Dutch is indeed not limited to the foot, which groups the stressed syllable with subsequent unstressed syllables but not with preceding unstressed syllables.

Another relevant finding was that the accentual lengthening effect did not interact with prosodic boundary type, indicating that accentual lengthening is independent of the size of the prosodic boundary. As pointed out by Cambier-Langeveld and Turk (1999), given that the leftward accentual lengthening found in their study (and the present experiment) was always on word-initial unstressed syllables, it is difficult to disentangle lengthening due to word-initial position from accentual lengthening. Nevertheless, the fact that the leftward accentual lengthening effect was independent of the size of the prosodic boundary, and the fact that there were accent effects on unstressed syllables do indicate that the lengthening effect was not entirely a positional effect. Thus, however small the leftward effect might be as compared to the rightward effect, it appears to be due at least in part to accentuation (but note that in the present study we were unable to compare the amount of accentual lengthening in leftward and rightward directions).

4.3. Phonetic evidence for an intermediate phrase level

We also examined whether the tokens of the syntactically defined PhP (see Table 1) within the SM could be differentiated from the other SM tokens. The SM was defined based on two broad phonetic criteria—the presence of a boundary tone and no pause. Sentences belonging to the SM category could be divided into two, however, if one were to adopt a model of prosodic organization such as that of Beckman and Pierrehumbert (1986, see also Beckman & Elam, 1997) in which the Intonational Phrase and the Intermediate Phrase are differentiated by intonational and temporal characteristics at the end of the prosodic constituents. In this particular model, a pause is not a necessary feature of an Intonational Phrase boundary. The boundaries in the SM category could therefore reflect either Intonational or Intermediate Phrases. (Note also that the boundaries of all sentences in the BG category are most likely to reflect Intonational Phrases in this framework.) It is beyond the scope of this study to categorize all the utterances in the recording sample according to the definitions in this particular model. Nevertheless, we were able to find phonetic evidence that distinguished among subsets of utterances in the SM category.

Preboundary lengthening clearly separated PhP utterances from the other SMs—preboundary syllable duration was significantly shorter for PhP than for SM′ in all four postboundary consonant conditions. This result is in line with Hofhuis et al. (1995), who showed in Dutch syllables which were closed with nasals or liquids that some preboundary lengthening effects at
PhP boundaries were differentiated from lengthening effects at Prosodic Word and Utterance boundaries. (But see Cambier-Langeveld, 2000, in which a PhP boundary falling between a verb and a complex object NP, a syntactic structure different from the one in the present study, did not induce preboundary lengthening.) A PhP effect was also evident in the present study in the pattern of postboundary /t/ stop closure duration—stop closures for /t/ was significantly shorter for PhP than for SM' tokens, although there were no PhP effects on the production of the other postboundary consonants /d s z/.

Given that preboundary lengthening has been one of the major cues to prosodic boundary strength cross-linguistically, one could interpret the results as suggesting that there is an intermediate-level phrase in Dutch, which cannot be simply defined by the presence or absence of a boundary tone and by the presence or absence of a pause. Booij (1995, p. 146) notes that “[f]or Dutch, the issue of the prosodic domains of [phonological] rules above the level of the Prosodic Word is an underresearched area”. Although the present study does not test prosodic constituents as domains of phonological rules, the demonstration that some phonetic cues are associated with the PhP increases the likelihood of the PhP (or the Intermediate Phrase, if one prefers) as a viable prosodic constituent in the prosodic hierarchy of Dutch.

The fact that the phonetic evidence for an intermediate-level phrase comes from the syntactically defined PhP confirms the close relationship between syntax and prosodic structure. This is not to argue, however, that PhP sentences are the only sentence type that represents the intermediate-level phrase, but to point out that a certain syntactic structure (verb–object NP inversion) appears to be produced more often with a particular prosodic phrasing. It is clear that syntactic influences on prosodic realization can be overridden by constraints such as speech rate, length and communicative intent (Nespor & Vogel, 1986; Jun, 1993; Keating & Shattuck-Hufnagel, 2003). In fact, we observed that some of the PhP sentences (10.8%) were indeed grouped in the BG and WD categories, suggesting that some sort of restructuring can take place in the production process of PhP sentences. Further research will therefore be required to establish not only the phonological and phonetic status of intermediate-level phrases in Dutch but also the degree to which such phrases are determined by syntactic vs. other factors.

4.4. Language-specificity and contrast enhancement

We have found that stop consonants are in general more strongly articulated in prosodically strong locations. This was evident primarily in lengthening effects. These results are compatible with prosodically conditioned strengthening phenomena that have previously been reported in other languages, including English, especially in terms of the strengthening of domain-initial stops as compared to domain-medial ones (Fougeron & Keating, 1997; Fougeron, 2001; Cho & Keating, 2001; Cho, 2002, in press). Where Dutch appears to diverge from English, however, is in the variation of VOT as a function of prosodic structure. English voiceless stops are generally produced with longer VOTs in prosodically stronger locations, and this has been taken to be one of the most robust phonetic cues of stress, accent and prosodic boundary that is associated with voiceless stop consonants (Lisker & Abramson, 1967; Cooper, 1991; Pierrehumbert & Talkin, 1992; Choi, 2003; Cole et al., 2003, among others). The longer VOT in prosodically stronger locations can be interpreted as a result of articulatory strengthening of the glottal abduction (opening) gesture associated with voiceless stops (Cooper, 1991; Pierrehumbert & Talkin, 1992;
The prosodic lengthening of VOT in English for /t/ can thus be interpreted as resulting in enhancing contrast between /t/ and /d/.

The present study has shown, however, that the voiceless stop /t/ in Dutch is produced with shorter VOT in all prosodically strong locations. This prosodic shortening leads to a question about the relationship between prosodically conditioned strengthening and contrast between /t/ and /d/—i.e., whether the hyperarticulation associated with prosodically strong locations may result in an enhancement of paradigmatic contrast, i.e., an enhancement of distinctive features in ways that maximize lexical contrast, as proposed by de Jong (1995; see also Cho, 2005, for further discussion of prosodically conditioned enhancement of distinctive features for vowels).

Assessment of the degree of voicing contrast between /t/ and /d/ can be made by looking at the distribution of both voicing lead (voicing during closure) and voicing lag (VOT) values associated with the contrastive stops, as was elaborated in Keating's (1984a) polarization hypothesis (cf. Hsu & Jun, 1998). The polarization hypothesis was derived from cross-linguistic observations of voicing contrast in stops. First, it was proposed that three and only three phonetic categories are needed in order to account for the phonological contrast between stops in the world’s languages: {voiced}, {voiceless unaspirated} and {voiceless aspirated}. Second, when there is a two-way voicing distinction in a given language, the distinction is made along the voicing dimension between two adjacent categories. Third, and most crucially, the polarization principle predicts that within these chosen phonetic categories, the distributions of values are maximally separated. The polarization hypothesis is rooted in Dispersion Theory (Liljencrants & Lindblom, 1972; Lindblom, 1986, 1990), but differs in that it restricts the domain of maximal dispersion to that within the chosen adjacent categories in a given language. Note, however, that Cho and Ladefoged (1999) and Ladefoged and Cho (2001) have argued for arbitrariness in certain languages in the choice of VOT values. That is, the choice of VOT values in a given language does not necessarily depend on the phonological opposition in that language, such that the opposition between voiced and voiceless consonants can be made using nonadjacent voicing categories. Nevertheless, enhancement of the contrast between /t/ and /d/ in Dutch could be achieved by increased polarization of the two contrastive stops on the VOT continuum between the two adjacent voicing categories ({voiced} and {voiceless unaspirated})—i.e., more extreme prevocing for /d/ and more extreme positive VOT for /t/ in prosodically stronger locations.

It was indeed the case that /d/ was produced with more prevocing in stressed and accented syllables, and also that there was more voicing for /d/ at the beginning of the SM than at the beginning of the Prosodic Word. While this increased amount of prevocing for /d/ can be interpreted as an enhancement of the voicing contrast (presumably via stronger implementation of the phonetic feature {+ slack vocal folds}), the decreased VOT for /t/ in prosodically stronger positions appears to reduce the voicing contrast. Thus, to the extent that the VOT dimension is considered, contrast enhancement between /t/ and /d/ was not transparently evident in the present Dutch data. That is, these results do not fully support the polarization hypothesis.

The VOT results can, however, be explained in terms of phonetic feature enhancement if cross-linguistic differences in phonetic features are taken into account. As we pointed out in Section 1, there is an important cross-linguistic difference between English and Dutch stops. Both languages have a two-way phonological contrast in stops (voiced vs. voiceless). In order to maintain such a phonological contrast, we may only need the phonological feature [+ voice] for both languages (Kingston & Diehl, 1994). Nevertheless, Dutch voiceless stops are generally produced with shorter
VOTs (less aspiration) than English ones, all else being equal. As Keating (1984a, 1990) proposed, a secondary phonetic feature is necessary to account for this kind of cross-linguistic variation (see also Keating, 1990; Cohn, 1993, for discussion on the phonetic component in the grammar). Following Keating (1990), we proposed the phonetic feature \{± spread glottis\} for [−voice] stops: English voiceless stops have the feature \{+ spread glottis\}; and Dutch voiceless stops have \{−spread glottis\}.

These assumptions can account not only for the overall cross-linguistic aspiration difference between English and Dutch /t/’s, but also for the cross-linguistic difference in prosodically conditioned strengthening patterns. In English, strengthening of voiceless stops could therefore be reflected in the enhancement of the language-specific phonetic feature \{+ spread glottis\}. If this feature were phonetically implemented by a glottal abduction (opening) gesture, this would result in relatively long VOTs (as in the language as a whole, relative to Dutch), and lengthening of VOT when the feature was enhanced. In Dutch, strengthening of voiceless stops could in contrast involve enhancement of the feature \{−spread glottis\}. If this were implemented by a glottal adduction (closing) gesture, this would result in relatively short VOTs, and shortening of VOT when the feature was enhanced.

The VOT results thus suggest that the enhancement of the phonological distinction between /t/ and /d/ appears to be modulated not simply by the principle of contrast maximization along the phonetic dimension (i.e., the polarization hypothesis), but also by the language-specific system of phonetic components in the grammar in which phonetic features are specified with phonetic content. Prosodic strengthening therefore appears to operate primarily at the phonetic level, such that prosodically driven enhancement of phonological contrast is determined by how (language-specific) phonetic features are implemented.

A related contrast pattern was that while voicing duration was longer in prosodically stronger locations for /d/ (except for BG vs. SM), the opposite was true for /z/. There was increased phonetic devoicing of /z/ in stressed syllables and at higher prosodic boundaries. This is odd, especially given that maintaining voicing during the stop closure (/d/) is generally harder than during frication (/z/). A transglottal air pressure difference (oral air pressure \(P_o\) < subglottal air pressure \(P_s\)) is required for voicing. Initiating or maintaining this difference is more difficult for /d/ than /z/. This is because the closed air pathways during the stop closure cause \(P_o\) to approach \(P_s\). Other active articulatory actions such as expansion of the vocal track wall and/or lowering of the larynx during the stop closure can, however, help to maintain the pressure difference (Ohala, 1983; Westbury, 1983; Westbury & Keating, 1986).

The question then is why speakers make more effort to make /d/ more voiced in prosodically stronger locations, but do not do so for /z/. One possible explanation is that for the /t/~d/ contrast, since VOT shortening for /t/ does not increase the phonetic contrast along the voicing dimension between /t/ and /d/, speakers may compensate for it by making extra effort to maintain voicing for /d/. An alternative or additional explanation is that the phonemic status of /z/ in Dutch is not the same as /d/. There are fewer minimal pairs for /s/ vs. /z/ than for /t/ vs. /d/. A search of the CELEX lexical database for Dutch (Baayen, Piepenbrock, & Rijn, 1993) found 98 minimal pairs differing only in /s/~z/ in word-initial position (these words had a mean frequency of occurrence of 68 per million words), and 389 equivalent minimal pairs for /t/~d/ (with a mean frequency of 128 per million). Furthermore, many Dutch speakers do not maintain the /s/~z/ distinction in initial position (Ernestus, 2000). If /z/ therefore has a relatively weak phonemic status, then this may be why the voicing contrast between /s/ and /z/ was not enhanced by increased voicing for /z/ in prosodically stronger locations.
4.5. Conclusions

The present study investigated prosodic influences on phonetic realizations of four Dutch consonants (/t d s z/) by examining the prosodic factors lexical stress, phrasal accent and prosodic boundary. As evident in various acoustic measurements, phonetic realizations of individual segments varied systematically with prosodic factors. This indicates that low-level phonetic implementation is influenced by prosodic structure. The prosodically driven fine-grained phonetic detail that is thus present in the speech signal may be used by listeners during speech comprehension. Listeners may marshal all of this evidence for prosodic structure as they process continuous speech. It has been argued, e.g., that prosody is used by listeners to help retrieve the syntactic structure of utterances (e.g., Schafer, 1997; Kjelgaard & Speer, 1999; Carlson, Clifton, & Frazier, 2001; Jun, 2003) and to help in word recognition (e.g., Kim, 2003, 2004a, b). Information specifying the location of prosodic boundaries may also be used by listeners to help resolve lexical ambiguities in the segmentation of continuous speech (Salverda, Dahan, & McQueen, 2003). Recent research has been aimed specifically at the role of domain-initial consonantal strengthening in lexical segmentation in English (McQueen & Cho, 2003; Cho, McQueen, & Cox, submitted). This research suggested that the difference between the initial CV of a word spoken at an Intonational Phrase boundary and the same CV taken from a phrase-medial word can be used by listeners in word recognition. It is hoped that the present study will serve as a basis to explore further the role of prosody in speech comprehension, especially with respect to the role of prosodic strengthening in the process of continuous speech recognition in Dutch.

Our results lead to a number of conclusions about prosodic influences on consonant production. The boundary effect on domain-initial segments was found in both stressed and unstressed initial syllables. This suggests that domain-initial strengthening is a general phenomenon. This in turn suggests that cues to prosodic structure in the speech signal are not limited to certain words (i.e., words with stressed initial syllables) and thus may be of more value to listeners. The accentual effect was not limited to stressed syllables but extended to unstressed initial syllables. This indicates that the domain of accentuation in Dutch is at least larger than the foot. Furthermore, this effect was independent of prosodic boundary size. These results imply that prosodic structure influences the realization of segments at a number of different levels of processing.

Finally, our results suggest that there are cross-linguistic differences in the prosodic modulation of segment realization. Based on the language-specific pattern we observed in the phonetic realization of the voicing contrast (e.g., shortened VOT in Dutch voiceless stops vs. lengthened VOT in English voiceless stops in stronger prosodic positions), we proposed that the phonetics–prosody interface is modulated by the language-specific phonetic component of the grammar in which phonetic features (e.g., \{± spread glottis\}) are specified with phonetic content. Prosodic structure in a given language thus appears to influence the realization of the phonetic information that is relevant for lexical distinctions in that language.
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Appendix A

The complete set of test sentences. The same sentence frames were used for all test consonants. The main difference was that \textit{oma} (‘grandmother’) and \textit{opa} (‘grandfather’) were used for female and male names, respectively.

(a) Utterance Roel ging naar mijn _____ de Vries was gisteren jarig.
   (1) opa. Tácitus (5) opa. Sálomon
   (2) oma. Tamára (6) oma. Salóma
   (3) opa. Dániel (7) oma. Zára
   (4) oma. Daníla (8) opa. Zadók
   \textit{Roel went to my grandpa (grandma). It was [first name] de Vries’ birthday yesterday.}

(b) Vocative Zeg eens _____ de Vries is net aangekomen.
   (1) opa. Tácitus (5) opa. Sálomon
   (2) oma. Tamára (6) oma. Salóma
   (3) opa. Dániel (7) oma. Zára
   (4) oma. Daníla (8) opa. Zadók
   \textit{Say, grandpa (grandma), [first name] de Vries has just arrived.}

(c) List Vandaag gingen mijn _____ de Vries en Zara de trap af.
   (1) opa. Tácitus (5) opa. Sálomon
   (2) oma. Tamára (6) oma. Salóma
   (3) opa. Dániel (7) oma. Zára
   (4) oma. Daníla (8) opa. Zadók
   \textit{Today, my grandpa (grandma), [first name] de Vries and Zara went down the stairs.}
   \textit{(Note that the third listed item in the sentence (e.g., ‘Zara’) also varied among ‘Zara’, ‘Sema’, ‘Zeno’, ‘Baba’ and ‘Nathan’.)}

(d) Phonological Phrase Dan gaat mijn __________ de Vries helpen inpakken.
   (1) opa Tácitus (5) opa Sálomon
   (2) oma Tamára (6) oma Salóma
   (3) opa Dániel (7) oma Zára
   (4) oma Daníla (8) opa Zadók
   \textit{Then my grandpa (grandma) is going to help [first name] de Vries to pack.}
This morning, grandpa (grandma) [first name] de Vries went down the stairs.

Appendix B

(A) Distributions of test sentence types (Utterance, Vocative, List, Phonological Phrase (PhP), Prosodic Word (PrWd) in each prosodic category: Big Phrase (BG), Small Phrase (SM) and Prosodic Word (WD)). (Numbers in parentheses indicate the number of tokens observed.)

<table>
<thead>
<tr>
<th>Prosodic categories</th>
<th>Sentence types</th>
<th>/t/ (%)</th>
<th>/d/ (%)</th>
<th>/s/ (%)</th>
<th>/z/ (%)</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BG (boundary tone and pause) Utterance</td>
<td>47 (128)</td>
<td>42 (132)</td>
<td>44 (131)</td>
<td>44 (130)</td>
<td>44.3 (521)</td>
<td></td>
</tr>
<tr>
<td>Vocative</td>
<td>38 (102)</td>
<td>38 (117)</td>
<td>38 (113)</td>
<td>40 (120)</td>
<td>38.4 (452)</td>
<td></td>
</tr>
<tr>
<td>List</td>
<td>12 (33)</td>
<td>15 (46)</td>
<td>16 (48)</td>
<td>12 (37)</td>
<td>13.9 (164)</td>
<td></td>
</tr>
<tr>
<td>PhP</td>
<td>3 (8)</td>
<td>5 (16)</td>
<td>1 (4)</td>
<td>4 (11)</td>
<td>3.3 (39)</td>
<td></td>
</tr>
<tr>
<td>PrWd</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100 (271)</td>
<td>100 (311)</td>
<td>100 (296)</td>
<td>100 (298)</td>
<td>100 (1176)</td>
<td></td>
</tr>
<tr>
<td>SM (boundary tone and no pause) Utterance</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>0 (1)</td>
<td>1 (2)</td>
<td>0.8 (7)</td>
<td></td>
</tr>
<tr>
<td>Vocative</td>
<td>12 (30)</td>
<td>7 (15)</td>
<td>9 (19)</td>
<td>5 (12)</td>
<td>8.3 (76)</td>
<td></td>
</tr>
<tr>
<td>List</td>
<td>39 (99)</td>
<td>40 (86)</td>
<td>38 (84)</td>
<td>41 (95)</td>
<td>39.6 (364)</td>
<td></td>
</tr>
<tr>
<td>PhP</td>
<td>47 (121)</td>
<td>53 (113)</td>
<td>53 (117)</td>
<td>52 (120)</td>
<td>51.3 (471)</td>
<td></td>
</tr>
<tr>
<td>PrWd</td>
<td>0.3 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0.1 (1)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100 (255)</td>
<td>100 (214)</td>
<td>100 (221)</td>
<td>100 (229)</td>
<td>100 (919)</td>
<td></td>
</tr>
<tr>
<td>WD (no boundary tone and no pause) Utterance</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Vocative</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>List</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>PhP</td>
<td>2 (3)</td>
<td>2 (3)</td>
<td>8 (11)</td>
<td>1 (1)</td>
<td>3.3 (18)</td>
<td></td>
</tr>
<tr>
<td>PrWd</td>
<td>98 (131)</td>
<td>98 (132)</td>
<td>92 (132)</td>
<td>99 (132)</td>
<td>96.7 (527)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100 (134)</td>
<td>100 (135)</td>
<td>100 (143)</td>
<td>100 (133)</td>
<td>100 (545)</td>
<td></td>
</tr>
</tbody>
</table>

(B) Distributions of the prosodic categories (Big Phrase (BG), Small Phrase (SM) and Prosodic Word (WD)) within each sentence type (Utterance, Vocative, List, Phonological Phrase, Prosodic Word).

<table>
<thead>
<tr>
<th>Sentence types</th>
<th>Prosodic categories</th>
<th>/t/ (%)</th>
<th>/d/ (%)</th>
<th>/s/ (%)</th>
<th>/z/ (%)</th>
<th>Mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterance</td>
<td>BG</td>
<td>97.0</td>
<td>100.0</td>
<td>99.2</td>
<td>98.5</td>
<td>98.7</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>3.0</td>
<td>0.0</td>
<td>0.8</td>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>BG</td>
<td>SM</td>
<td>WD</td>
<td>BG</td>
<td>SM</td>
<td>WD</td>
</tr>
<tr>
<td>------------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Vocative</td>
<td>77.3</td>
<td>88.6</td>
<td>85.6</td>
<td>90.9</td>
<td>85.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.7</td>
<td>11.4</td>
<td>14.4</td>
<td>9.1</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>List</td>
<td>25.0</td>
<td>35.6</td>
<td>36.4</td>
<td>28.0</td>
<td>31.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75.0</td>
<td>64.4</td>
<td>63.6</td>
<td>72.0</td>
<td>68.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Phonological</td>
<td>5.3</td>
<td>12.1</td>
<td>3.0</td>
<td>9.1</td>
<td>7.4</td>
<td></td>
</tr>
<tr>
<td>Phrase</td>
<td>91.7</td>
<td>85.6</td>
<td>88.6</td>
<td>90.9</td>
<td>89.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>2.3</td>
<td>8.3</td>
<td>0.0</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>Prosodic Word</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>99.2</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.8</td>
<td></td>
</tr>
</tbody>
</table>
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