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ABSTRACT. In the present study, the authors explore in detail the level of visual object
recognition at which perceptual color information improves the recognition of color diag-
nostic and noncolor diagnostic objects. To address this issue, 3 object recognition tasks
with different cognitive demands were designed: (a) an object verification task; (b) a cate-
gory verification task; and (c) a name verification task. The authors found that perceptual
color information improved color diagnostic object recognition mainly in tasks for which
access to the semantic knowledge about the object was necessary to perform the task; that
is, in category and name verification. In contrast, the authors found that perceptual color
information facilitates noncolor diagnostic object recognition when access to the object’s
structural description from long-term memory was necessary—that is, object verification.
In summary, the present study shows that the role of perceptual color information in object
recognition is dependent on color diagnosticity.
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THE VISUAL SYSTEM RECOGNIZES OBJECTS via multiple features, such
as shape, color, texture, motion characteristics, and others. All of these features
contribute to object recognition. The roles of these perceptual cues or properties
in object recognition have been extensively investigated. For example, several
studies have investigated the influence of color information on object recogni-
tion. However, some of the findings that have emerged from these studies appear
inconsistent. For instance, some early studies failed to identify a role for color
information in object recognition (Biederman & Ju, 1988; Davidoff & Ostergaard,
1988), whereas more recent investigations have reported that color input improves
visual recognition, both for objects and scenes (e.g., Gegenfurtner & Rieger, 2000;
Therriault, Yaxley, & Zwaan, 2009).

Different explanations have been proposed for these results. For instance, it
has been suggested that color details improve object recognition in the follow-
ing situations: when shape information is degraded (Tanaka & Presnell, 1999),
when the shape is not diagnostic for the object (Price & Humphreys, 1989), in
conditions such as low visual acuity (Wurm, Legge, Isenberg, & Luebker, 1993)
and visual object agnosia (Mapelli & Behrmann, 1997), when the objects are
from biological categories (Price & Humphreys, 1989), and when objects are
strongly associated with a color (color diagnostic objects) (Nagai & Yokosawa,
2003; Tanaka & Presnell, 1999). The level of color diagnosticity refers to the
degree with which a particular object is associated with a specific color. For ex-
ample, a strawberry, which is a color diagnostic object, is strongly associated
with the color red, whereas a comb, which is a noncolor diagnostic object, is not
strongly associated with any particular color. According to the color diagnosticity
hypothesis (Tanaka & Presnell, 1999), color information improves the recognition
of color diagnostic objects but not noncolor diagnostic objects (see also Nagai &
Yokosawa, 2003). However, the field has not yet reached a consensus concern-
ing these matters. Recent studies have found that perceptual color information
improves object recognition independent of the semantic category and color diag-
nosticity (Rossion & Pourtois, 2004; Uttl, Graf, & Santacruz, 2006). Overall, these
findings suggest that the role of perceptual color in object recognition is not well
understood.

In this study, our goal was to investigate at which stage of visual process-
ing perceptual color information modulates the recognition of color diagnostic
and noncolor diagnostic objects. We hypothesized that perceptual information
related to input color improves the recognition of color diagnostic and noncolor
diagnostic objects at different levels of the visual recognition process. Experi-
mental evidence has shown that perceptual color information is an important cue
for activating semantic object knowledge, including the object’s typical color,
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and probably other perceptual and functional properties, thus facilitating object
recognition (Bramao, Faisca, Petersson, & Reis, 2010). However, this is likely to
be the case only for color diagnostic objects, because they are strongly associ-
ated with a particular color, in contrast to noncolor diagnostic objects. Moreover,
there is also experimental evidence that shows that perceptual color has another
role in addition to facilitating access to semantic object representations: serving
as a perceptual input to the early stages of visual processing (Davidoff, Walsh,
& Wagemans, 1997; Gegenfurtner & Rieger, 2000; Wurm, Legge, Isenberg, &
Luebker, 1993). Thus, we predict that color information also participates in the
early stages of visual processing, in addition to facilitating access to the seman-
tic representation for color diagnostic objects. However, for noncolor diagnostic
objects, perceptual color is only expected to facilitate the early stages of visual
processing.

To investigate this question, we constructed three different object recognition
tasks for both color diagnostic and noncolor diagnostic objects: (a) an object ver-
ification task, (b) a category verification task, and (c) a name verification task.
Humphreys and colleagues argued that performance of these tasks poses differ-
ent challenges for the cognitive system (Humphreys, Price, & Riddoch, 1999;
Humphreys & Riddoch, 2006; Humphreys, Riddoch, & Quinlan, 1988; Riddoch
& Humphreys, 1987). In the name verification task, participants were instructed to
verify the name of visually presented objects. A number of processing stages must
be completed before accessing the name representation. First, the early visual pro-
cesses must encode the object shape and other perceptually available information.
The encoded information must then be matched with the structural descriptions
stored in long-term memory. The stored semantic and conceptual information
about the object must be activated, and subsequently, the name representation
is accessed. During this process, different forms of stored memory must be ac-
cessed, including knowledge about the object’s shape (structural description), its
functional and other meaning-related properties (semantic representation), and
its name (lexical representation). In the category verification task, participants
were instructed to verify the object’s semantic category (natural or artifact). In
contrast to name verification, category verification only depends on access to the
stored structural description and the semantic representation. In the object veri-
fication task, participants were instructed to verify whether the presented object
was a known object, and this only requires access to the structural description
(Humphreys, Price, & Riddoch, 1999; Humphreys & Riddoch, 2006). By com-
paring the performance on these tasks, using both colored and black-and-white
images, we attempted to determine the level of object processing at which color
information facilitates the recognition of color diagnostic and noncolor diagnostic
objects. If color information improves the recognition of color diagnostic objects
both at the early visual stages and at the semantic level, then we expect to find an
effect of the perceptual color for these objects when the task requires access to
the structural description (i.e., in object verification). Furthermore, a larger effect
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of color information is to be expected for color diagnostic objects when the task
requires access to both structural descriptions and semantic representations (i.e.,
in category verification). In the name verification task, we predicted color effects
similar to those in the category verification task, given that no specific role of color
is expected for accessing the lexical representation (i.e., the name) of an object
per se.

However, if color only modulates noncolor diagnostic object recognition at
the early visual processing stages, then we expect to find a perceptual color
effect when the task requires access to the structural descriptions (i.e., in object
verification). Moreover, we predicted that the perceptual color effect would remain
constant for these objects on the remaining tasks, suggesting that only the early
visual processing stages are affected by color information for these objects.

Finally, there is evidence that object recognition is faster for photographs
than line drawings (Brodie, Wallace, & Sharrat, 1991; Price & Humphreys, 1989).
Uttl and colleagues (Uttl, Graf, & Santacruz, 2006) have argued that line draw-
ings typically are viewed as a representation of an object class—a type—whereas
photographs are viewed as a particular individual object—a token. To a certain
extent, the recognition of types and tokens may recruit different perceptual and
semantic processes (Uttl, Graf, & Santacruz, 2006). In this study, we also inves-
tigated whether the color effects are the same or different for line drawings and
photographs of the same objects.

Method
Participants

One hundred and forty-four Portuguese students with normal or corrected-
to-normal vision volunteered to participate in the experiment (Age range 18—40
years, M = 23.3, SD = 4.5; education range 12-20 years, M = 14.7, SD = 2.2;
99 females and 45 males).

Stimuli

The initial pool of pictures consisted of 220 photos of common objects.
Some photographs were selected from the Focus Multimedia CD Photo Library,
some were selected from the set of Reis and colleagues (Reis, Faisca, Ingvar, &
Petersson, 2006), and some were selected via an Internet image search using the
Google search engine. An independent group of 30 participants named and rated
the initial set according to prototypicality, familiarity, visual ambiguity, visual
complexity, and color diagnosticity. Each photo was presented for 1 min, and
the participants were asked to write down the name of the object. If they did
not know the name, they were asked to choose one of the following categories:
do not know name, do not know object, or tip of the tongue. Participants were
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also asked to evaluate the prototypicality of each photo “according to the degree
that the presented picture represents a typical exemplar of the concept”; they
were also asked to rate the degree of agreement between the presented photo
and their mental image of the concept using a 5-point scale, where 1 indicated
low agreement and 5 indicated high agreement. The familiarity of each photo
was judged “according to how usual or unusual the object is in your realm of
experience,” and the participants were asked to rate the concept itself, rather than
the photo, using a 5-point rating scale (1 = very unfamiliar; 5 = very familiar).
The visual ambiguity of each photo was evaluated “according to how large is the
group of different objects that are visually similar to he presented object” (5-point
rating scale: 1 = completely nonambiguous object; 5 = completely ambiguous
object). The visual complexity was defined as “the amount of detail or intricacy
of line in the photo,” and the participants were asked to rate the photo itself rather
than the real-life object (5-point scale: 1 = very low visual complexity; 5 = very
complex picture). The color diagnosticity was defined as “the degree to which the
object is associated with a specific color” and was also rated on a 5-point scale
(1 = low color diagnostic; 5 = a high color diagnostic). These instructions are
similar to those typically used in object picture rating studies (Rossion & Pourtois,
2004; Snodgrass & Vanderwart, 1980; Ventura, 2003).

Following the analysis of the rating scores, we selected only those photos that
showed at least 80% name agreement between participants. Of these, we selected
72 photos to be used in the experiment. The objects were divided according to their
color diagnosticity into a group of high-color diagnostic objects (20 from natural
categories and 16 from artifact categories; Appendix A) and a group of low-color
diagnostic objects (16 from natural categories and 20 from artifact categories;
Appendix B). The only significant mean difference between the two groups of
objects was color diagnosticity. The mean comparisons between color diagnostic
and noncolor diagnostic items on the other rating variables were not significant
(p > 0.20; Table 1).

TABLE 1. Mean (and Standard Deviations) Ratings for Color Diagnostic-
ity, Prototypicality, Familiarity, Visual Ambiguity, and Visual Complexity for
Color Diagnostic and Noncolor Diagnostic Objects

Color diagnostic Noncolor Mann—Whitney
Variable objects diagnostic objects U test
Color diagnosticity 4.4(0.2) 2.1(0.6) z="173,p < 0.001
Prototypicality 4.3(0.5) 4.3(0.3) z=12,p=02
Familiarity 4.4(0.5) 4.3(0.4) z=03,p=0.7
Visual ambiguity 2.4(0.8) 2.2(0.7) z=0.5,p=0.6

Visual complexity 2.6(0.6) 2.7(0.6) z=-0.5,p=0.6
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Each photograph was matched with a line drawing that was as similar as
possible in terms of shape, size and orientation. The line drawings were selected
from the picture database at the Max Planck Institute. A total of 60 of the 72
selected pictures were similar to the original Snodgrass and Vanderwart (1980)
set. We used Adobe Photoshop CS2 to create four versions of each object: a color
line drawing, a color photograph, a black and white line drawing and a black
and white photograph (Figure 1). The color used to create the color line drawing
version of the color diagnostic objects was selected by choosing the surface color
of the correspondent color photograph and pasting the color onto the line drawing
using the color replacement tool. To ensure that the color diagnostic objects and
noncolor diagnostic objects were matched for color frequency and luminance, we
applied the color of the color diagnostic objects to the noncolor diagnostic ones.
Thus, the color version of a noncolor diagnostic image (both photographs and
line drawings) was created by selecting the surface color of a color diagnostic
object and pasting that color onto the noncolor diagnostic object using the color
replacement tool. The luminance of the color-replaced image was adjusted using
the brightness tool. The colored images (line drawings and photographs) of both
color diagnostic and noncolor diagnostic objects were converted to grayscale using
the grayscale mode, which preserves the luminance while discarding the color.

Color diagnostic Noncolor Nonobject
object diagnostic object

|Line drawings

Photographs

FIGURE 1. Example of the stimuli used in the experiment in the black-and-
white presentation mode.
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We did not find any difference in the luminance values between the four versions
of the diagnostic and nondiagnostic items (overall p > 0.20). Finally, for the
object verification task, we constructed a nonobject version of each image. The
nonobjects were constructed by shape deformation using the filter distort feature
in Adobe Photoshop CS2. Sine waves were applied to the stimuli in a randomized
fashion until it was not possible to recognize the original object shape (Figure 1).

Procedures

Three computerized verification tasks were designed, in which a picture of
an object was preceded by a word: (a) an object verification task, in which be-
fore each picture, one of two possible words was presented: object or nonobject,
(b) a category verification task, in which before each picture, either the word
biologic or artifact was presented; and (c) a name verification task, in which,
before each picture, an object name was presented. In all verification tasks, par-
ticipants were asked to verify whether or not the presented picture matched the
previously presented word. Each participant performed the three verification tasks
(the presentation order was balanced across participants). The 72 objects and 72
nonobjects were divided into four sets of 18 objects. In each task, four different
sets of objects were randomly chosen without replacement to be presented in one
of the four experimental conditions, one set for each condition. In the object-
verification task, four different sets of nonobjects were also randomly selected
(without replacement) to be presented in one of the four experimental conditions.
No participant saw an object twice in the same condition.

The category verification and the name verification tasks each comprised
a total of 72 trials: half of the trials were matching trials (word and picture
matched) and the other half were nonmatching trials (word and picture did not
match). The nonobject verification task included 144 trials, 72 trials with ob-
jects (50-50 matching—nonmatching trials), and 72 trails with nonobjects (50-50
matching—nonmatching trials). In all the tasks, half of the trials were with color
diagnostic objects (50-50 colored-black and white) and the other half were with
noncolor diagnostic object presentations (50-50 colored-black and white). A spe-
cific item appeared for half of the participants associated to a matching trial
and for the other half to a nonmatching trial. The Presentation 0.7 software
(http://nbs.neuro-bs.com/presentation) was used to display the stimuli on a laptop
Toshiba screen (Satellite A300, size: 17”; spatial resolution: 1024 x 768; color
resolution: 24 bits) and to register the response times. Each trial started with a
fixation cross displayed in the center of the screen for 1,500 ms. After the fixation
cross, the word (Arial; font size 70) was presented for 1000 ms, followed by the
presentation of the object picture (500 x 362 pixels) for 150 ms. The response
window was 2,000 ms, after which the next trial was presented. Participants were
instructed to decide as accurately and as quickly as possible whether the word
and the picture matched by pressing one of the two response keys (half of the
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participants used the right—left hand for yes—no and the other half for no-yes).
Participants were allowed a break between the tasks. Before each task, participants
participated in a training session with 10 trials.

Results

The results were analyzed by subject (F1) and by stimulus (F2). A minimum
F (minF) was calculated from the F'1 and F2 analyses. This approach ensured that
the results were generalized over both subject and stimulus domains (Clark, 1973;
Raaijmakers, 2003; Raaijmakers, Schrijnemakers, & Gremmen, 1999). None of
the main effects or interactions that failed to reach significance in the minF
calculation are reported.

Overall, the participants were able to correctly verify almost all stimuli, and
we focused our analysis on the verification times. We excluded the following
from the analysis: verification times from incorrect responses (object verification:
3.9%; category verification: 7.9%; and name verification: 3.9%); response times
corresponding to trials where participants responded two or more times (object
verification: 0.1%; category verification: 0.3%; and name verification: 0.3%);
response times that were greater than the response window (object verification:
0.5%; category verification: 1.3%; and name verification: 0.1%); and no-response
trials (object verification: 0.1%; category verification: 0.4%; and name verification:
0.3%). The data were checked for outliers by subject and condition, and latencies
outside 2.5 standard deviations from the mean for each subject and condition were
also excluded from the analysis (object verification: 4.0%; category verification:
3.2%; and name verification: 3.9%). We also excluded six objects that did not
show any color effect (in terms of accuracy and response time) in any of the tasks
(three color diagnostic objects: binoculars, cigar, and barrel; and three noncolor
diagnostic objects: snake, beret, and leaf) and three participants who showed very
low performance (less than 75% of correct answers in at least one of the tasks).
In total, 10.1% of the response times were excluded from the analysis. A one-way
analysis of variance (ANOVA) excluded object set effects (F(3, 860) = 0.85; p =
0.5). The mean correct response times and the percentage of correct responses for
each condition are given in Table 2.

Verification times were analyzed with a repeated-measures ANOVA that in-
cluded the within-subject/stimulus factors of task (object verification vs. category
verification vs. name verification), stimulus type (line drawings vs. photographs)
and presentation mode (color vs. black and white), as well as the object color di-
agnosticity (color diagnostic objects vs. noncolor diagnostic objects) as a within-
subject factor in the subject analysis and a between-stimuli factor in the item
analysis. The results showed a significant task effect (F1(2, 280) = 314.56, p <
0.001; F2(2, 128) = 285.0, p < 0.001; minF(2, 362) = 149.5, p < 0.001). A
post-hoc comparison (Tukey HSD) for the subject analysis showed that partici-
pants were faster at name verification than object and category verification (p <
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TABLE 2. Mean Response Time (and Standard Error) and Percentage of Cor-
rect Responses (and Standard Error) for Color Diagnostic and Noncolor Di-
agnostic Objects in Each Presentation Mode and for the Three Verification
Tasks

Verification task

Object Category Name

Variable RT(SE) %(SE) RT(SE) %(SE) RT(SE)  %(SE)

Color diagnostic objects
Color 663(11) 96(0.6) 730(11) 92(0.8) 521(10) 97(0.5)
Black and white 687(11) 96(0.6) 784(12) 92(0.8) 551(11)  95(0.6)
Noncolor diagnostic objects
Color 652(10) 96(0.7) 770(13) 92(1.0) 532(11)  96(0.6)
Black and white  686(12) 97(0.6) 767(12) 90(1.0) 542(11)  96(0.6)

Note. RT = mean response time.

0.001), and faster at object verification than category verification (p < 0.001). A
primary effect of the presentation mode was also observed (F1(1, 140) = 67.7,
p < 0.001; F2(1, 64) = 34.8, p < 0.001; minF (1, 142) = 22.3, p < 0.001); par-
ticipants were faster when the objects were presented in color compared to black
and white. The two-way interaction between the presentation mode and the object
color diagnosticity was significant (F1(1, 140) = 10.4, p < 0.001; F2(1, 64) = 8.1,
p =0.01; minF(1, 159) =4.5, p = 0.035). A Tukey HSD post-hoc comparison for
the subject analysis showed that when objects were presented in a color version,
participants were faster at verifying color diagnostic objects than noncolor diag-
nostic objects (p = 0.033); however, when objects were presented in black and
white, participants verified color diagnostic and the noncolor diagnostic objects
equally quickly (p = 0.3). The three-way interaction between task, object—color
diagnosticity and presentation mode was marginally significant (F1(2,280)="7.9,
p <0.001; F2(2, 128) = 3.2, p = 0.04; minF'(2, 236) = 2.29, p = 0.10; see Table 2
and Figure 2). A Tukey HSD post-hoc comparison for the subject analysis showed
that color diagnostic objects were verified equally fast in color and in black and
white for the object verification task (p = 0.22); however, participants were faster
at verifying color diagnostic objects when they were presented in color than when
they were presented in black and white, both in the category verification task
(p < 0.001) and in the name verification task (p = 0.019). However, the noncolor
diagnostic objects were verified faster when they were presented in color than in
black and white in the object verification task (p = 0.003). However, both in the
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FIGURE 2. Three-way interaction between the factors task, diagnosticity color
object and presentation mode on verification times for (A) object verification
task; (B) category verification task; and (C) naming verification task. Bars
represent standard error.

category and in the name verification tasks, participants verified noncolor diagnos-
tic objects equally fast when they were presented in color and in black and white
(» > 0.9).

To avoid misinterpretation of the data and possible confusion between object
color diagnosticity and semantic category effects (Nagai & Yokosawa, 2003), we
explored the color effects in both biological and artifact objects independently.
The mean correct response times and the percentage of correct responses for each
condition are given in Table 3. A repeated-measures ANOVA was performed that
included the semantic category (biologic vs. artifacts) as a within-subject factor in
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TABLE 3. Mean Response Time (and Standard Error) and Percentage of Cor-
rect Responses (and Standard Error) for Natural and Artifact Objects in Each
Presentation Mode and for the Three Verification Tasks

Verification task

Object Category Name
Variable RT(SE) %(SE) RT(SE) %(SE) RT(SE)  %(SE)
Natural objects
Color 664(11) 96(0.6) 674(11) 96(0.7) 521(10) 97(0.5)
Black and white  685(12) 95(0.6) 716(11) 95(0.6) 552(10)  95(0.7)
Artifact objects
Color 655(11) 96(0.7) 848(15) 87(11) 534(11) 97(0.5)

Black and white  687(12) 97(0.6) 856(15) 88(12) 541(11)  96(0.6)

Note. RT = mean response time.

the subject analysis and a between-stimuli factor in the item analysis, and task (ob-
ject verification vs. category verification vs. name verification) and presentation
mode (color vs. black and white) were considered a within-subject/stimulus fac-
tors. The results showed a significant semantic category effect (F1(1, 140) = 138.1,
p < 0.001; F2(1, 64) = 102.3, p < 0.001; minF (1, 155) = 58.8, p < 0.001); par-
ticipants were quicker at responding to the biological items than to the artifact
items, which was a main effect of task (F1(2, 139) = 267.7, p < 0.001; F2(1,
63) = 897.6, p < 0.001; minF (1, 196) = 206.2, p < 0.001). A post-hoc compari-
son (Tukey HSD) for the subject analysis showed that participants were faster at
name verification than object and category verification (p < 0.001), and object
verification was performed faster than category verification (p < 0.001). A pri-
mary effect of presentation mode (F1(1, 140) = 73.6, p < 0.001; F2(1, 64) =
324, p < 0.001; minF(1, 122) = 22.5, p < 0.001) was observed; participants
were faster at responding to color objects compared to black and white objects.
The two-way interaction between semantic category and task was also significant
(F1(2, 139) = 267.7, p < 0.001; F2(2, 63) = 897.6, p < 0.001; minF (1, 170) =
52.2, p < 0.001); a post-hoc comparison (Tukey HSD) for the subject analysis
showed that participants verified biological and artifact items equally quickly in
the object and in the name verification tasks (p > 0.9); however, participants were
faster at verifying biological than artifact objects in the category verification task
(» = 0.03). Note that none of the interactions between category and color reached
a significant level.
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Discussion

In this study, we investigated the level of visual processing at which percep-
tual information determined by input color facilitates the recognition process of
color diagnostic and noncolor diagnostic objects. We hypothesized that percep-
tual color information modulates the recognition of color diagnostic and noncolor
diagnostic objects at different processing stages. Specifically, we hypothesized
that color information improves the recognition of color diagnostic objects both
at the early visual stages and at the semantic level. In contrast, we proposed
that the recognition of the noncolor diagnostic objects is only modulated at early
visual processing stages; color information supports the encoding of the object
shape, which facilitates access to the structural description. Consistent with our
predictions, the results showed that color facilitates categorization and name ver-
ification of color diagnostic objects. This result shows that the main role of color
information in the recognition of color diagnostic objects is to facilitate access
to semantic object knowledge. The presence of the correct perceptual color is
likely to trigger the activation of the semantic color knowledge, and this in turn,
propagates through the semantic network. It was recently shown that color input is
an important cue that triggers semantic knowledge related to object color, and this
facilitates object recognition (Bramao, Faisca, Petersson, & Reis, 2010). Further
research is needed to explore whether additional semantic knowledge (e.g., func-
tional properties) are also activated more quickly in the presence of the correct
perceptual color information. There is some evidence that this is the case. A pre-
vious FMRI study showed that colored objects activate a neural network related
to visual semantic information, which is more extensive than that for black and
white objects (Bramdo, Faisca, Forkstam, Reis, & Petersson, 2010).

The color effects in the color diagnostic object recognition were not restricted
to category verification; name verification was also faster in the presence of per-
ceptual color information. However, the color effects in the task were not greater
than in category verification, suggesting that color information does not contribute
specifically to retrieving the object name. In other words, it appears that color input
triggers the relevant semantic information, which results in faster lexical access.
Consistent with this, previous evidence showed that semantic color knowledge
served as a link between object shape and object name; this resulted in faster
access to the name representation when activated (Davidoff, Walsh, & Wagemans,
1997; Tanaka, Weiskopf, & Williams, 2001). However, contrary to our predictions,
we did not observe a significant effect of color information for the color diagnos-
tic objects on the object verification task. Although, the color diagnostic objects
were verified 24 milliseconds faster when the objects were presented in color
(compared to black and white), this result was not significant. This nonsignificant
result might suggest that the main role of perceptual color information in color
diagnostic object recognition is not localized at the structural description level.
Instead, our results show that the main role of color is taking effect at the semantic
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level, facilitating the activation of the semantic object network, which then results
in faster lexical access. Color information may have a minor role in the recogni-
tion of color diagnostic objects at the structural description level, facilitating the
extraction of the shape information and template matching in long-term memory.

In contrast, for noncolor diagnostic objects, the perceptual color effect was
limited to object verification. This suggests that the role of perceptual color in
noncolor diagnostic object recognition is restricted to early visual processes, in-
cluding the matching of shape extraction for the structural description with the
forms stored in long-term memory. We did not observe any effect of perceptual
color information for the noncolor diagnostic objects on the category and name
verification tasks. We noted that to succeed on these tasks, participants also had
to extract and encode shape information. Nevertheless, other cognitive demands
were involved; in particular, access to stored semantic information. Because color
information has a limited role or no role at all in accessing the semantic infor-
mation of the noncolor diagnostic objects, the effect of color on shape extraction
might be masked in these tasks. This would explain why, in some studies, no
color effect was observed in the naming and categorization of noncolor diagnostic
objects (Nagai & Yokosawa, 2003; Tanaka & Presnell, 1999). Studies that showed
an advantage of perceptual color information on object recognition also demon-
strated that the improvement is greater for color diagnostic objects compared with
noncolor diagnostic objects (Rossion & Pourtois, 2004; Uttl, Graf, & Santacruz,
2006).

Another interesting finding was that the observed color effect was the same
for line drawings and photographs. It might seem intuitive that color would have a
greater effect if it were combined with the additional surface information present
in the photographs (e.g., texture and shadow), leading to faster recognition of
photographs. However, this was not the case. Similar results were reported by
Price and Humphreys (1989); in a naming and a categorization task, they observed
that surface color and the effects of photographic detail combined subadditively, so
that the combined effects were not reliably greater than either effect individually.
This result suggests that both color and texture and brightness information are
processed during the same time window and that both contribute independently
to object recognition. The present results extend these findings. Our results show
that perceptual color information is an important cue for recognizing types, as well
as fokens, not only in naming and categorization tasks, but also in object decision
tasks. In addition, line drawings and photographs were recognized equally fast
in our study; however, previous studies have shown that photographs tend to be
recognized faster than line drawings (Brodie, Wallace, & Sharrat, 1991; Price
& Humphreys, 1989). This discrepancy might be explained by the fact that our
line-drawings contained more surface details than those used in previous studies.

Previous studies have suggested that perceptual color information facilitates
the recognition of natural objects but not artifacts (Price & Humphreys, 1989).
However, Nagai and Yokosawa (2003) found that regardless of the semantic
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category, perceptual color information facilitates recognition. Consistent with the
latter results, our findings are not explained by the semantic category of the
objects. We found that perceptual color improves the recognition of both natu-
ral objects and artifacts in similar ways. In addition, we found that participants
responded faster to natural objects than to artifacts in the category verification
task. The advantage of the natural objects is in agreement with studies on category-
specific effects in healthy participants. The category-specific literature on healthy
participants predicts better performance with natural objects when the viewing
conditions are optimal and demands for structural differentiation are low—that is,
when participants do not need to select a specific representation from long-term
memory (Gale, Laws, & Foley, 2006; Gerlach, 2009; Kiefer, 2001; Riddoch &
Humphreys, 1987).

An unexpected result in this study was the effect of task. It was thought that
of the three tasks, name verification would pose the greatest cognitive challenge.
Therefore, one might have expected that participants would take a longer time
to respond in this task than in the other two tasks. However, this was not the
case. Participants were faster at name verification compared to object verification
and category verification. One possible explanation for this might be related to the
labels that appeared before the stimuli in the semantic and object verification tasks:
“biological” and “artifact” in category verification and “object” and “nonobject” in
object verification, which are more abstract concepts than object names. Moreover,
itis well-known that perceptual categorization at the basic level (e.g., dog) is faster
than categorization at more superordinate (e.g., animal) or subordinate levels (e.g.,
poodle; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976). A similar effect
might play a role here: participants were faster verifying the object name (e.g.,
strawberry) than its superordinate category (natural vs. artifact).

Previous studies have suggested that color information is important for early
visual processing (Davidoff et al., 1997; Gegenfurtner & Rieger, 2000; Wurm et
al., 1993) and/or at a semantic level, where stored semantic knowledge provides an
associative link between a representation of the object shape and the object name
(Davidoff et al., 1997; Tanaka et al., 2001). There is also evidence showing that
stored knowledge of an object’s color plays a role in that object’s identification
(Joseph, 1997; Joseph & Proffitt, 1996; Mapelli & Behrmann, 1997). Our results
show that the role of perceptual color in object recognition of color diagnostic
and noncolor diagnostic objects is different and depends on color diagnosticity.
Perceptual color information facilitates the recognition of the color diagnostic
objects at the semantic level of visual processing, while it facilitates the recognition
of the noncolor diagnostic objects at the level of structural description, an earlier
stage of visual processing.
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Appendix A. Color Diagnostic Objects Used in the Experiment

Object name Color Diagnosticity Object name Color Diagnosticity
Banana Yellow 4.53 Lemon Yellow 4.80
Barrel Brown 4.07 Lettuce Green 4.47
Basketball Orange 4.40 Light bulb Glass 4.33
Bathing tub Beige 4.07 Nail Grey 4.33
Binoculars Black 4.07 Nut Brown 4.60
Broccoli Green 4.53 Onion Golden 4.60
Carrot Orange 4.73 Orange Orange 4.73
Cherry Red 4.60 Padlock Golden 4.07
Chick Yellow 4.33 Peanut Brown 4.40
Cigar Brown 4.13 Pig Pink 4.33
Crab Orange 4.53 Pineapple Orange 4.73
Door Brown 4.20 Pipe Brown 4.07
Dresser Brown 3.93 Pumpkin Orange 4.47
Fire extinguisher Red 4.40 Strawberry ~ Red 4.67
Grapes Purple 4.13 Table Brown 4.20
Guitar Brown 4.13 Tire Black 4.47
Hammer Brown 4.07 Tomato Red 4.67
Kangaroo Brown 4.33 Watermelon Red 4.53

Appendix B. Noncolor Diagnostic Objects Used in the Experiment

Object name  Color Diagnosticity Object name  Color Diagnosticity
Apple Red 1.93 Funnel Black 1.80
Bear Brown 2.53 Glass Glass 1.40
Beret Orange 2.53 Glasses Brown 1.87
Bicycle Black 247 Glove Pink 1.80
Book Orange 3.33 Horse Brown 1.93
Boot Brown 1.27 Lamp Golden 2.07
Bottle Golden 2.67 Leaf Green 1.87
Bowl Purple 2.93 Mushroom Brown 1.27
Bucket Orange 1.93 Pen Orange 1.27
Butterfly Red 1.47 Pepper Green 293
Candle Red 227 Rabbit Brown 1.60
Cat Grey 2.87 Shirt Red 1.20
Chicken Beige 1.87 Snake Brown 1.80
Comb Yellow 1.87 Sock Yellow 2.40
Cow Brown 3.27 Tie Yellow 1.47
Cup Orange 3.13 Tulip Red 2.87
Duck Brown 2.87 Turtle Brown 2.67
Fish Orange 2.93 Watering Can  Brown 2.13




