Short term synaptic depression model—Analytical solution and analysis
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ABSTRACT

In this article we present analytical solutions of the single and pair pulse time evolution of a plastic neocortical synapse described by the TM-model. We show that this model is equivalent to the receptor-desensitization model with three kinetic states. For the TM-model we derive the analytical form of a measure of paired pulse depression. We analyze the sensitivity of the synaptic depression phenomenon on model parameters and derive the relative importance of each of the parameters. The closed form of the measure of synaptic depression allows fitting the model to experimental data. The fitted parameters are used to make predictions about the asymptotic properties of the postsynaptic currents. We show that for synapses with the ratio of inactivation and recovery rates of the same order, the synaptic depression does not preclude the rate-coding of information: e.g. in the pyramid–pyramid connections of adult rat neocortex, rate-coding is possible for higher frequencies.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction—A model of neocortical synapse

Synaptic transmission across neocortical synapses is strongly activity dependent (Thomson, 1997). Many phenomena like depression, augmentation and facilitation have been observed (Hempel et al., 2000; Thomson and Deuchars, 1994; Thomson, 1997; Zucker and Regehr, 2002). The effects of synaptic plasticity on properties of local circuits are yet to be investigated and therefore computational models of such synaptic properties are worth examining.

Short-term synaptic depression (STSD) is quite often observed and not fully understood. There are many mechanisms that can contribute to it. The most widespread of which seems to be a presynaptic decrease in the release of neurotransmitter that likely reflects a depletion of a release-ready pool of vesicles (Nadel et al., 1989). Other causes of synaptic depression are the release of modulatory substances from the activated presynaptic terminals, postsynaptic cells and neighboring cells. Finally, desensitization of ligand-gated receptors can make the target neuron less sensitive to neurotransmitter (Destexhe et al., 1994a, b).

In this article we focus on synaptic depression caused by the depletion of synaptic vesicles. In case of a slow tonic discharge a group of synaptic terminals, supplied by the same presynaptic axon and lying on a single postsynaptic target, may have the same probability of releasing transmitter in response to each action potential (AP). A proportion of these release sites would release transmitter in response to each postsynaptic AP. This proportion is relatively stable over many trials and can be described by a simple binomial distribution. In case of higher frequency of the stimulus, release site refractoriness (Betz, 1970; Stevens and Wang, 1995) limits the number of sites available for release to those that have been latent for some tens of milliseconds and those that have had time to recover from the last release (Thomson and Deuchars, 1994, 1997). Release probability is relatively high at many pyramidal connections and the pattern of release is dominated by release site refractoriness. In such connections one can observe STSD.

One of the first computational models reflecting synaptic depression was proposed in Tsodyks and Markram (1997) and is referred to as the TM-model. Its importance is mainly caused by two factors. The relative simplicity is the first factor. It only takes two differential equations to compute the postsynaptic current (PSC). The second factor is its versatility. It can account for two of the afore-mentioned mechanisms: depletion of synaptic vesicles and receptor desensitization. The TM-model characterizes the synaptic connection by its absolute amount of ‘resources’, which can be found in three states: effective—the resources taking part in the synaptic transfer, inactive—resources that are not accessible, and recovered—resources that are ready to take part in the synaptic transfer. Each presynaptic AP activates a certain fraction of the recovered resources—forming the effective fraction, which then quickly inactivates with a time constant of few milliseconds.
and then recovers with a time constant of at least several dozens of milliseconds\(^2\).

Visualization of the model is shown in Fig. 1 and kinetic equations are

\[
\begin{align*}
\frac{dR}{dt} &= \frac{I}{\tau_r} - U_{SR}R \delta(t - t_{AP}) \\
\frac{dE}{dt} &= -\frac{E}{\tau_i} + U_{SR}R \delta(t - t_{AP}) \\
I &= 1 - R - E, 
\end{align*}
\]

where \(E\) (effective), \(I\) (inactive), \(R\) (recovered) are the fractions of resources in corresponding states, while \(\tau_i\) and \(\tau_r\) are the time constants of inactivation and recovery, respectively. \(U_{SR}\) (utilization of synaptic efficacy) describes the fraction of the resources in the recovered state, that is activated by an AP.

The net PSC, \(I_{syn}\), is proportional to the fraction of resources in the effective state, \(E\):

\[
I_{syn} = A_{SR} E 
\]

where \(A_{SR}\) is the absolute synaptic efficacy—the maximal possible response in case all the resources are activated by a presynaptic AP. The postsynaptic potential \(V\) is given by

\[
\tau_m \frac{dV}{dt} = -V + R_m I_{syn},
\]

where \(R_m\) denotes the input resistance of the postsynaptic membrane (resistance of the channels) and \(\tau_m\) is the membrane’s time constant. Substituting (3) into (2), one obtains

\[
\tau_m \frac{dV}{dt} = -V + A_{SR} R_m E 
\]

In order to find a form of the postsynaptic potential (PSP) one has to consider that \(E\) in (4) is governed by (1) and solve the following set of differential equations:

\[
\begin{align*}
\frac{dR}{dt} &= \frac{1 - R - E}{\tau_r} - U_{SR}R \delta(t - t_{AP}) \\
\frac{dE}{dt} &= -\frac{E}{\tau_i} + U_{SR}R \delta(t - t_{AP}) \\
\frac{dV}{dt} &= -\frac{V}{\tau_m} + A_{SR} R_m E 
\end{align*}
\]

Analyzing (5) one expects that \(R\) and \(E\) are not continuous at \(t_{AP}\). The product of the Dirac delta and a discontinuous function is indefinite. To make the model mathematically sensible the \(\delta\) distribution has to be regularized. Depending on the regularization one can obtain different solutions. Thus (5) cannot be solved exactly.

2. A finite version of the model

Exact implementation of the Dirac delta function is impossible in silico. Usually one uses Kronecker delta (unit impulse) in order to model Dirac delta in simulations. It might, however, not suffice when one wants to shorten the simulation step and preserve the most important property of the Dirac delta:

\[
\int_{-\infty}^{\infty} \delta(x) \, dx = 1
\]

The simplest possible function which assures (6) is a step function whose amplitude is scaled with duration:

\[
s(t) = \begin{cases} 
\frac{t}{\Delta t}, & t \in (0, \Delta t) \\
0, & \text{otherwise}
\end{cases}
\]

The parameter \(\Delta t\) can be seen as the duration of the AP or calcium, or generally as effective duration of the stimulation of the synapse. In this approach one substitutes the Dirac delta function with (7) obtaining

\[
\begin{align*}
\frac{dR}{dt} &= \frac{1 - R - E}{\tau_r} - \frac{U_{SR}R}{\Delta t} s(t - t_{AP}) \\
\frac{dE}{dt} &= -\frac{E}{\tau_i} + \frac{U_{SR}R}{\Delta t} s(t - t_{AP}) \\
\frac{dV}{dt} &= -\frac{V}{\tau_m} + \frac{A_{SR} R_m E}{\Delta t}
\end{align*}
\]

One can also understand (8) as two sets of linear differential equations:

- During the time course of the \(n\)-th AP, \(t \in (t_{AP_n}, t_{AP_{n+1}} + \Delta t)\):

\[
\begin{align*}
\frac{dR}{dt} &= \frac{1 - R - E}{\tau_r} - \frac{U_{SR}R}{\Delta t} \\
\frac{dE}{dt} &= -\frac{E}{\tau_i} + \frac{U_{SR}R}{\Delta t} \\
\frac{dV}{dt} &= -\frac{V}{\tau_m} + \frac{A_{SR} R_m E}{\Delta t}
\end{align*}
\]

- After \(n\)-th AP, \(t \in (t_{AP_n} + \Delta t, t_{AP_{n+1}})\):

\[
\begin{align*}
\frac{dR}{dt} &= \frac{1 - R - E}{\tau_r} \\
\frac{dE}{dt} &= -\frac{E}{\tau_i} \\
\frac{dV}{dt} &= -\frac{V}{\tau_m} + \frac{A_{SR} R_m E}{\Delta t}
\end{align*}
\]

In this form the model is equivalent to the model of receptor desensitization with three kinetic states introduced in Destexhe et al. (1994a, b).
The synapse’s response to two APs with a given inter-spike interval is an important characteristic of synaptic plasticity. Therefore we focused our attention on the problem of the synaptic reaction on two consecutive APs.

3. Analytic solution of the model

The sets of linear differential Equations (9) and (10) can be easily solved analytically. One obtains two sets of solutions—during the n-th AP and before the (n + 1)-th AP with a boundary condition of continuity. After gluing the two solutions at the boundary, the solutions are of the form (11) and (13).

As the next step of analysis one can take the limit $\Delta t \rightarrow 0$ in all the functions of (11) in order to obtain the solutions of (5) with the regularization of the Delta function in the form (7). The kinetic functions $R$ and $E$ and the PSP during the n-th AP, $t \in (t_{AP_n}, t_{AP_{n+1}})$:

$$R(t) = \frac{1}{\tau_i} + A e^{-t/(\beta-\alpha)/2\tau_t} + B e^{-t/(\beta-\alpha)/2\tau_t}$$

$$E(t) = \frac{\tau_t U_{SE}}{\gamma M} + C e^{-t/(\beta-\alpha)/2\tau_t} + D e^{-t/(\beta-\alpha)/2\tau_t}$$

$$V(t) = V_i e^{-t/\tau_c} + V_c + \mu e^{-t/(\beta-\alpha)/2\tau_c} + \nu e^{-t/(\beta-\alpha)/2\tau_c}$$

(11)

where

$$\tau = t - t_{AP_n}$$

$r_c = R(t_{AP_n})$

$E_c = E(t_{AP_n})$

$V_c = V(t_{AP_n})$

$$R_1 = R_c - \frac{1}{\gamma}$$

$$E_1 = E_c - \frac{\tau_t U_{SE}}{\gamma M}$$

$$V_1 = V_c - V_c - \mu - \nu$$

$$V_c = \frac{A_{SE} R_{m}}{A M}$$

$$A = \frac{R_1 (x + \eta) + 2 \tau_t E_1}{2 x}$$

$$B = \frac{R_1 (x - \eta) - 2 \tau_t E_1}{2 x}$$

$$C = \frac{2 \tau_t U_{SE} R_1 + E_1 (x + \eta)}{2 x}$$

$$D = \frac{E_1 (x - \eta) - 2 \tau_t U_{SE} R_1}{2 x}$$

$$\mu = \frac{A_{SE} R_{m}}{\beta - \alpha}$$

$$\nu = \frac{A_{SE} R_{m}}{\beta + \alpha}$$

$$\Delta = \frac{\tau_t U_{SE}}{\Delta M}$$

$$\beta = \frac{\tau_t + \gamma (1 + \frac{U_{SE}}{\Delta M} \tau_t - 1)}{1 + \frac{U_{SE}}{\Delta M} \tau_t}$$

$$\gamma = \frac{1 + \frac{U_{SE}}{\Delta M} \tau_t + \tau_t}{1 + \frac{U_{SE}}{\Delta M} \tau_t}$$

$$\eta = \frac{1 + \frac{U_{SE}}{\Delta M} \tau_t}{1 + \frac{U_{SE}}{\Delta M} \tau_t}$$

(12)

The kinetic functions and the PSP after the offset of the n-th AP, $t \in (t_{AP_n} + \Delta t, t_{AP_{n+1}})$:

$$R(t) = 1 + \left( \frac{E(t_0)}{\tau_c} - 1 \right) e^{-t/(\beta-\alpha)/\tau_c} + \frac{E(t_0)}{\tau_c} e^{-t/(\beta-\alpha)/\tau_c}$$

$$E(t) = \frac{E(t_0)}{\tau_c} e^{-t/(\beta-\alpha)/\tau_c}$$

$$V(t) = \frac{E(t_0)}{\tau_c} + \frac{A_{SE} R_{m}}{\gamma (1 + \frac{U_{SE}}{\Delta M} \tau_t - 1)} \left( e^{-t/(\beta-\alpha)/\tau_c} - e^{-t/(\beta-\alpha)/\tau} \right) + V(t_0) e^{-t/(\beta-\alpha)/\tau}$$

(13)

Obviously, in case of real neurons and synapses, most interesting phenomena are observed when repetitive APs arrive. The simplest case in which depression can be observed is when two APs arrive at the synapse with the inter-spike interval $T$. Some of the published results, e.g. Thomson (1997), are in the form of frequency dependent curves of the ratio of the two-spike PSP integral to the single-spike PSP integral.

Let us denote the single-spike PSP integral as I-PSP-Integral and the two-spike PSP integral as II-PSP-Integral as in Thomson (1997).

It seems advisable to find the exact form of the PSP in the case of two APs with a given inter-spike interval and the two-spike PSP integral to single-spike PSP integral ratio. One can compare it with the experimental results avoiding the time-consuming simulations and determine the role and importance of different model parameters.

Let us assume that two APs arrive at the terminal of the synapse with an inter-spike interval of $T$. The synapse does not hold memory of the previous AP arrivals. Let us define the inter-spike interval as a period between the onset of the first AP and the onset of the second AP. The first AP arrives at the $t_{AP}$. There are four periods:

1. $t \in (t_{AP}, t_{AP} + \Delta t)$: PSP is described by $V(t)$ in (11). As the synapse does not hold memory of any previous spike arrivals the parameters are set to $V_c = 0, E_c = 0$ and $R_c = 1$.

2. $t \in (t_{AP} + \Delta t, t_{AP} + T)$: PSP is described by $V(t)$ in (13). The solution has to be sewn with the previous solution (11) at $t_{AP} + \Delta t$. The sewing constants are $R_1 = R(t_{AP} + \Delta t), E_1 = E(t_{AP} + \Delta t), V_1 = V(t_{AP} + \Delta t)$.

3. $t \in (t_{AP} + T, t_{AP} + T + \Delta t)$: PSP is described by $V(t)$ in (11) The solution has to be sewn with the previous solution (13) at $t_{AP} + T$. The sewing constants $R_2, E_2, V_2$, should be calculated from (12).

4. $t > t_{AP} + T + \Delta t$: PSP is described by $V(t)$ in (13). The solution has to be sewn with the previous solution (11) at $t_{AP} + T + \Delta t$. The sewing constants are $R_3 = R(t_{AP} + T + \Delta t), E_3 = E(t_{AP} + T + \Delta t), V_3 = V(t_{AP} + T + \Delta t)$.

3.1. Measuring STSD

A measure of pair pulse depression used e.g. by Thomson (1997) is the ratio of the integral of excitatory postsynaptic potential (EPSP) of two consecutive APs to the integral of EPSP of a single AP. Using analytical forms for $V(t), (11)$ and (13) the integrals can be also found in a closed form:

I-PSP-Integral

$$V_i = V_1(1 - e^{-t/(\beta-\alpha)/\tau_c}) + V_c + \mu e^{-t/(\beta-\alpha)/\tau_c} + \nu e^{-t/(\beta-\alpha)/\tau_c}$$

$$\hat{V} = -V_\Delta - \mu - \nu$$

(14)
and the initial conditions are $R_\infty = 1$, $E_\infty = 0$, $V_\infty = 0$.

II-PSP-Integral

$$
\dot{V}_m = V_m(1 - e^{-M/T_m}) + V_c\Delta t + \mu_2 \frac{2\tau_i}{\beta + \alpha} (1 - e^{-(\beta - \alpha)T_m})
$$

$$
+ \frac{E_1 \tau_i ASERm}{\tau_i - T_m} (1 - e^{-T_m/T_i}) + V_1 \tau_m (1 - e^{-M/T_m})
$$

$$
+ V_e \Delta t + \mu_2 \frac{2\tau_i}{\beta + \alpha} (1 - e^{-(\beta - \alpha)T_m})
$$

$$
+ \frac{E_2}{\beta + \alpha} (1 - e^{-(\beta - \alpha)T_m}) + E_3 ASERm + V_3 \tau_m
$$

where $\dot{V}_m$ denotes average $V_m$ over $p$ space.

The global dependence of (16) on a given parameter can be characterized by maximizing $RDC_p$ over the other parameters.

$$
\text{max } RDC_p = \text{max}_{Par/p} \left( \frac{\max(\text{DR}) - \min(\text{DR})}{\text{DR}} \right)
$$

where $\text{DR}$ denotes average $\text{DR}$ over $p$ space.

The maximal $RDC_p$ was calculated for the following parameters: $ASERm$, $T_m$, $\tau_i$, $U_{SE}$, $\Delta t$. The remaining parameters $t_r$, $t_i$, $U_{SE}$ were scanned in their physiological range. Estimated maximal $RDC_p$ (18) values obtained by scanning the parameter space $Par$ and ranges of the parameters can be found in Table 1.

The chosen parameter ranges are physiological and taken from Tsodyks and Markram (1997). The chosen $\Delta t$ range is broad to allow different time-scales.

It is clearly seen in Table 1 that the dependence of (16) on $T_m$ and $\Delta t$ is relatively small. $DR$ does not depend on $ASERm$. The latter indicates that the model's dependence on the duration of synaptic stimulation is minimal and it might be advisable to investigate the case when $\Delta t \to 0$. In that case the number of parameters would decrease by one and most of the formulas derived in this article should simplify.

From Table 1 one can read that the $DR$ depends mostly on three parameters: $t_r$, $U_{SE}$ and the inter-spike interval. In order to show dependence of the $DR$ on chosen parameter ($t_r$, $U_{SE}$ and $\tau_i$) and the inter-spike interval $T$, $DR(T)$ curves were drawn in Fig. 2. One can also see in Fig. 2(a) that the depression ratio decreases with increasing $t_r$.

One can see in Fig. 2(c) that the bigger the utilization of synaptic efficacy, the lower the depression ratio (16). The case of Fig. 2(b) is analogous, however, for smaller inter-spike intervals the depression ratio tends to have similar values independent of the value of $\tau_i$ as if the asymptotic values (as $T \to 0$) of the depression ratio did not depend on $\tau_i$. The role of $\tau_r$ diminishes for high frequency of the stimulus.

4. Fitting the model to experimental data

Some of the model parameters $Par = \{ASERm, T_m, \tau_i, \tau_r, U_{SE}, \Delta t\}$ can be measured directly. The recovery time constant $\tau_i$ can be estimated from the time needed for the depression effect to vanish, the parameters $ASERm$ and $T_m$ can be adjusted so that the EPSP amplitude and rise-time agree with those measured experimentally or calculated using the membrane conductance and resistance values. The remaining parameters $\tau_r$ and $U_{SE}$ are difficult to measure directly. One can, however, estimate them fitting the formula (16) to the experimental ratios of two-spike to one spike EPSP integral.

We present here the fit to the data shown in Fig. 2 of Thomson (1997). These experimental data were obtained in the paired pulse depression experiment performed on pyramid–pyramid connections of adult male rats. The pyramid–pyramid connections came from different layers and areas of the neocortex. The linear-regression performed for these data indicates that this form of depression lasts for 60–70 ms (Thomson, 1997).

In the fit the duration of the stimulation of synapse $\Delta t$ was interpreted as the duration of an AP and set as 1 ms. Following the data from Thomson (1997) we set $\tau_r \approx 65$ ms, the amplitude of EPSP to be $(1.4 \pm 1.1)$ mV and the EPSP rise-time to be $(2 \pm 0.7)$ ms.

The remaining parameters $\tau_i$ and $U_{SE}$ were scanned in their physiological regions ($U_{SE} \in (0.15, 0.95)$, Tsodyks and Markram (1997), $\tau_i$ in the range of 1–30 ms). For each scan of the $\tau_i$ and $U_{SE}$ parameter space, $ASERm$ and $T_m$ were adjusted to fit the amplitude of EPSP and the EPSP rise-time. The best-fit parameters minimize the squared residuals. The uncertainty of determined parameters was calculated using the standard method, the second derivative of the sum of squared residuals.

The best-fit curve and experimental data can be found in Fig. 3. Parameters of the fit are presented in Table (2). We found $U_{SE} \approx 0.72$ with 68%-confidence in (0.36, 0.95), and $\tau_i \approx 12$ ms with 68% confidence in (1, 37) ms. Both parameters $U_{SE}$ and $\tau_i$ exhibit such enormous uncertainty values due to the dispersion of the experimental data.

5. Stationary amplitudes of PSC and the kinetic function $E$

One of the most important predictions of Tsodyks and Markram (1997) is that the stationary PSC amplitude decays with
the kinetic function $E$ by (2). Assuming $t_i$ much smaller than both $t_r$ and the inter-spike interval the stationary $E_{st}$ was described as

$$8f^4f_{\text{lim}} E_{\text{st}}(f) = C^2$$

(19)

with the limiting frequency specified as

$$f_{\text{lim}} = \frac{1}{t_r} \frac{U_{SE}}{U_{SE}}$$

(20)

Such property of the synapse precludes the frequency of stimulation as the information carrier.

In order to check if solutions of (11) and (13) also follow (19), we have derived the stationary amplitudes of the kinetic function $E$ in function of frequency. The formula describing the frequency-dependent stationary $E_{st}$ is of the form

$$E_{st}(f) = \frac{\text{numerator}}{\text{denominator}}$$

(21)

The numerator and denominator from Eq. (21) are presented below:

$$\text{numerator} = \frac{a^2}{\tilde{\gamma} \Delta t} \Delta t (x_1 + x_2 - 2) (x_1 + x_2) (x_3 - 2) - 2 \Delta t (x_1 - x_2) (x_3 - 1) (\eta - 2 (\zeta - 1) \tau_c) + (x_1 - x_2)^2 x_3 (4 \tau_1^2 \gamma \tau_r U_{SE} - \Delta \eta^2)$$

$$\text{denominator} = 4 \tau_1^2 \gamma \tau_r U_{SE} (x_1 - x_2) \left( \frac{\alpha}{t_i - t_r} - (x_3 - x_4) + (x_1 - x_2) (x_3 x_4) \right) + \Delta t (\alpha (x_1 + x_2) (x_3 - 2) + (x_1 - x_2) (x_3 \eta) + (x_1 + x_2) (x_4 - 2) - (x_1 - x_2) x_4 \eta)$$

(22)

$x_1, x_2, x_3$ and $x_4$ are of the form:

$$x_1 = e^{-(\beta - \delta) \Delta t / (2 \tau_r \gamma)}$$

$$x_2 = e^{-(\beta - \delta) \Delta t / (2 \gamma \tau_r)}$$

$$x_3 = e^{-1 / \tau_c}$$

$$x_4 = e^{-1 / \tau_r}$$

(23)

and the constants $\alpha, \beta, \gamma, \eta$ are defined in Eq. (12).

Fig. 4 shows dependence of $E_{st}$ (21) on $f$. For the parameters of synapses given in Tsodyks and Markram (1997) the $E_{st}(f)$ plots
show a pronounced decay with increasing frequency. These results agree with Tsodyks and Markram (1997).

However, in case of higher $t_i$ values ($t_i > 3$ ms) $E_{as}(f)$ curves show pronounced decay to an asymptotic non-zero value, $E_{as}$. As one can see in Fig. 4(c) this asymptotic value can be half of $E_{as}(f_{lim})$ and is reached for $f \approx 60$ Hz. As the parameter values of curves in panel (c) of Fig. 4 were obtained in a fit of experimental data, this might indicate that at the pyramid–pyramid connections information can be effectively rate-coded even for frequencies higher than 60 Hz.

As the pulse–frequency $f$ goes to infinity, $E_{as}(f)$ takes the limiting form of

$$E_{as} = \frac{\xi_1}{\Delta t + (t_r + t_i)}$$

### Table 2
Model parameters, fit with fixed $t_r$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>68% confidence in</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>1 ms</td>
<td>–</td>
<td>AP duration</td>
</tr>
<tr>
<td>$\tau_i$</td>
<td>12 ms</td>
<td>(1, 32) ms</td>
<td>Free parameter</td>
</tr>
<tr>
<td>$\tau_r$</td>
<td>65 ms</td>
<td>–</td>
<td>(Thomson, 1997)</td>
</tr>
<tr>
<td>$U_{ax}$</td>
<td>0.70</td>
<td>(0.36, 0.95)</td>
<td>Free parameter (Tsodyks and Markram, 1997)</td>
</tr>
<tr>
<td>$t_m$</td>
<td>1 ms</td>
<td>(1, 3) ms</td>
<td>Fitted to (Thomson, 1997)</td>
</tr>
<tr>
<td>$\lambda_{ax} R_m$</td>
<td>3.5 mV</td>
<td>(3.4, 3.6) mV</td>
<td>Fitted to (Thomson, 1997)</td>
</tr>
</tbody>
</table>

Fig. 4. Frequency-dependent stationary $E$ amplitude curves for different $\Delta t$ values. $E_{as}(f)$ are presented starting from the limiting frequency $f_{lim}$ (20). Parameters of the model in panels (a) and (b) from Tsodyks and Markram (1997). Parameters of the model in panel (c) were provided by the fit to experimental data from Thomson (1997) and are presented in Table 2. Parameters in panel (a): $\tau_r = 450$ ms, $t_i = 3$ ms, $U_{ax} = 0.55$, in panel (b): $\tau_r = 800$ ms, $t_i = 3$ ms, $U_{ax} = 0.67$. Solid line depicts predictions of Tsodyks and Markram (1997).
When $\tau_i \ll \tau_r$, $E_{AS}$ is very small and in accordance with (19). However, in case of $\tau_i$ and $\tau_r$ of the same order of magnitude, $E_{AS}$ is considerable. This is illustrated in panel (c) of Fig. 4.

6. Discussion

We showed that step-regularization (7) of Dirac delta in the TM-model transforms the TM-model to receptor-desensitization model (Destexhe et al., 1994a, b). Thus with the activation of the site before it can be used again. In such a case, the asymptotic values of the stationary current amplitudes (24) are non-zero and can be of a considerable magnitude. This does allow the depressible synapses of similar recovery and inactivation rates to transfer rate-coded information also at high frequencies.
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