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ON THE CLASSICAL GEOMETRY OF EMBEDDED SURFACES

IN TERMS OF POISSON BRACKETS

JOAKIM ARNLIND, JENS HOPPE, AND GERHARD HUISKEN

Abstract. We consider surfaces embedded in a Riemannian manifold of ar-
bitrary dimension and prove that many aspects of their differential geometry
can be expressed in terms of a Poisson algebraic structure on the space of
smooth functions of the surface. In particular, we find algebraic formulas for
Weingarten’s equations, the complex structure and the Gaussian curvature.

1. Introduction

Given a manifold Σ, it is interesting to study in what ways information about the
geometry of Σ can be extracted as algebraic properties of the algebra of smooth
functions C∞(Σ). In case Σ is a Poisson manifold, this algebra has a second (apart
from the commutative multiplication of functions) bilinear (non-associative) alge-
bra structure realized as the Poisson bracket. The bracket is compatible with the
commutative multiplication via Leibniz rule, thus carrying the basic properties of
a derivation.

On a surface Σ, with local coordinates u1 and u2, one may define

{f, h} =
1√
g

(

∂f

∂u1

∂h

∂u2
− ∂h

∂u1

∂f

∂u2

)

,

where g is the determinant of the metric tensor, and one can readily check that
(

C∞(Σ), {·, ·}
)

is a Poisson algebra. Having only this very particular combination
of derivatives at hand, it seems at first unlikely that one can encode geometric
information of Σ in Poisson algebraic expressions. Surprisingly, it turns out that
many differential geometric quantities can be computed in a completely algebraic
way, as stated in Theorem 3.5 and in Theorem 4.1. For instance, the Gaussian
curvature of a surface embedded in R

3 can be written as

K = −1

2

3
∑

i,j=1

{xi, nj}{xj, ni},

where xi(u1, u2) are the embedding coordinates and ni(u1, u2) are the components
of a unit normal vector at each point of Σ.

Let us also mention that our initial motivation for studying this problem came
from matrix regularizations of Membrane Theory. Classical solutions in Membrane
Theory are 3-manifolds with vanishing mean curvature in R

1,d. Considering one of
the coordinates to be time, the problem can also be formulated in a dynamical way
as surfaces sweeping out volumes of vanishing mean curvature. In this context, a
regularization was introduced replacing the infinite dimensional function algebra on
the surface by an algebra of N×N matrices [Hop82]. If we let T (N) be a linear map
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from smooth functions to hermitian N ×N matrices, the regularization is required
to fulfill

lim
N→∞

∣

∣

∣

∣

∣

∣
T (N)(f)T (N)(g)− T (N)(fg)

∣

∣

∣

∣

∣

∣
= 0,

lim
N→∞

∣

∣

∣

∣

∣

∣
N [T (N)(f), T (N)(h)]− iT (N)({f, h})

∣

∣

∣

∣

∣

∣
= 0,

where || · || denotes the operator norm, and therefore it is natural to regular-
ize the system by replacing (commutative) multiplication of functions by (non-
commutative) multiplication of matrices and Poisson brackets of functions by com-
mutators of matrices.

Although we may very well consider T (N)( ∂f
∂u1 ), its relation to T (N)(f) is in

general not simple. However, the particular combination of derivatives found in
T (N)({f, h}) is easily expressed in terms of a commutator of T (N)(f) and T (N)(h).
In the context of Membrane Theory, it is desirable to have geometrical quanti-
ties in a form that can easily be regularized, which is the case for any expression
constructed out of multiplications and Poisson brackets.

2. Preliminaries

To introduce the relevant notations, we shall recall some basic facts about subman-
ifolds, in particular Gauss’ and Weingarten’s equations (see e.g. [KN96a, KN96b]
for details). Let Σ be a two dimensional manifold embedded in a Riemannian man-
ifold M with dimM = 2 + p ≡ m. Local coordinates on M will be denoted by
x1, . . . , xm, local coordinates on Σ by u1, u2, and we regard x1, . . . , xm as being
functions of u1, u2 providing the embedding of Σ in M . The metric tensor on M
is denoted by ḡij and the induced metric on Σ by gab; indices i, j, k, l, n run from
1 to m, indices a, b, c, d, p, q run from 1 to 2 and indices A,B,C,D run from 1 to
p. Furthermore, the covariant derivative and the Christoffel symbols in M will be
denoted by ∇̄ and Γ̄i

jk respectively.
The tangent space TΣ is regarded as a subspace of the tangent space TM and

at each point of Σ one can choose ea = (∂ax
i)∂i as basis vectors in TΣ, and in this

basis we define gab = ḡ(ea, eb). Moreover, we choose a set of normal vectors NA,
for A = 1, . . . , p, such that ḡ(NA, NB) = δAB and ḡ(NA, ea) = 0.

The formulas of Gauss andWeingarten express the relation between the covariant
derivative in M and the covariant derivative in Σ (denoted by ∇) as

∇̄XY = ∇XY + α(X,Y )(2.1)

∇̄XNA = −WA(X) +DXNA(2.2)

where X,Y ∈ TΣ and ∇XY , WA(X) ∈ TΣ and α(X,Y ), DXNA ∈ TΣ⊥. By
expanding α(X,Y ) in the basis {N1, . . . , Np} one can write (2.1) as

∇̄XY = ∇XY +

p
∑

A=1

hA(X,Y )NA,(2.3)

and we set hA,ab = hA(ea, eb). It follows from the above equations that following
relations exist

hA,ab = −ḡ
(

ea, ∇̄bNA

)

(2.4)

(WA)
a
b = gachA,cb,(2.5)
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where gab denotes the inverse of gab. From Gauss’ formula (2.1) one obtains an
expression for the curvature R of Σ in terms of the curvature R̄ of M

g
(

R(X,Y )Z,W
)

= ḡ
(

R̄(X,Y )Z,W
)

− ḡ
(

α(X,Z), α(Y,W )
)

+ ḡ
(

α(Y, Z), α(X,W )
)

,
(2.6)

where X,Y, Z,W ∈ TΣ. The Gaussian curvature K of Σ can be computed as the
sectional curvature (of Σ) in the plane spanned by e1 and e2, i.e.

K =
g
(

R(e1, e2)e2, e1
)

g(e1, e1)g(e2, e2)− g(e1, e2)2
(2.7)

which, by using (2.6), yields

K =
1

g
ḡ
(

R̄(e1, e2)e2, e1
)

+

p
∑

A=1

det(hA,ab)

g
(2.8)

where g = det(gab). We also recall the mean curvature vector, defined as

H =
1

2

p
∑

A=1

(

trWA

)

NA.(2.9)

3. Poisson algebraic formulation

In this section we will prove that one can express many aspects of the differential
geometry of an embedded surface in terms of a Poisson algebra structure introduced
on C∞(Σ). Namely, let ρ : Σ → R be an arbitrary non-vanishing density, i.e. an
object transforming as

ρ̃(v) =

∣

∣

∣

∣

∂(u1, u2)

∂(v1, v2)

∣

∣

∣

∣

ρ
(

u(v)
)

(3.1)

under general coordinate transformations, and define

{f, h} =
1

ρ
εab

(

∂af
)(

∂bh
)

(3.2)

for all f, h ∈ C∞(Σ), where εab is antisymmetric with ε12 = 1. It is straightforward
to check that

(

C∞(Σ), {·, ·}
)

is a Poisson algebra.
The above Poisson bracket also arises from the choice of a volume form on Σ.

Namely, since any 2-form is closed on a two dimensional manifold, a volume form
ω is also a symplectic form. For any smooth function f , a symplectic form defines
a vector field Xf ∈ TΣ associated with f through the relation

ω(Xf , Y ) = df(Y )

for all Y ∈ TΣ. Furthermore, since ω is closed, one defines a Poisson bracket by
setting

{f, h} = ω(Xf , Xh),

which, in local coordinates where ω = ρ(u1, u2)du1 ∧ du2, coincides with (3.2).
Let x1(u1, u2), . . . , xm(u1, u2) be the embedding of Σ, and let n1

A, . . . , n
m
A denote

the components of the normal vector NA. We introduce the following tensors

P ij = {xi, xj}(3.3)

Sij
A =

1

ρ
εab

(

∂ax
i
)(

∇̄bNA

)j
= {xi, nj

A}+ {xi, xk}Γ̄j
kln

l
A,(3.4)
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and by lowering one of the indices one can regard P and SA as maps TM → TM .
Our convention is to lower the second index, i.e

P(X) = P ikḡkjX
j∂i

SA(X) = Sik
A ḡkjX

j∂i

ST
A(X) = ḡikSkj

A X i∂j .

Out of these objects, we define two compound maps TM → TM as

AA(X) = −PST
A(X)(3.5)

BA(X) = PSA(X),(3.6)

whose components in the coordinate basis are

(AA)
i
k =

{

xi, xj
}

ḡjj′{nj′

A , x
k′}ḡk′k + {xi, xj}ḡjj′ Γ̄j′

ll′n
l′

A{xl, xk′}ḡk′k(3.7)

(BA)
i
k = {xi, xj}ḡjj′{xj′ , nk′

A }ḡk′k + {xi, xj}ḡjj′{xj′ , xl}Γ̄k′

ll′n
l′

Aḡk′k.(3.8)

Let us now investigate some properties of the maps defined above.

Proposition 3.1. For X ∈ TM it holds that

SA(X) = −1

ρ
ḡ
(

X, ∇̄aNA

)

εabeb

P(X) = −1

ρ
ḡ
(

X, ea
)

εabeb

P2(X) = − g

ρ2
ḡ
(

X, ea
)

gabeb.

In particular, P(X),SA(X) ∈ TΣ, and for Y ∈ TΣ one obtains P2(Y ) = −(g/ρ2)Y .

Proof. Let us provide a proof for the statements concerning P . The statement
about SA is proven in an analogous way.

Any X ∈ TM is written in coordinates as X i∂i. Applying P to this vector yields

P(X) =
1

ρ
εab

(

∂ax
i
)(

∂bx
j
)

ḡjkX
k∂i =

1

ρ
ḡ
(

X, eb
)

εab
(

∂ax
i
)

∂i

= −1

ρ
ḡ
(

X, ea
)

εabeb.

Applying P once more gives

P2(X) = −1

ρ
ḡ
(

P(X), ea
)

εabeb =
1

ρ2
εabεpqgqaḡ

(

X, ep
)

eb,

and using the fact that ggbp = εabεqpgqa one obtains

P2(X) = − g

ρ2
ḡ(X, ep)g

pbeb,

which proves the statement. �

Since P and SA can be restricted to TΣ, one may consider components both of the
type P i

j and of the type Pa
b . Therefore, there are two possible ways of defining a

trace, namely

TrP = P i
i ,

trP = Pa
a .
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Proposition 3.2. With WA denoting the Weingarten maps it holds that

TrBA = trBA = TrAA = trAA =
g

ρ2
trWA

TrB2
A = trB2

A = TrA2
A = trA2

A =
g

ρ2
trW 2

A.

It turns out that the map BA, when restricted to TΣ, is actually proportional to
the Weingarten map.

Proposition 3.3. For X ∈ TM it holds that

BA(X) = − g

ρ2
ḡ
(

X, ∇̄aNA

)

gabeb,

and, in particular, if Y ∈ TΣ then

BA(Y ) =
g

ρ2
WA(Y ).

Proof. Using the results in Proposition 3.1 one computes

BA(X) = P
(

− 1

ρ
ḡ(X, ∇̄aNA)ε

abeb

)

=
1

ρ2
εabεpqgbpḡ

(

X, ∇̄aNA

)

eq

= − g

ρ2
ḡ
(

X, ∇̄aNA

)

gaqeq.

Let us take Y ∈ TΣ and write Y = Y cec

BA(Y ) = − g

ρ2
Y cḡ(ec, ∇̄aNA)g

abeb =
g

ρ2
Y chA,cag

abeb

=
g

ρ2
Y c(WA)

b
ceb =

g

ρ2
WA(Y ). �

The trace of the squares of P and SA also contain geometric information, as shown
in the next Proposition.

Proposition 3.4. For the maps P and SA it holds that

TrS2
A = trS2

A = − 2

ρ2
det(hA,ab)(3.9)

TrP2 = trP2 = −2
g

ρ2
.(3.10)

Proof. We provide proofs for the statements involving tr. It is easy to see that the
components of SA, when restricted to TΣ, are

(SA)
a
b = −1

ρ
εachA,cb,

which implies that

trS2
A = (SA)

a
c (SA)

c
a =

1

ρ2
εaphA,pcε

cqhA,qa = − 2

ρ2
det(hA).

Similarly, one finds that Pa
b = −gbcε

ca/ρ, which implies that

trP2 = Pa
b Pb

a =
1

ρ2
εcaεpbgbcgap = −2

g

ρ2
. �

From (2.8) it now follows that one can compute the Gaussian curvature in terms
of traces of S2

A. We collect this result, together with the expression for the mean
curvature vector, in the following theorem.
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Theorem 3.5. Let K denote the Gaussian curvature and let H denote the mean

curvature vector of Σ. Then

K =
1

g
ḡ
(

R̄(e1, e2)e2, e1
)

− ρ2

2g

p
∑

A=1

TrS2
A,(3.11)

H =
ρ2

2g

p
∑

A=1

(

TrBA

)

NA.(3.12)

Note that when M = R
m the above expressions become

K = −ρ2

2g

p
∑

A=1

m
∑

i,j=1

{xi, nj
A}{xj, ni

A}(3.13)

H =
ρ2

2g

p
∑

A=1

m
∑

i,j,k=1

{xi, xj}{xj, ni
A}nk

A∂k.(3.14)

Coming back to Weingarten’s formula for the covariant derivative of a normal vector

∇̄XNA = −WA(X) +DXNA,

we have shown that the Weingarten maps WA can be written in terms of BA. One
may ask the question if there is a relation also betweenDXNA and BA? Surprisingly,
there is such a relation. Namely, let

(DX)AB = ḡ
(

NA, DXNB

)

(3.15)

denote the components of the covariant derivative (in the direction of X ∈ TΣ) in
the normal space with respect to the basis N1, . . . , Np. Then one has the following
result.

Proposition 3.6. Let D denote the covariant derivative in the normal space. Then

for all X ∈ TΣ it holds that

ḡ
(

BA(NB), X
)

=
g

ρ2
(DX)AB ,

where (DX)AB denotes the components of DX relative to the basis N1, . . . , Np.

Proof. For a vector X = Xaea, it follows from Weingarten’s formula (2.2) that

(DX)BA = ḡ
(

NB, ∇̄XNA

)

= Xaḡ(NB , ∇̄aNA).

On the other hand, with the formula from Proposition 3.3, one computes

ḡ
(

BA(NB), X
)

= − g

ρ2
ḡ
(

NB, ∇̄aNA

)

gabgbcX
c = − g

ρ2
ḡ
(

NB, ∇̄aNA

)

Xa

= − g

ρ2
(DX)BA =

g

ρ2
(DX)AB .

The last equality is due to the fact that D is a covariant derivative, which implies
that 0 = DX ḡ(NA, NB) = ḡ(DXNA, NB) + ḡ(NA, DXNB). �

Hence, it is possible to state Weingarten’s formula entirely in terms of BA.

Theorem 3.7. Let N1, . . . , Np be an orthonormal basis of the normal space. For

all X ∈ TΣ it holds that

g

ρ2
∇̄XNA = −BA(X) +

p
∑

B=1

ḡ
(

BA(NB), X
)

NB,(3.16)



CLASSICAL GEOMETRY OF EMBEDDED SURFACES AND THEIR POISSON BRACKETS 7

for A = 1, . . . , p.

Let us also note that since α(X,Y ) = Xagac(WA)
c
bY

b, we can also rewrite Gauss’
formula as

∇XY = ∇̄XY − ρ2

g

p
∑

A=1

ḡ
(

BA(X), Y
)

NA.(3.17)

In the particular case when ρ =
√
g all formulas simplify, and the most important

ones become

K =
1

g
ḡ
(

R̄(e1, e2)e2, e1
)

− 1

2

p
∑

A=1

TrS2
A,

H =
1

2

p
∑

A=1

(

TrBA

)

NA,

∇̄XNA = −BA(X) +

p
∑

B=1

ḡ
(

BA(NB), X
)

NB

∇XY = ∇̄XY −
p

∑

A=1

ḡ
(

BA(X), Y
)

NA.

Note that if the ambient manifoldM is pseudo-Riemannian, corresponding formulas
can be worked out when the induced metric on Σ is non-degenerate.

4. Complex structures and the construction of normal vectors

To every Riemannian metric on Σ one can associate an almost complex structure
J through the formula

J (X) =
1√
g
εacgcbX

bea,

and since on a two dimensional manifold any almost complex structure is integrable,
J is a complex structure on Σ. It follows immediately from Proposition 3.1 that
this complex structure can be expressed in terms of P .

Theorem 4.1. Defining JM (X) = (ρ/
√
g)P(X) for all X ∈ TM yields the fol-

lowing results:

(1) JM (X) = J (X) for all X ∈ TΣ,
(2) −J 2

M (X) = gabḡ(X, ea)eb is the projection of X ∈ TM onto TΣ.

It is a standard result that the metric on Σ is hermitian with respect to the complex
structure J and that the Kähler form

Ω(X,Y ) = g
(

X,J (Y )
)

,(4.1)

induces the Poisson bracket

{f, h}Ω =
1√
g
εab

(

∂af
)(

∂bh
)

=
ρ√
g
{f, h}.

Note that when choosing ρ =
√
g (which implies JM = P), the Poisson bracket

induced from Ω coincides with the one defined in (3.2).
Theorem 4.1 also provides an expression for the projection operator in terms of

the Poisson bracket of the embedding coordinates only, with no reference to the
normal vectors. Therefore, one can in principle construct p orthonormal normal
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vectors from x1, . . . , xm as follows: Choose an arbitrary frame Y1, . . . , Ym of TM
and set

Ỹk = Yk + J 2
M (Yk),(4.2)

which implies that Ỹk ∈ TΣ⊥. Then apply the Gram-Schmidt orthonormalization
procedure to Ỹ1, . . . , Ỹm to obtain p orthonormal vectors in TΣ⊥.

Another way of constructing normal vectors is obtained from the following result:

Proposition 4.2. For any choice of j1, . . . , jp−1 ∈ {1, . . . ,m} the vector

Zj1···jp−1
=

ρ

2
√

g(p− 1)!
ḡijεjklj1 ···jp−1

{xk, xl}∂i,(4.3)

where εi1···im is the Levi-Civita tensor, is normal to TΣ, i.e. ḡ(Zj1···jp−1
, ea) = 0

for a = 1, 2.

Proof. The proof consists of a straightforward computation:
√

g(p− 1)!

ρ
ḡ(ea, Zj1···jp−1

) =
1

2
ḡim(∂ax

m)ḡijεjklj1···jp−1
{xk, xl}

=
1

2ρ
εjklj1 ···jp−1

εbc
(

∂ax
j
)(

∂bx
k
)(

∂cx
l
)

= 0,

since a, b, c can only take on two different values and
(

∂ax
j
)(

∂bx
k
)(

∂cx
l
)

is con-
tracted with εjklj1···jp−1

, which is antisymmetric in j, k and l. �

In general, Zj1···jp−1
defines p(p+1)(p+2)/6 normal vectors, and one can again apply

the Gram-Schmidt orthonormalization procedure to extract p orthonormal vectors
in TΣ⊥. However, it turns out that one can use Zj1···jp−1

to construct another set
of normal vectors, avoiding explicit use of the Gram-Schmidt procedure, as follows:
Let I, J, L denote multi-indices of length p − 1, i.e. I = i1 · · · ip−1, and writing
Zi1···ip−1

≡ ZI we introduce

ZJ
I = ḡijZ

i
IZ

Jj .(4.4)

Considered as a matrix over multi-indices, Z is symmetric and we let EI , µI denote
orthonormal eigenvectors and their corresponding eigenvalues. Using the eigenvec-
tors to define

N̂I = EJ
I ZJ ,(4.5)

one finds that ḡ(N̂I , N̂J) = µIδIJ , i.e. the vectors are orthogonal.

Lemma 4.3. For ZJ
I defined as above, it holds that

∑

L

ZL
I ZJ

L = ZJ
I(4.6)

∑

I

ZI
I = p.(4.7)

Proof. Both (4.6) and (4.7) can easily be proven once one has the following result

Zi
KZjK = ḡij +

ρ2

g

(

P2
)ij

.(4.8)
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The above formula is proven using that

εijkKεlmnK = (p− 1)!
(

δ
[l
[iδ

m
j δ

n]
k]

)

= (p− 1)!
[

δliδ
m
j δnk − δliδ

m
k δnj − δljδ

m
i δnk + δljδ

m
k δni − δlkδ

m
j δni + δlkδ

m
i δnj

]

,

which gives

Zi
KZjK =

ρ2

g

[

− 1

2

(

TrP2
)

ḡij +
(

P2
)ij

]

= ḡij +
ρ2

g

(

P2
)ij

.

Formula (4.7) is now immediate, and to obtain (4.6) one simply notes that since
ZJ ∈ TΣ⊥ and P2 projects onto TΣ, it holds that P2(ZJ) = 0. �

From Lemma 4.3 it follows that an eigenvalue of Z is either 0 or 1, which implies that
N̂I = 0 or ḡ(N̂I , N̂I) = 1, and that the number of non-zero vectors is TrZ = ZI

I = p.

Hence, the p non-zero vectors among N̂I constitute an orthonormal basis of TΣ⊥,
and it follows that one can replace any sum over two normal vectors NA by a
contraction of N̂I with N̂ I . As an example, let us work out explicit formulas for
the Gaussian curvature and the mean curvature vector in the case when M = R

m.
For that, it is convenient to have the following lemma at hand.

Lemma 4.4. Defining

Sij(X) =
1

ρ
εab

(

∂ax
i
)(

∇̄bX
)

for X ∈ TM it holds that

TrS(fN)S(hN ′) ≡ Si
j(fN)Sj

i (hN
′) = fhTrS(N)S(N ′)

for all N,N ′ ∈ TΣ⊥ and f, h ∈ C∞(M).

Proof. Using ∇̄bfN = (∂bf)N + f∇̄bN one obtains

Si
j(fN)Sj

i (hN
′) = fhSi

j(N)Sj
i (N

′)

+
1

ρ2
εabεpq

(

∂ax
i
)(

∂bf
)

N j ḡjk
(

∂px
k
)

h
(

∇̄qN
′
)l
ḡli

+
1

ρ2
εabεpq

(

∂ax
i
)

f
(

∇̄bN
)j
ḡjk

(

∂px
k
)(

∂qh
)

N ′lḡli

+
1

ρ2
εabεpq

(

∂ax
i
)(

∂bf
)

N j ḡjk
(

∂px
k
)(

∂qh
)

N ′lḡli

= fhSi
j(N)Sj

i (N
′)

as N j ḡjk
(

∂px
k
)

= N ′lḡli
(

∂ax
i
)

=0 since N,N ′ ∈ TΣ⊥. �

Proposition 4.5. If M = R
m then

K = − ρ4

8g2(p− 1)!

∑

εjklIεimnI{xi, {xk, xl}}{xj, {xm, xn}}(4.9)

H =
ρ4

8g2(p− 1)!

∑

εiklIεk′mnI{xi, xj}{xj, {xk, xl}}{xm, xn}∂k′ .(4.10)
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Proof. When M = R
m we one use equation (3.13) to write

K = −ρ2

2g

p
∑

A=1

m
∑

i,j=1

{xi, nj
A}{xj, ni

A} = −ρ2

2g

∑

I

m
∑

i,j=1

{xi, N̂ j
I }{xj, N̂ i

I}

since exactly p of the vectors N̂I are non-zero and orthonormal. Inserting the

definition of N̂I into the above expression and using Lemma 4.4, together with the
orthonormality of the eigenvectors EI , yields

K = −ρ2

2g

∑

I,J,L

m
∑

i,j=1

{xi, EJ
I Z

j
J}{xj , EL

I Z
i
L}

= −ρ2

2g

∑

I,J,L

EJ
I E

L
I

m
∑

i,j=1

{xi, Zj
J}{xj, Zi

L}

= −ρ2

2g

∑

J

m
∑

i,j=1

{xi, Zj
J}{xj, Zi

J}

which, by inserting the definition of ZI and again using Lemma 4.4, becomes

K = − ρ4

8g2(p− 1)!

∑

εjklIεimnI{xi, {xj , xk}}{xj, {xm, xn}}.

The formula for H can be proven analogously. �
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