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Abstract
Human action recognition remains challenging in realistic videos, where scale and viewpoint changes make the problem complicated. Many complex models have been developed to overcome these difficulties, while we explore using low-level features and typical classifiers to achieve the state-of-the-art performance. The baseline model of feature encoding for action recognition is bag-of-words model, which has shown high efficiency but ignores the arrangement of local features. Refined methods compensate for this problem by using a large number of co-occurrence descriptors or a concatenation of the local distributions in designed segments. In contrast, this article proposes to encode the relative position of visual words using a simple but very compact method called sliding coordinates coding (SCC). The SCC vector of each kind of word is only an eight-dimensional vector which is more compact than many of the spatial or spatial–temporal pooling methods in the literature. Our key observation is that the relative position is robust to the variations of video scale and view angle. Additionally, we design a temporal cutting scheme to define the margin of coding within video clips, since visual words far away from each other have little relationship. In experiments, four action data sets, including KTH, Rochester Activities, IXMAS, and UCF YouTube, are used for performance evaluation. Results show that our method achieves comparable or better performance than the state of the art, while using more compact and less complex models.
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Introduction
Human action recognition has shown its significance in a large amount of applications from video surveillance to human–machine interaction.¹ Nevertheless, to achieve high efficiency and robustness remains challenging due to the difficulties caused by variations, such as actor appearances, view angles, object scales, and so on. Some previous approaches aim at directly representing how human body moves using silhouette motion,² pose matching,³ and shape templates.⁴ The recent tendency is to summarize the overall video appearance, often utilizing spatial–temporal interest points (STIPs)⁵–⁹ and local features, such as 3D gradients,¹⁰ 3D Scale Invariant Feature Transform (SIFT),¹¹ and Histogram of Oriented Gradient (HOG)–Histograms of Oriented Optical Flow (HOF)¹² to build a global representation. These methods have shown great robustness against the scale variance and...
background noises in realistic videos such as Hollywood movies. One key consideration in previous works is the bag-of-words (BoW) representation, where local features are quantized to a dictionary of codes by the clustering algorithm, for example, K-means, then each video is summarized as a distribution histogram, which means only one vector is enough for the representation of the action video. Therefore, BoW has become rapidly popular and the modified BoW models have been constantly developed.

The success of BoW model is due to the avoidance of preprocessing, such as background subtraction, body modeling, and motion estimation, and their robustness to slight scale variance and background noises. However, the key problem of BoW is the ignorance of any spatial–temporal arrangement such as motion trajectory, before–after arrangement, or relative layout of human–object. This problem could cause different classes of action with similar sub-actions to be wrongly recognized as one. In order to solve this problem, many alternatives attempt to model the relationships between neighbor or co-occurrence visual words. Related work could be roughly divided into three categories: (1) using space–time binning method in video segments formed globally at the level of video12,17–19; (2) using the word-centered way where multiple sub-bins or top ranked words are used to describe the local neighborhood of the centered word14,20; and (3) coding the co-occurrence (on a single frame or in the whole video) information between all pairwise words.

Most of these methods concentrate on the local or pairwise neighborhood information. In contrast, this article explores the global view of visual words in the video space. We propose the sliding coordinates coding (SCC) to encode the relative arrangement around each kind of word (the first contribution). In each sliding step, we regard the video space as a 3D Cartesian coordinate system, assign a word as the origin, and compute the counting weight of every other word according to the temporal distance between this word and the origin. Then, the relative arrangement around the origin word is the accumulation of the counting weights of distinct-labeled words in each quadrant. Note that we use a Gaussian mixture model to decide which quadrant a word belongs to, getting a soft assignment of the quadrant label. After sliding the origin across all words in the video, each word gets an eight-dimensional vector representing the relative arrangement around it. Summing the vectors of the same-labeled words results in the final descriptor called SCC vector. Some important aspects of SCC are summarized:

1. The spatial–temporal information is embedded into the SCC vector. Therefore, it does not require any post-processing in the scenarios of action recognition.
2. SCC encodes the arrangement of visual words by relative information; hence, it has high robustness to different action situations with scene changes.
3. SCC representation is more compact than many other spatial or spatial–temporal pooling methods.
4. SCC works with sparse sampling or dense sampling for local feature extraction, and with hard assignment or soft assignment for clustering, as long as they can provide the set of visual words.
5. The dimensionality of SCC vector is just eight times of the size of visual dictionary, that is, the number of clusters.
6. SCC relies on the relative arrangement of visual words, which is entirely objective in each action class. Hence, it dose not involve any extra parameter, for example, the pyramid level or the size of temporal bins.

Recent action data sets mostly contain long-range human activities, for example, getting close and giving a punch to another person, taking out the cup then pooling water then drinking the water off, etc. In order to deal with such data sets, we propose to segment the long video into non-overlapped clips by using a temporal cutting scheme (the second contribution). This scheme involves computing the error processing criterion and naturally relies on the density change of visual words during the observation of the activity. Temporal cutting scheme aims at packaging nearby words that belong to the same small action. Using such a cutting scheme enables the local SCC in one clip to record not only the relative arrangement but also the co-occurrence/nearby relationships of visual words. After computing the SCC vectors in clips, all vectors are summarized into a global SCC vector by summing the vector elements according to the label indices.

The rest of this article is organized as follows. In “Related work” section, we reviewed the relative human action recognition works. The computation of the SCC vector in an unsegmented video is presented in “Shifting coordinates coding” section. Temporal cutting scheme and global SCC are implemented in “Temporal cutting scheme” section. In “Experiments and discussions” section, we evaluate the performance of the proposed method in four public data sets. In “Conclusion and future work” section, we concluded the method and lined out future work.

Related works

Human action recognition has been studied extensively in the field of computer vision. Given the significant literature, we focus on the work which is most relevant to our proposal. The basis of the proposed method is the set of visual words derived from clustering. Different actions may be composed by the same appearance of visual words in different space–time arrangement. Therefore, the most recent progress is due to new local features and models capturing the spatial–temporal arrangement of local features or between human and objects. Related works are roughly divided into two categories in this article.
Space-time binning based methods

This kind of method captures high-level structure by the space–time binning on the whole set of local features. For example, the video is partitioned globally into short clips, then the histogram of prior frames is different from that of after frames. Ryoo proposed to use integral histograms to model how the word distribution changes over a sequence of segments. Such kind of temporal binning method has the problem of making the mode sensitive to the time shifts. Besides the temporal binning, Brendel and Todorovic introduced a generative model describing the space–time structure as a weighted directed graph defined on the over-segmentation of a video. This method learns the structure of complex human activities, in terms of relevant subactivities and their spatiotemporal relations. However, this model lacks the ability to discriminatively disambiguate between repeated structures in videos and the actual parts of the activity. Chen and Grauman proposed an irregular subgraph model in which local topological changes are allowed. Using fixed-size bins always assumes that the proper scale is known or can be estimated for all actions. However, such uniformity is not an inherent character of local features, especially when feature extraction methods are very different.

To deal with scale changes, grid representation in conjunction with the pyramid coding has become very popular. The common idea is to cut the video into a sequence of increasingly finer grids and computes the BoW/Fisher vector in each grid, finally concatenating all vectors. However, the final vector always has high dimensionality depending not only on the cluster number but also on the bin size and the pyramid level. In contrast, the proposed method is much more compact, since the dimension of SCC vector is just the linear times of the cluster number. Moreover, our proposed method offers a global view at the word arrangement by computing the relative position between distinct words, for which the dimensionality of the action descriptor is constrained by the size of vocabulary (i.e. the number of clusters). Moreover, our sliding manner ensures the final descriptor to represent the holistic word arrangement in the video space.

Shifting coordinates coding

For classifying images, Penatti et al. extracted the arrangement of visual words in images using a method called word spatial arrangement (WSA). WSA divides the image plane into four quadrants every time it meets a word then counts the number of features in each quadrant. It is simple but effective for computing the relative arrangement of image parts. Inspired by this work, we propose the SCC to encode the relative arrangement of spatial–temporal words in videos. The intuition of relative position in a three-frame clip is shown in Figure 1. Nevertheless, SCC is not a simple 3D extension of WSA. We have three refined points: (1) we use the soft assignment to decide which quadrant the word belongs to, and we show our difference with WSA in Figure 2; (2) since the action video is time-related and the relative relationship between visual words occurring too far from each other has little meaning, we give a counting weight to each word based on the temporal distance between the word and the current origin, while Penatti’s method counts “1” each time it meets a word; and (3) for computing SCC vector in long-range human activities, we propose a temporal cutting scheme as a complementary.
then counts the occurrences of distinct-labeled words. During the feature extraction, the absolute position in the video space, SCC first assigns one word as the origin, and labeled through preprocessing of feature extraction and clustering. Let us assume that the video sequence, that is, \( w_i \), is the origin. In order to compute the probability of a word belonging to a certain quadrant, the following mixture model is formed

\[
P(\phi_{ij}) = \sum_{m=1}^{M} \psi_m f(\phi_{ij} | \mu_m, \kappa_m)
\]

where \( \psi_m, m = 1, ..., M \), are the mixture weights, satisfying the constraint that \( \sum_{m=1}^{M} \psi_i = 1 \), and \( f(\phi_{ij} | \mu_m, \kappa_m) \), \( m = 1, 2, ..., M \), are the von Mises components. Each component density is a von Mises probability density function of the form as follows

\[
f(\phi_{ij} | \mu_m, \kappa_m) = \frac{e^{\kappa_m \cos(x - \mu_m)}}{2\pi I_0(\kappa_m)}
\]

where \( I_0 \) is the modified Bessel function of order 0, \( \mu_m \) is a measure of location (the distribution is clustered around \( \mu_m \)), and \( \kappa_m \) is a measure of concentration/dispersion. In the formulation above, the parameter set \( \{ \psi_m, \mu_m, \kappa_m \}, m = 1, 2, ..., M \), are estimated by the maximum likelihood algorithm, for which angle samples are computed by random pairs of visual words.

In another aspect, the counting weight always equals to 1 in the algorithm of WSA. In the case of video, an intuition is that the words far away from the origin word should decrease their weights in counting. For images, it is important to measure the spatial nearness for recognizing one object from the whole image which contains backgrounds and other objects. In our case, the nearness is measured just on the \( T \)-axis, since it is assumed that local features are extracted without backgrounds. The formula to compute the counting weight of \( w_j \) when \( w_i \) is the origin word is given as

\[
h(w_i, w_j) = \frac{1}{\sqrt{2\pi} \cdot a \sigma_i} \exp \left( -\frac{(t_i - t_j)^2}{2 \cdot (a \sigma_i)^2} \right)
\]

where \( Q_{i,m} \) represents the set of words located in the \( m \)th quadrant when \( w_i \) is the origin. The function \( h(w_i, w_j) \) is the counting weight of \( w_j \) computed by equation (5).

Prior assumption

The basis of the proposed method is the set of visual words. Hence, it is assumed that local features have been extracted and labeled through preprocessing of feature extraction and clustering. Let us assume that the video \( V \) contains a set of \( N \) visual words \( w_i \) at absolute pixel position \( p_i = (x_i, y_i, t_i) \) with the feature vector \( f_i \), and each word has been assigned a discrete label \( c_i \in \{1, 2, ..., K\} \) from a visual vocabulary containing \( K \) entries. The location of the visual words can be determined using STIPs/cuboids/dense trajectories and so on. Once the set of local features is extracted, they are quantized into a set of discrete labels using a vocabulary generated by the clustering algorithm.

In the following algorithms, we assume that all visual words are detected in a strict order of the observation sequence, that is, \( \forall i, j, i \neq j \), then \( t_i \leq t_j \). Thus, each video clip \( V \) is initially described as a sequence of word tuples

\[
V = \{w_i\}^{N}_{i=1} = \{(p_i, c_i, f_i, c_j)\}^{N}_{i=1}
\]

where \( \sigma' \) and \( \sigma' \) are the spatial and temporal scale generated during the feature extraction. The absolute position in the video space is represented by \( p_i = (x_i, y_i, t_i) \), but the feature vector \( f_i \) indicates the location in the feature space.

Coding algorithm

In the video space, SCC first assigns one word as the origin, divides the clip into \( M \) quadrants by \( X\)-\( Y\)-\( T \)-axis, for example, it is the 3D Cartesian coordinate system when \( M = 8 \), then counts the occurrences of distinct-labeled words.

Assuming that word \( w_i \) is the current origin and the quadrant index is \( m \in \{1, 2, ..., M\} \), the SCC vector element of \( w_i \) is computed as follows

\[
\text{sec}(i, m) = \sum_{\substack{c_j \neq c_i \\wedge \\ w_j \in Q_{i,m}}} h(w_i, w_j)
\]

where \( Q_{i,m} \) represents the set of words located in the \( m \)th quadrant when \( w_i \) is the origin. The function \( h(w_i, w_j) \) is the counting weight of \( w_j \) computed by equation (5).

In the algorithm of WSA, each word is assigned one quadrant index according to its position in the 2D image plane. In contrast, we use a mixture model to compute a soft assignment of the quadrant to make the proposed method more robust to the rotations of view angle. For a word \( w_j \), we have its absolute angle \( \phi_{ij} \) in the coordinate system where \( w_i \) is the origin. In order to compute the probability of a word belonging to a certain quadrant, the following mixture model is formed

\[
P(\phi_{ij}) = \sum_{m=1}^{M} \psi_m f(\phi_{ij} | \mu_m, \kappa_m)
\]

where \( \psi_m, m = 1, ..., M \), are the mixture weights, satisfying the constraint that \( \sum_{m=1}^{M} \psi_i = 1 \), and \( f(\phi_{ij} | \mu_m, \kappa_m) \), \( m = 1, 2, ..., M \), are the von Mises components. Each component density is a von Mises probability density function of the form as follows

\[
f(\phi_{ij} | \mu_m, \kappa_m) = \frac{e^{\kappa_m \cos(x - \mu_m)}}{2\pi I_0(\kappa_m)}
\]

where \( I_0 \) is the modified Bessel function of order 0, \( \mu_m \) is a measure of location (the distribution is clustered around \( \mu_m \)), and \( \kappa_m \) is a measure of concentration/dispersion. In the formulation above, the parameter set \( \{ \psi_m, \mu_m, \kappa_m \}, m = 1, 2, ..., M \), are estimated by the maximum likelihood algorithm, for which angle samples are computed by random pairs of visual words.

In another aspect, the counting weight always equals to 1 in the algorithm of WSA. In the case of video, an intuition is that the words far away from the origin word should decrease their weights in counting. For images, it is important to measure the spatial nearness for recognizing one object from the whole image which contains backgrounds and other objects. In our case, the nearness is measured just on the \( T \)-axis, since it is assumed that local features are extracted without backgrounds. The formula to compute the counting weight of \( w_j \) when \( w_i \) is the origin word is given as

\[
h(w_i, w_j) = \frac{1}{\sqrt{2\pi} \cdot a \sigma_i} \exp \left( -\frac{(t_i - t_j)^2}{2 \cdot (a \sigma_i)^2} \right)
\]
duplicate traverses when the opposite word is the origin. Formula \( j \leftarrow (i + 1) \) to \( N \) in Line 3 is under the assumption that the set of visual words has the time order, that is, \( t_i \) is non-monotone increasing with \( i \).
Experiments and discussions

The experiments are conducted as follows. The first step is to extract local feature descriptors from action sequences. Then, K-means clustering is employed to generate visual words, and our SCC method is used to encode the relative position of visual words, generating compact action representations. At last, we utilize a nonlinear Support Vector Machine (SVM) for classification.

In this section, we first describe the action data sets we used and basic settings for feature extraction. Then, we present the comparisons with baseline and state-of-the-art methods. Finally, we present the influences brought by the parameters in the proposed method.

Data sets

To evaluate the effectiveness and robustness of the proposed method for human action recognition, experiments are conducted in four public data sets: KTH, Rochester Activities, IXMAS, and UCF YouTube. These data sets are very different from each other. KTH involves difficulties, such as shadows and scale changes, whereas Rochester Activities contains the videos that are long-range living activities. IXMAS is filmed at multiple view angles, and UCF YouTube includes low-resolution videos collected from websites.

KTH is an important milestone in the literature of human action recognition, and it has been widely tested, for example, in the works of Kovashka and Grauman, Savarese et al., Messing et al., and Bregonzio et al. The KTH database contains 2391 sequences and all sequences were taken over homogeneous backgrounds with a static camera with 25 frames per second (fps) frame rate. The spatial resolution is 160 × 120 pixels. It contains six types of human actions (walking, jogging, running, boxing, hand waving, and hand clapping) performed by 25 people in four different scenarios: outdoors, outdoors with scale variation, outdoors with varying clothes, and indoors.

Rochester Activities is a high-resolution video data set of activities of daily living. Video was taken at 1280 × 720 pixel resolution, at 30 fps. It contains 10 classes of daily activities: answering a phone, chopping a banana, dialing a phone, drinking water, eating banana, eating snacks, looking up a phone number in a book, peeling a banana, eating food with silverware, and writing on a white board. Each activity is a long-range sample composed by a sequence of sub-actions. Videos are divided into five sets based on five different actors, and each set contains three repetitions of 10 classes. This data set has been tested in the works of Messing et al., Escorcia and Niebles, Glaser and Zelnik-Manor, and Liu et al.

IXMAS is used to evaluate the robustness of the proposed method in videos of multiple view angles. It contains 1980 videos including 13 daily-life motions, each of which is performed three times by 12 individuals. The video sequences were taken at 390 × 291 pixel resolution, at 23 fps, under original views of five cameras. The actors arbitrarily choose position and orientation. We use the first four angles at which the whole body can be seen. Note that the definition of action classes strictly accords to the newest article.

UCF YouTube includes personal action videos collected from Youtube websites. It contains 1168 video sequences in total. This data set has the following properties: (1) steady cameras and shaky cameras; (2) clutter backgrounds; (3) variations in action speed and scale; (4) varying view point; and (5) low resolution. There are 11 categories: basketball shooting, volleyball spiking, trampoline jumping, soccer juggling, horse-back riding, cycling, diving, swinging, golf swinging, tennis swinging, and walking (with a dog). There exist some difficulties that first four actions are easily confused with “jumping,” and all the “swing” actions share some common motions.

Basic settings

The proposed method is transparent to the selection of local feature detector and descriptor. However, different features
are used for different data sets for a fair comparison with other works. Laptev's detector is applied to KTH, Rochester Activities, and IXMAS data sets, to generate sparse STIPs. For the most challenging UCF YouTube, we use a refined detector of the dense trajectory. As shown in Figure 4, the refined detector removes very straight trajectories which are usually detected on passing objects. Both sparse and dense features are described by the 162-dimensional HoG–HoF, following previous work. K-means clustering is applied to generate visual words, with 800 clusters for KTH, 500 clusters for Rochester Activities, 4000 clusters for IXMAS, and 4000 clusters for UCF YouTube. These cluster numbers are referred to or close to the settings proposed by Savarese et al., Glaser and Zelnik-Manor, Wang et al., and Liu et al. Recognition is conducted uniformly using a nonlinear SVM with a \( \chi^2 \) kernel. Leave-one-out-cross-validation is adopted for the training testing. In IXMAS, we use the videos of the first four angles where the whole body can be observed. In each round, the videos at one viewpoint are used for testing, and the rest for training. The recognition accuracy is the ratio of the number of correct predictions and the total number of tests. For performance measure, we report the average accuracy over all classes as the final result. Since random initializations are involved in algorithms, for example, K-means, all reported accuracies are averaged over 10 running results.

![Figure 4. Comparing the original dense trajectory with our refined version. A man is waving his hands in a cluttered scene. It is clear that our refined detector removes the background noises while preserving the trajectories of “waving” which is the target.](image)

**Baseline evaluations**

To evaluate the superiority of the proposed method, comparisons are implemented with: BoW model using HoG–HoF features; BoW model using dense trajectories; the 3D version of WSA, and the component testing in the proposed method using: SCC without soft assignment in the quadrant indexing (i.e. SCC no soft assignment); SCC with all counting weight equals to 1 (i.e. SCC no weighting); SCC without temporal cutting scheme (i.e. SCC no cut); and SCC in conjunction with temporal cutting scheme (i.e. Ours). Corresponding performances are shown in Table 1. The proposed method outperforms the baseline BoW model by 6.14% in the challenging data set UCF YouTube. Moreover, the proposed method gives surprising improvements of 20.66–32.37% in the multiple view IXMAS, which indicates that the relative arrangement information encoded by SCC is highly robust to the view angle changes. Also, we attribute much to the soft assignment of quadrant indexing, since the improvement in angle 2 drops off from 20.98% to 5.50% if “SCC no soft assignment” method is adopted. It is noted that the highest results of IXMAS are obtained in no cut videos. The reason is that IXMAS actions are mostly very simple and short motions such as seeing the watch once with a hand up and down. Temporal segmentation on such simple actions may result in over-segmentation and makes nearby features have no contribution to the SCC vector of each other.

Additionally, we present the results per action class of UCF YouTube, see Table 2. The proposed method gives...
best results for 9 out of total 11 classes when compared with baseline methods.\textsuperscript{31,12}

\textbf{Comparison with the state of the arts}

Table 3 compares our results with the state-of-the-art methods. For different data sets, the state of the arts are different mainly because that some papers only done experiments on specific data sets. Most of them are unsupervised methods using local motion features, except Zhu and Shao\textsuperscript{45} and Escorcia and Niebles.\textsuperscript{36} In KTH, we obtain 98.83\% which is slightly higher than 98.2\% in the works of Sadanand and Corso,\textsuperscript{43} where the experiments were implemented with linear SVM classifiers. Sadanand and Corso\textsuperscript{43} proposed a template model called Action Bank using many high-level action detectors to construct the final representation. Our advantage over this model is that SCC encodes the arrangement/structure of the action video simply by using low-level features. Usually, low-level feature can be extracted very effectively and is flexible to different kinds of video scenario. From this respect, it can be concluded that the proposed method has better applicability than the Action Bank.

Each video in Rochester Activities contains a sequence of sub-actions. SCC with temporal cutting scheme achieves the best accuracy in Rochester, demonstrating that the proposed method can describe the spatial–temporal arrangement of human actions more efficiently.

For recognizing the multiple view videos in IXMAS, our best rate is 77.78\% and is lower than the highest record in the study by Ciptadi et al.\textsuperscript{38} Ciptadi et al.\textsuperscript{38} designed the specific algorithm to solve the problem of cross-view action recognition; however, the proposed method is relatively general to be applies to different scenarios of action recognition. Zhu and Shao\textsuperscript{45} utilized a semi-supervised learning method and obtained the highest accuracy 91.11\% in UCF YouTube. Though the proposed method is unsupervised, it still obtains a very comparable accuracy 90.34\% in this data set.

\textbf{Parameter evaluation}

In IXMAS, the minimum gap size $\varepsilon$ equals $+\infty$, indicating that videos are used without any cut. For parameter evaluation, $K$ is tested with $K \in \{300, 500, ..., 4000\}$, and the tolerance multiplier $a$ is in $\{2^{-3}, 2^{-2}, ..., 2^4\}$. Corresponding recognition accuracies are given in Figure 5. As we can see, when the size of vocabulary $K$ ranges from 300 to 4000,
using bigger size vocabulary always brings better result. The highest accuracy 77.78% is achieved in \( K = 4000 \) and \( a = 4 \) (or \( a = 2 \)). However, it can also be noticed that when \( a \geq 4 \), increasing \( K \) from 2100 to 4000 does not bring much improvement of recognition accuracy, so we do not still increase the vocabulary size. Note that Paper 76 constrains the size of vocabulary referred to the setting of related work.

In KTH, Rochester Activities, and UCF YouTube, we use the default vocabulary sizes which are referred to the settings of related works. Then, we compare the results using the minimum gap size \( \varepsilon \in \{2, 4, 8, 16\} \) and the tolerance multiplier \( a \in \{2^{-3}, 2^{-2}, ..., 2^{4}\} \). Figure 6(a) to (c) presents the results of three data sets. It can be observed that most curves have a tendency of increasing from \( a = 1/16 \) to 1 and decreasing from \( a \geq 16 \).

The algorithm of SCC is based on dividing the space–time domain into eight quadrants, that is, a standard 3D Cartesian coordinate system. Intuitive idea may rise that different partition ways can also be used in the proposed method. Therefore, we vary the size of partition and compare the performance of the proposed method using eight quadrants with the performances using 2, 4, and 16 partitions, see in Figure 7. Specifically, the 2-quadrant

![Figure 6](image1.png)

**Figure 6.** Recognition accuracies correspond to different values of \( \varepsilon \) and \( a \) in KTH, Rochester, and UCF YouTube.

![Figure 7](image2.png)

**Figure 7.** Recognition accuracies using 2, 4, 8, and 16 partitions of the video space.
system is just the partition in time axis, that is, the relative positions include “before” and “after” only. The 4-quadrant system discards the time-axis partition of the standard 3D Cartesian coordinate system, while the 16-quadrant system reserves the time axis and doubles the spatial division into eight partitions. As it is shown in Figure 7, more defined partitions always get better performances for KTH and IXMAS data sets. However, this phenomenon is not the same for recognizing long-range activities in Rochester Activities and the clustered videos in UCF YouTube. The reason might be over-segmentation of the video space brings about too much align deviation during the calculation of SCC vector distances, especially when the vectors are obtained from complicated or noisy videos.

Conclusion and future work

Instead of working toward complex models, this article proposes a simple but efficient way to code the arrangement of local visual words into a compact action descriptor. Basic idea is that using a local SCC to encode the relative positions of visual words in a statistic manner. The descriptor of the whole video is obtained by applying global SCC on all video clips generated by temporal cutting scheme. These steps mainly depend on the neighborhood distribution around each visual word, hence they are free from tedious parameter selection. The proposed method is based on the relative position, so it is robust to the variations of video scale and view angle. And by using a temporal cutting scheme, the proposed method can deal with the data sets which contain long-range human activities. Another advantage of the proposed method lies in that the SCC vector is much more compact than that of co-occurrence or pyramid coding method since its dimensionality is only several times of the cluster number. The performance of SCC vector has been evaluated in four public data sets containing of very different difficulties. We find that using the arrangement of basic visual words and typical SVM classifiers can also achieve the state-of-the-art performance than designing complex action representation. More importantly, the framework of the proposed method is available for using different kinds of local features and clustering algorithms if only they can provide the set of visual words.

The proposed SCC can efficiently encode local spatial–temporal information among short video clips. In future work, we plan to encode long-term spatial–temporal information by combining SCC and temporal pyramid structure. To tackle with speed variations, energy-based temporal pyramid structure can also be used to divide long-term video into multi-scale short clips. The temporal information among clips can be captured by decision level fusion of hierarchical SCC representations.
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