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Abstract

While strong progress has been made in image captioning over the last years, machine and human captions are still quite distinct. A closer look reveals that this is due to the deficiencies in the generated word distribution, vocabulary size, and strong bias in the generators towards frequent captions. Furthermore, humans – rightfully so – generate multiple, diverse captions, due to the inherent ambiguity in the captioning task which is not considered in today’s systems.

To address these challenges, we change the training objective of the caption generator from reproducing ground-truth captions to generating a set of captions that is indistinguishable from human generated captions. Instead of handcrafting such a learning target, we employ adversarial training in combination with an approximate Gumbel sampler to implicitly match the generated distribution to the human one. While our method achieves comparable performance to the state-of-the-art in terms of the correctness of the captions, we generate a set of diverse captions, that are significantly less biased and match the word statistics better in several aspects.

1. Introduction

Image captioning systems have a variety of applications ranging from media retrieval and tagging to assistance for the visually impaired. In particular, models which combine state-of-the-art image representations based on deep convolutional networks and deep recurrent language models have led to ever increasing performance on evaluation metrics such as CIDEr \cite{r91} and METEOR \cite{r111} as can be seen e.g. on the COCO image Caption challenge leaderboard \cite{r81}.

Despite these advances, it is often easy for humans to differentiate between machine and human captions – in particular when observing multiple captions for a single image. As we analyze in this paper, this is likely due to artifacts and deficiencies in the statistics of the generated captions, which in turn becomes more apparent when multiple samples are observed. More specifically, we observe that state-of-the-art systems frequently “reveal themselves” by generating a different word distribution and using smaller vocabulary. An even closer look shows that generalization from the training
set is still challenging and generation is biased to frequent fragments and captions.

Also, today’s systems are evaluated to produce a single caption. Yet, multiple potentially distinct captions are typically correct for a single image – a property that is reflected in human ground-truth. This diversity is equally not reproduced by state-of-the-art caption generators [34, 20].

Therefore, our goal is to make image captions less distinguishable from human ones – an approach that is in the spirit of a Turing Test. We also embrace the ambiguity of the task and extend our investigation to predicting sets of captions and evaluating their quality in particular in terms of the diversity in the generated set. In contrast, predominant approaches to image captioning are trained with an objective to reproduce the captions as provided by the ground-truth.

Instead of relying on handcrafting different loss-functions to achieve our goal, we propose an adversarial training mechanism for image captioning. For this we build on Generative Adversarial Networks (GANs) [13], which have previously successfully mainly been used to generate continuous data distributions such as generating images [8, 27], although exceptions exist [23]. In contrast to images, captions are discrete, which poses a challenge when trying to backpropagate through the generation step. To overcome this obstacle, we use a Gumbel sampler [17, 24] that allows for end-to-end training.

In detail, we look at the problem for caption set prediction for images and discuss metrics to measure the caption diversity and compare it to human ground-truth. We contribute a novel approach towards this problem using an adversarial formulation. The evaluation of our model shows that overall system accuracy is on par to the state-of-the-art, but we greatly increase the diversity of the caption sets and closely match the ground-truth statistics in several measures. Our model produces qualitatively more diverse captions both across images containing similar content (see Figure 1) and when sampling multiple captions for each image (see Figure 2).

2. Related Work

Image Description. Early visual description models rely on first recognizing visual elements, such as objects, attributes, and activities, and then generating a sentence using a variety of methods such as a template model [12], n-gram language model [19], or statistical machine translation [29]. Advances in deep learning have led to end-to-end trainable models which combine deep convolutional networks to extract rich visual descriptors and recurrent networks to generate sentences [10, 35, 18, 25].

Though modern description models are capable of producing coherent sentences which accurately describe an image, they tend to produce generic sentences which are replicated from the train set [9]. Furthermore, an image can correspond to many valid descriptions. However, at test time, sentences generated with methods such as beam search are generally very similar. [34, 20] focus on increasing sentence diversity by integrating a diversity promoting heuristic into standard beam search models. [36] attempts to increase the diversity in caption generation by training an ensemble of caption generators each specializing in different portions of the training set. In contrast, we focus on improving diversity of generated captions using a single model. Our method achieves this by learning a corresponding model using a different training loss as opposed to after training has completed. We note that generating diverse sentence is also a challenge in language-only dialogue generation and has been studied in the linguistic community, see e.g. [20, 21].

When training recurrent description models, the most common method is to predict a word \( w_t \) conditioned on an image and all previous \( \text{ground truth} \) words. At test time, each word is predicted conditioned on an image and previously \( \text{predicted} \) words. Consequently, at test time predicted words may be conditioned on words that were incorrectly predicted by the model. By only training on ground truth words, the model cannot effectively learn to recover when it predicts an incorrect word during training. To avoid this, [4] propose a scheduled sampling training scheme in which begins by training with ground truth words, but then slowly
conditions generated words on words previously produced by the model. When we train our model, we also condition on predicted words which allows our model to learn how to effectively recover from mistakes during generation.

In this work, we formulate our sentence generator as a generative adversarial network. In addition to an image input, we also input a noise vector and train the generator with an adversarial loss. Our discriminator model explicitly encourages generated sentences to be diverse and indistinguishable from human generated sentences. Consequently, our model generates sentences that better reflect the way humans describe images while maintaining similar correctness as determined by a human evaluation.

Generative Adversarial Networks. The Generative Adversarial Networks (GANs) [13] framework learns generative models without explicitly defining a loss from a target distribution. Instead, GANs learn a generator by receiving a loss from a discriminator which tries to differentiate between real and generated samples, where the generated samples come from the generator. When training to generate real images, GANs have shown encouraging results [8, 27]. In all these works the target distribution is continuous. In contrast our target, a sequence of words, is discrete. Applying GANs to discrete sequences is challenging as it is unclear how to best back-propagate the loss through the sampling mechanism.

A few works have looked at generating discrete distributions using GANs. [23] aim to generate a semantic image segmentation with discrete semantic labels at each pixel. Most similar to our work is the concurrent work [21] who also generate text with a GAN, however, they aim to generate a diverse language dialogue of multiple sentences while we aim to diverse sentences for single image. While [21] rely on the reinforcement rule [37] to handle back-propagation through the discrete distribution, we use the Gumbel Softmax [17], see Section 3.1 for further discussion on the difference. The generator training in [21] concurrently updates both the adversarial loss and the maximum likelihood update for each training step. We however train the generator with purely adversarial loss after pre-training.

3. Adversarial Caption Generator

The image captioning task can be formulated as follows: given an input image $x$ the generator $G$ produces a caption, $G(x) = [w_0, \ldots, w_{n-1}]$, describing the contents of the image. There is an inherent ambiguity in the task, with multiple possible correct captions for an image, which is also reflected in diverse captions written by human annotators (we quantify this in Table 4). However, most image captioning architectures ignore this diversity during training. The standard approach to model $G(x)$ is to use a recurrent language model conditioned on the input image $x$ [10, 35], and train it using a maximum likelihood (ML) loss considering every image–caption pair as an independent sample. This ignores the diversity in the human captions during training and results in models that tend to produce generic and commonly occurring captions from the training set, as we will show in Section 5.3.

We propose to address this issue by explicitly training the generator $G$ to produce multiple diverse captions for an input image using the adversarial framework [13]. In adversarial framework, a generative model is trained by pairing it with an adversarial discriminator which tries to distinguish samples produced by the generator from those of true data distribution. The generator is trained with the objective to fool the discriminator, which is optimal when $G$ exactly matches the data distribution. This allows for training generative models without making any restrictive assumptions on the data distribution and using only samples from this distribution. The adversarial framework matches very well with our task. We want to generate sentence samples from the conditional distribution $P(s|x)$, but have only few samples from this distribution in form of human captions to learn from.

To enable adversarial training, we introduce a second network, $D(x, s)$, which takes as input an image $x$ and a caption set $S_p = \{s_1, \ldots, s_p\}$ and classifies it as either real or fake. Providing a set of captions per image as input to the discriminator allows it to look at the diversity in the caption set while making the classification. The discriminator can penalize the generator for producing very similar or repeated captions for an image and thus encourage the generator to produce more diverse captions.

In our setting the discriminator is trained to classify the captions drawn from the reference captions set, $R(x) = \{r_0, \ldots, r_{k-1}\}$, as real while classifying the captions produced by the generator, $G(x)$, as fake. The generator $G$ can now be trained using an adversarial objective, i.e. $G$ is trained to fool the discriminator to classify $G(x)$ as real.
3.1. Caption generator

We use a near state-of-the-art caption generator model based on [31]. It uses the standard encoder-decoder framework with two stages: the encoder model which extracts feature vectors from the input image and the decoder or the language model which translates these features into a word sequence.

**Image features.** Images are encoded using activations from a pre-trained convolutional neural network (CNN). It was found in [31] that it is beneficial to augment the CNN features with explicit object detection features for captioning. Following this, we also extract a small feature vector encoding the presence or absence of an object category and provide as input to the generator.

**Language Model.** Our decoder shown in Figure 3, is adopted from a Long-Short Term Memory (LSTM) based language model architecture presented in [31] for image captioning. It consists of a three-layered LSTM network with residual connections between the layers. The LSTM network takes two image features as input. The first image feature, referred to as $x^t$, is presented to the LSTM at only the time step 0 and shares the input matrix with the word vectors. The second image feature, $x^p$, is accessible by the LSTM at all time-steps and has its own input matrix.

The softmax layer at the output of the generator produces a probability distribution over the vocabulary at each step.

\[
y_t = \text{LSTM}(w_{t-1}, x^p, y_{t-1}, c_{t-1}) \quad (1)
\]

\[
p(w_t|w_{t-1}, x) = \text{softmax} \left[ \beta W_d y_t \right], \quad (2)
\]

where $c_t$ is the LSTM cell state at time $t$ and $\beta$ is a scalar parameter which controls the peakiness of the distribution. We introduce this parameter $\beta$ to control how large a hypothesis space the generator explores during adversarial training and found it crucial to have $\beta$ in the range (2.0, 3.0) to achieve stable GAN training. An additional uniform random noise vector $z$, is input to the LSTM in adversarial training to allow the generator to use the noise to produce diversity.

**Discreteness Problem.** To produce captions from the generator we could simply sample from this distribution $p(w_t|w_{t-1}, x)$, recursively feeding back the previously sampled word at each step, until we sample the END token. One can generate multiple sentences by sampling and pick the sentence with the highest probability as done in [11]. Alternatively we could also use greedy search approaches like beam-search. However, if we directly use these discrete samples as input to the discriminator, we cannot backpropagate through them as they are discontinuous.

Alternatives to overcome this are the reinforce rule/trick [37], using the softmax distribution, or using the Gumbel-Softmax approximation [17, 24].

Using policy gradient algorithms with the reinforce rule/trick [37] allows estimation of gradients through discrete samples [15, 2, 40, 21]. A drawback of this approach is the computational cost. The gradient estimation at intermediate stages of sentence generation needs an estimation of intermediate rewards. To get these intermediate rewards, we need to explore multiple possible completions using monte-carlo search techniques.

Another option is to input the softmax distribution to the discriminator instead of samples. We experimented with this, but we find that the discriminator finds it easy to distinguish between the softmax distribution produced by the generator and the sharp reference samples, and the GAN training fails.

The last option, which we rely on in this work, it to use a continuous relaxation of the samples encoded as one-hot vectors using the Gumbel-Softmax approximation proposed in [17] and [24]. It offers a technique to allow backpropagation through samples from a categorical distribution. The main benefit of this approach is that it plugs into the model as a differentiable node and does not need any additional steps to estimate the gradients.

The Gumbel-Softmax approximation consists of two steps. First Gumbel-Max trick is used to reparametrize sampling from a categorical distribution. So given a random variable $r$ drawn from a categorical distribution parametrized by $\Theta = \theta_0, \cdots, \theta_{v-1}$, $r$ can be expressed as:

\[
r = \text{one} \_ \text{hot} \left[ \arg \max_i \left( g_i + \log \theta_i \right) \right], \quad (3)
\]

where $g_i$’s are i.i.d. random variables from the standard Gumbel distribution. Next the argmax in Equation (3) is replaced with softmax to obtain a continuous relaxation of the discrete random variable $r$.

\[
r' = \text{softmax} \left[ \frac{g_i + \log \theta_i}{\tau} \right], \quad (4)
\]

where $\tau$ is the temperature parameter which controls how close $r'$ is to $r$, with $r' = r$ when $\tau = 0$.

We use straight-through variation of the gumbel-softmax approximation [17] at the output of our generator to sample words during the adversarial training. In the straight-through variation, sample $r$ is used in the forward path and soft approximation $r'$ is used in the backward path to allow backpropagation.

3.2. Discriminator model

The discriminator network, $D$ takes as input a set of captions $S_p = \{s_1, \ldots, s_p\}$ and an image $x$ and classifies $S_p$ as either real or fake. Ideally, we would like $D$ to do this classification based on two criteria: a) whether $s_i \in S_p$ describes the image correctly, b) whether the set $S_p$ is diverse enough to match the diversity in human captions.
To enable this, we use two separate distance measuring kernels in our discriminator architecture as shown in Figure 4. The first kernel computes the distances between the image \( x \) and each sentence in \( S_p \). The second kernel computes the distances between the sentences in \( S_p \). The architecture of these distance measuring kernels is based on the minibatch discriminator presented in [30]. However, in our case we only compute distances between multiple captions corresponding to the same image and not over the entire mini-batch.

First the input captions are encoded into a fixed size sentence embedding vector using an LSTM encoder to obtain vectors \( f(s_i) \in \mathbb{R}^M \). The image feature vector is also embedded into an image embedding vector \( f(x) \in \mathbb{R}^M \). The distances between \( f(s_i), i \in \{1, \ldots, p\} \) are computed as

\[
K_i = T_s \cdot f(s_i) \\
c_i(s_i, s_j) = \exp(-\|K_i - K_j\|_1) \\
d_i(s_i) = \sum_{j=1}^{p} c_i(s_i, s_j) \\
\text{dist}_s(S_p) = [d_1(s_1), \ldots, d_O(s_1), \ldots, d_O(s_p)] \in \mathbb{R}^{p \times O}
\]

where \( T_s \) is a \( M \times N \times O \) dimensional tensor.

Distances between \( f(s_i), i \in \{1, \ldots, p\} \) and \( f(x) \) are obtained with similar procedure as above, but using a different tensor \( T_x \) of dimensions \( M \times N \times O \) to yield \( \text{dist}_x(S_p, x) \in \mathbb{R}^{p \times O} \). These two distance vectors capture the two aspects we want our discriminator to focus on. \( \text{dist}_x(S_p, x) \) captures how well \( S_p \) matches the image and \( \text{dist}_s(S_p, x) \) captures the diversity in \( S_p \). The two distance vectors are concatenated and multiplied with a output matrix followed by softmax to yield the discriminator output probability, \( D(S_p, x) \), for \( S_p \) to be drawn from reference captions.

### 3.3. Adversarial Training

In adversarial training both the generator and the discriminator are trained alternatively for \( n_g \) and \( n_d \) steps respectively. The discriminator tries to classify \( S^r_p \in R(x) \) as real and \( S^g_p \in G(x) \) as fake. In addition to this, we found it important to also train the discriminator to classify few reference captions drawn from a random image as fake, i.e. \( S^r_p \in R(y), y \neq x \). This forces the discriminator to learn to match images and captions, and not just rely on diversity statistics of the caption set. The complete loss function of the discriminator is defined by

\[
L(D) = - \log \left( D(S^r_p, x) \right) - \log \left( 1 - D(S^g_p, x) \right) \tag{5}
\]

The training objective of the generator is to fool the discriminator into classifying \( S^g_p \in G(x) \) as real. We found helpful to additionally use the feature matching loss [30]. This loss trains the generator to match activations induced by the generated and true data at some intermediate layer of the discriminator. In our case we use an \( l_2 \) loss to match the distances \( \text{dist}_s(S_p) \) and \( \text{dist}_x(S_p, x) \). The generator loss function is given by

\[
L(G) = - \log \left( D(S^g_p, x) \right) \\
+ \| \mathbb{E} [\text{dist}_s(S^g_p)] - \mathbb{E} \left[ \text{dist}_s(S^r_p) \right] \|_2 \tag{6} \\
+ \| \mathbb{E} [\text{dist}_x(S^g_p, x)] - \mathbb{E} \left[ \text{dist}_x(S^r_p, x) \right] \|_2,
\]

where the expectation is over a training mini-batch.

### 4. Experimental Setup

We conduct all our experiments on the MS-COCO dataset [5]. The training set consists of 83k images with five human captions each. All the results reported here, except in Section 5.4, use the standard publicly available test split of 5000 images [18]. Section 5.4 uses a validation split of 5000 images.

For image feature extraction, we use activations from \( \text{res}^{5c} \) layer of the 152-layered \( \text{ResNet} \) [14] convolutional neural network (CNN) pre-trained on ImageNet. The input images are scaled to \( 448 \times 448 \) dimensions for \( \text{ResNet} \) feature extraction. Additionally we use features from the VGG network [32] in our ablation study in Section 5.4. Following [31], we additionally extract 80-dimensional object detection features using a Faster Region-Based Convolutional Neural Network (RCNN) [28] trained on the 80 object categories in the COCO dataset. The CNN features are input to both the generator (at \( x_p \)) and the evaluator. Object detection features are input only to the generator at the \( x_i \) input and is used in all the generator models reported here.
4.1. Insights in Training the GAN

It is well known that GAN training is sensitive to hyper-parameters [3]. This was observed in our experiments as well. Here we discuss some settings which helped stabilize the training of our models.

We found it necessary to pre-train the generator using standard maximum likelihood training. Without pre-training, the generator gets stuck producing incoherent sentences made of random word sequences. We also found pre-training the discriminator on classifying correct image-caption pairs against random image-caption pairs helpful to achieve stable GAN training.

We train the discriminator for 5 iterations for every update to the generator. Additionally we periodically monitor the classification accuracy of the discriminator and train it further if the accuracy drops below 75%. This helps prevent the generator from updating using a bad discriminator.

Without using the feature matching term in the generator loss, the GAN training was found to be unstable and needed a maximum likelihood update to the generator with every adversarial update. This was also reported in [21]. However using the feature matching loss removed the necessity for the ML update and we do not use ML update in any of the models reported here.

A good range of values for the Gumbel temperature was found to be (0.1, 0.8). Beyond this range we found training to be unstable, but within this range the results were not sensitive to it. We use a fixed temperature setting of 0.5 in the experiments reported here. The softmax scaling factor, \( \beta \), in (2), is set to value 3.0 for training of all the adversarial models reported here. The sampling results are also with \( \beta = 3.0 \).

5. Results

We conduct experiments to evaluate our adversarial caption generator w.r.t. two aspects: how human-like the generated captions are and how accurately they describe the contents of the image. Using diversity statistics and word usage statistics as a proxy for measuring how closely the generated captions mirror the distribution of the human reference captions, we show that the adversarial model is more human-like than the baseline. Using human evaluation and automatic metrics we also show that the captions generated by the adversarial model performs similar to the baseline model in terms of correctness of the caption.

We refer to the baseline models as Base and the adversarial models as Adv in all tables. The extension -bs indicates captions obtained from beamsearch and -samp refer to captions obtained by sampling.

5.1. Measuring if captions are human-like

Diversity. We analyze n-gram usage statistics, compare vocabulary sizes and other diversity metrics presented below to understand and measure the gaps between human written captions and the automatic methods and show that the adversarial training helps bridge some of these gaps.

To measure diversity of the captions generated for the entire test set we use:
- Vocabulary Size - number of unique words used in all generated captions
- % Novel Sentences - percentage of generated captions not seen in the training set.

To measure diversity in a set of captions, \( S_p \), corresponding to a single image we use:
- \( div.1 \) - ratio of number of unique unigrams in \( S_p \) to number of words in \( S_p \). Higher is more diverse.
- \( div.2 \) - ratio of number of unique bigrams in \( S_p \) to number of words in \( S_p \). Higher is more diverse.
- mBleu - Bleu score is computed between each caption in \( S_p \) against the rest. Mean of these \( p \) Bleu scores is the mBleu score. Lower values indicate more diversity.

Correctness. Just generating diverse captions is not useful if the captions do not correctly describe the content of an image. To measure the correctness of the generated captions we use two automatic evaluation metrics Meteor [7] and SPICE [1]. However since it is known that the automatic metrics do not correlate very well with human judgments of the correctness of a caption, we also report results from human evaluations comparing the baseline model to our adversarial model.

5.2. Comparing caption accuracy

Table 1 presents the comparison of our adversarial model to the baseline model. Both the baseline and the adversarial models use ResNet features. The beamsearch results are with beam size 5 and sampling results are with taking the best of 5 samples (in model’s probability).

Table 1 also shows the metrics from some recent methods from the image captioning literature. The purpose of

<table>
<thead>
<tr>
<th>Method</th>
<th>Meteor</th>
<th>Spice</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATT-FCN [39]</td>
<td>0.243</td>
<td>–</td>
</tr>
<tr>
<td>MSM [38]</td>
<td>0.251</td>
<td>–</td>
</tr>
<tr>
<td>KWL [22]</td>
<td>0.266</td>
<td>0.194</td>
</tr>
<tr>
<td>Ours Base-bs</td>
<td>0.272</td>
<td>0.187</td>
</tr>
<tr>
<td>Ours Base-samp</td>
<td>0.265</td>
<td>0.186</td>
</tr>
<tr>
<td>Ours Adv-bs</td>
<td>0.239</td>
<td>0.167</td>
</tr>
<tr>
<td>Ours Adv-samp</td>
<td>0.236</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Table 1: Meteor and Spice metrics comparing performance of baseline and adversarial models.
this comparison is to illustrate that we use a strong baseline and that our baseline model is competitive to recent published work, as seen from the Meteor and Spice metrics.

Comparing baseline and adversarial models in Table 1, the adversarial model does worse in terms of meteor scores and overall spice metrics. When we look at Spice scores on individual categories shown in Table 2 we see that adversarial models excel at counting relative to the baseline and describing the size of an object right.

However, it is well known that automatic metrics do not always correlate with human judgments on correctness of a caption. A primary reason the adversarial models do poorly on automatic metrics is that they produce more unique sentences using much larger vocabulary and rarer n-grams, as will be shown in the following section. Thus, they are less likely to do well on metrics relying on n-gram matches.

To verify this claim, we conduct human evaluations comparing captions from the baseline and the adversarial model. Human evaluators are shown an image and a caption each from the two models and are asked “Judge which of the two sentences is a better description of the image (w.r.t. correctness and relevance)”. The choices were either of the two sentences or to report that they are the same. Results from this evaluation are presented in Table 3. We can see that both adversarial and baseline models perform similarly, with adversarial models doing slightly better. This shows that despite the poor performance in automatic evaluation metrics, the adversarial models produce captions that are similar, or perhaps even slightly better, in accuracy to the baseline model.

### 5.3. Comparing vocabulary statistics

To characterize how well the captions produced by the automatic methods match the statistics of the human written captions, we look at n-gram usage statistics in the generated captions. Specifically, we compute the ratio of the actual count of an n-gram in the caption set produced by a model to the expected n-gram count based on the training data.

Given that an n-gram occurred m times in the training set we can expect that it occurs $m \times |\text{test-set}|/|\text{train-set}|$ times in the test set. However actual counts may vary depending on how different the test set is from the training set. We compute these ratios for reference captions in the test set to get an estimate of the expected variance of the count ratios.

The left side of Figure 5 shows the mean count ratios for uni-, bi- and tri-grams in the captions generated on test-set plotted against occurrence counts in the training set. Histogram of these ratios are shown on the right side.

Count ratios for the reference captions from the test-set are shown in green. We see that the n-gram counts match well with between the training and test set reference captions and the count ratios are distributed around 1.0 with a small variance.

The baseline model shows a clear bias towards more frequently occurring n-grams. It consistently overuses more frequent n-grams (ratio $>1.0$) from the training set and under-uses less frequent ones (ratio $<1.0$). This trend is seen in all the three plots, with more frequent tri-grams particularly prone to overuse. It can also be observed in the histogram plots of the count ratios, that the baseline model does a poor job of matching the statistics of the test set.

Our Adversarial model does a much better job in matching these statistics. The histogram of the uni-gram count ratios are clearly closer to that of test reference captions. It does not seem to be significantly overusing the popular words, but there is still a trend of under utilizing some of the rarer words. It is however clearly better than the baseline model in this aspect. The improvement is less pronounced with the bi- and tri-grams, but still present.

Another clear benefit from using the adversarial training is observed in terms of diversity in the captions produced by the model. The diversity in terms of both global statistics and per image diversity statistics is much higher in captions produced by the adversarial models compared to the baseline models. This result is presented in Table 4. We can see that the vocabulary size approximately doubles from 1085 in the baseline model to 2176 in the adversarial model using beamsearch. A similar trend is also seen comparing the sampling variants. As expected more diversity is achieved when sampling from the adversarial model instead of using beamsearch with vocabulary size increasing to 2671 in Adv-samp. The effect of this increased diversity can be seen in the qualitative examples shown in Figure 7. More qualitative samples are included in the supplementary material.

We can also see that the adversarial model learns to construct significantly more novel sentences compared to the baseline model with Adv-bs producing novel captions
72.53% of the time compared to just 44.27% by the beam-bs. All three per-image diversity statistics also improve in the adversarial models indicating that they can produce a more diverse set of captions for any input image.

Table 4 also shows the diversity statistics on the reference captions on the test set. This illustrates that although adversarial models show considerable improvement over the baseline, there is still a gap in diversity statistics when compared to the human written captions, especially in vocabulary size.

Finally, Figure 6 plots the vocabulary size when considering words occurring at least $k$ times, with varying $k$. This figure illustrates that the increase in vocabulary size in adversarial models is not obtained by just using some new words once but that it does indeed better mirror the vocabulary of the human captions in the test set.

### 5.4. Ablation Study

We conducted experiments to understand the importance of different components of our architecture on the validation set. The results are presented in Table 5. The baseline model for this experiment uses VGG [32] features as $x_p$ input and is trained using maximum likelihood training and is shown in the first row of Table 5. The other four models use adversarial training.

We see that adversarial training with a discriminator evaluating a single caption does badly. Both the diversity and meteor score drop compared to the baseline. In this setting the generator can get away with producing one good caption for an input image as the discriminator is unable to penalize the lack of diversity in the generator.

However, as expected adversarial training using a discriminator evaluating 5 captions at a time does substantially better in terms of diversity.

Additionally using feature matching loss further improves diversity metrics and also slightly improves accuracy in terms of meteor score. Finally upgrading to the ResNet [14] gives a huge boost in terms of Meteor score and also slight increase in vocabulary size. With ResNet features, the
Figure 7: Some qualitative examples comparing captions generated by the our model to the baseline model

Table 5: Performance comparison of various configurations of the adversarial caption generator on the validation set.

<table>
<thead>
<tr>
<th>Image Feature</th>
<th>Evalset size (p)</th>
<th>Feature Matching</th>
<th>Meteor</th>
<th>Div_2</th>
<th>Vocab. Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG baseline</td>
<td></td>
<td></td>
<td>0.247</td>
<td>0.44</td>
<td>1367</td>
</tr>
<tr>
<td>VGG 1 No</td>
<td></td>
<td></td>
<td>0.179</td>
<td>0.40</td>
<td>812</td>
</tr>
<tr>
<td>VGG 5 No</td>
<td></td>
<td></td>
<td>0.197</td>
<td>0.52</td>
<td>1810</td>
</tr>
<tr>
<td>VGG 5 yes</td>
<td></td>
<td></td>
<td>0.207</td>
<td>0.59</td>
<td>2547</td>
</tr>
<tr>
<td>ResNet 5 yes</td>
<td></td>
<td></td>
<td>0.236</td>
<td>0.55</td>
<td>2671</td>
</tr>
</tbody>
</table>

We also notice that the generator learns to ignore the noise input term. This is because there is sufficient stochasticity in the generation process due to sequential sampling of words and thus the generator doesn’t need the additional noise input. Similar observation was reported in other conditional GAN architectures [16, 26]

6. Conclusions

In this work, we have presented an adversarial caption generator model which is explicitly trained to generate diverse captions for images. We achieve this by utilizing a discriminator network designed to promote diversity and use the adversarial learning framework to train our generator. Results show that our adversarial model produces captions which are diverse and match the statistics of human generated captions significantly better than the baseline model. The adversarial model also uses larger vocabulary and is able to produce significantly more novel captions. The increased diversity is achieved while preserving accuracy of the generated captions, as shown through a human evaluation.
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7. Supplementary Material

We present several qualitative examples to illustrate the strengths of our adversarially trained caption generator. All the examples are from the sampled versions of the adversarial (adv-samp) and the baseline (base-samp) models presented above. We show qualitative examples to highlight two main merits of the adversarial caption generator. First, we demonstrate diversity when sampling multiple captions for each image in Section 7.1. Next, we illustrate diversity across images in Section 7.2.

7.1. Illustrating diversity in captions for each image

To qualitatively demonstrate the diverse captions produced by the our adversarial model for each image, we visualize three captions produced by the adversarial and the baseline model for each input image. This is shown in figures 8 and 9. The captions are obtained by retaining the top three caption samples out of five (ranked by models’ probability) from each model. Here bi-grams which are top-100 frequent bi-grams in the training set are highlighted in red (e.g., “a group” and “group of”). Additionally captions which are replicas from training set are marked with a ‘•’ symbol. We can see that adversarial generator produces more diverse sets of captions for each image without over-using more frequent bi-grams and producing more novel sentences. For example, in the two figures, we see that the baseline model produces 22 captions (out of 45) which are copies from the training set, whereas the adversarial model does so only six times.

7.2. Illustrating diversity across images

Adversarial model produces diverse captions across different images containing similar content, whereas the baseline model tends to use common generic captions which is mostly correct but not descriptive. We quantify this by looking at the most frequently generated captions by the baseline model on the test set in Table 6. Note that here we consider only the most likely caption according to the model. Table 6 shows that the baseline model tends to repeatedly generate identical captions for different images. Compared to this, adversarial model is less prone to repeating generic captions, as seen in Table 7. This is visualized in Figures 10, 11 and 12. Here we show sets of five images for which the baseline model generates identical generic caption. The five images are picked from among the images corresponding to captions in Table 6, starting from the most frequent caption. Some entries are skipped, for example the caption in the last row, to avoid repeated concepts. While the baseline model produces a fixed generic caption for these images, we see that the adversarial model produces diverse captions and which is more often specific to the contents of image. For example, in the last row of Figure 10 we can see that the baseline model produces the generic caption "a man riding a wave on top of a surfboard" whereas captions produced by the adversarial model include more image specific terms like "jumping", "turn", "steep" and "cross country skiing".

Table 6: Most frequently repeated captions generated by the baseline model on the test set of 5000 images. The caption "a man riding a wave on top of a surfboard" is also the most frequently generated caption by the adversarial model, albeit less than half the times of the baseline model.

<table>
<thead>
<tr>
<th>Sentence</th>
<th># baseline</th>
<th># adversarial</th>
</tr>
</thead>
<tbody>
<tr>
<td>a man riding a wave on top of a surfboard</td>
<td>54</td>
<td>20</td>
</tr>
<tr>
<td>a bathroom with a toilet and a sink</td>
<td>44</td>
<td>1</td>
</tr>
<tr>
<td>a baseball player swinging a bat at a ball</td>
<td>37</td>
<td>2</td>
</tr>
<tr>
<td>a man riding skis down a snow covered slope</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>a man holding a tennis racquet on a tennis court</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>a bathroom with a sink and a mirror</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>a man riding a snowboard down a snow covered slope</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>a baseball player holding a bat on a field</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>a man riding a skateboard down a street</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>a bus is parked on the side of the road</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>· · · · · · · · ·</td>
<td>· · · · ·</td>
<td>· · · · ·</td>
</tr>
</tbody>
</table>

Table 7: Most frequently repeated captions generated by the adversarial model on the test set of 5000 images.

<table>
<thead>
<tr>
<th>Sentence</th>
<th># adversarial</th>
<th># baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>a man riding a wave on top of a surfboard</td>
<td>20</td>
<td>54</td>
</tr>
<tr>
<td>a skateboarder is attempting to do a trick</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>a female tennis player in action on the court</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>a living room filled with furniture and a flat screen tv</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>a bus that is sitting in the street</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>a long long train on a steel track</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>a close up of a sandwich on a plate</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>a baseball player swinging at a pitched ball</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>a bus that is driving down the street</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>a boat that is floating in the water</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>· · · · · · · · ·</td>
<td>· · · · ·</td>
<td>· · · · ·</td>
</tr>
<tr>
<td>Adv-samp</td>
<td>Base-samp</td>
<td>Adv-samp</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>a red motorcycle parked on the side of the road</td>
<td>a man riding a motorcycle down a street</td>
<td>a red motorcycle parked on a street in a city</td>
</tr>
<tr>
<td>a motor cycle parked outside a building with people nearby</td>
<td>a group of people riding bikes down a street</td>
<td>a row of bicycles parked outside of a building</td>
</tr>
<tr>
<td>a motor bike parked in front of a building</td>
<td>a group of people watching a skateboarder do stunts</td>
<td>a person walking by</td>
</tr>
<tr>
<td>a row of bicycles parked outside of a building</td>
<td>a group of skateboarders performing tricks at a skate park</td>
<td>a person walking by</td>
</tr>
<tr>
<td>a police officer on a motorcycle in front of a crowd of people</td>
<td>a group of skateboarders watch as others watch</td>
<td></td>
</tr>
<tr>
<td>a police officer on his motorcycle in front of a crowd</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: Comparing 3 captions sampled from adversarial model to the baseline model. Bi-grams which are top-100 frequent bi-grams in the training set are highlighted in red. Captions which are replicas from training set are marked with a •.
<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>a long line of stairs leading to a church</td>
<td>a large building with a large window and a building</td>
</tr>
<tr>
<td>a large cathedral filled with lots of pews</td>
<td>a row of benches in front of a building</td>
</tr>
<tr>
<td>a cathedral with stained glass windows and few people</td>
<td>a church with a large window and a large building</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>a large church with a very tall tower</td>
<td>a large clock tower in a city</td>
</tr>
<tr>
<td>a large tall brick building with a clock on it</td>
<td>a large clock tower in a city with a sky background</td>
</tr>
<tr>
<td>a church steeple with a clock on its side</td>
<td>a large clock tower in the middle of a park</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>a large building with a large window and a building</td>
<td>a row of benches in front of a building</td>
</tr>
<tr>
<td>a large clock tower in a city</td>
<td>a church with a large window and a large building</td>
</tr>
<tr>
<td>a row of benches in front of a building</td>
<td>a large clock tower in the middle of a park</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>a family enjoying pizza at a restaurant party</td>
<td>a group of people sitting at a table with pizza</td>
</tr>
<tr>
<td>a group of friends enjoying pizza and drinking beer</td>
<td>a group of people sitting at a table with pizza and drinks</td>
</tr>
<tr>
<td>a group of kids enjoying pizza and drinking beer</td>
<td>a group of people sitting at a table with pizza</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>a view of a city street at dusk</td>
<td>a city street with many buildings and buildings</td>
</tr>
<tr>
<td>a city street with tall buildings</td>
<td>a view of a city intersection in the evening</td>
</tr>
<tr>
<td>a traffic light in a city</td>
<td>a traffic light in a city with tall buildings</td>
</tr>
<tr>
<td>a traffic light in a city with tall buildings</td>
<td>a traffic light and a street sign on a city street</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Adv-samp</th>
<th>Base-samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>several stop signs in front of some buildings</td>
<td>a stop sign in front of some buildings</td>
</tr>
<tr>
<td>a stop sign in front of some graffiti writing</td>
<td>a stop sign in front of some graffiti writing</td>
</tr>
</tbody>
</table>

Figure 9: Comparing 3 captions sampled from adversarial model to the baseline model.
Figure 10: Illustrating diversity across images
Figure 11: Illustrating diversity across images
Figure 12: Illustrating diversity across images