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Abstract

Deep models are the de facto standard in visual decision models due to their impressive performance on a wide array of visual tasks. However, they are frequently seen as opaque and are unable to explain their decisions. In contrast, humans can justify their decisions with natural language and point to the evidence in the visual world which led to their decisions. We postulate that deep models can do this as well and propose our Pointing and Justification (PJ-X) model which can justify its decision with a sentence and point to the evidence by introspecting its decision and explanation process using an attention mechanism. Unfortunately there is no dataset available with reference explanations for visual decision making. We thus collect two datasets in two domains where it is interesting and challenging to explain decisions. First, we extend the visual question answering task to not only provide an answer but also a natural language explanation for the answer. Second, we focus on explaining human activities which is traditionally more challenging than object classification. We extensively evaluate our PJ-X model, both on the justification and pointing tasks, by comparing it to prior models and ablations using both automatic and human evaluations.

1. Introduction

Humans are surprisingly good at explaining their decisions, even though their explanations do not necessarily align with their initial reasoning [43] and they arguably do not have full conscious access to their decision process. Still, explaining one’s decisions is an integral part of human communication, understanding, and learning. Therefore, we aim to build models that can justify their decisions, something which comes naturally to humans. Explanations can take many forms. For example, humans can explain their decisions using natural language, or by pointing to visual evidence. Thus, we propose a model which provides both textual justifications and exposes which image regions are important for a decision by providing visualizations of attention.

Generating convincing justifications requires models to not only recognize objects, activities, and attributes, but discuss which visual elements are important for a decision. For example, consider Figure 1 in which two images of people playing baseball are shown. In both examples, the question “What sport is this?” is asked, and the model correctly answers “Baseball”. Though both images share common visual elements (e.g., people and baseball bats), the textual explanations reflect the differences in the two images: while one justifies the answer “Baseball” with the fact that one player is “holding a bat”, the other justifies the answer with the fact that one player is “swinging a bat”.

In addition to producing textual explanations, we want to introspect the model and point to the evidence in the im-

Figure 1: For a given question and corresponding image, we predict the answer and explain it by generating a natural language justification and introspect the model with two attention mechanisms, the first for the answer (vqa_att) and the second for the explanation (exp_att); e.g. we point to the evidence for the answer (baseball) and the explanation (holding versus swinging a bat) specific to the image.
2. Related Work

Here, we review relevant work on explanations, visual question answering with attention and activity recognition.

Explanations. Early works on textual explanation are mostly template based. [19] proposes explanation systems for medical applications, [24] [40] [10] propose explanations as a feedback to improve simulated training for special teaching programs, [28] proposes a model to explain robot actions. [23] evaluates methods developed to explain Bayesian networks and [21] proposes a system that determines the motivation for a decision by recalling the situation in which the decision was made, and replaying the decision under variants of the original situation. Most recently [19] developed a deep network to generate natural language justifications of a fine-grained object classifier. However, unlike our model, it does not consider explaining decisions visually and the model is trained on descriptions rather than reference explanations.

In addition to providing textual explanations, [12] [6] have attempted to explain model decisions by finding discriminative visual patches that are related to the prediction. Other models [47] [14] [48] aim to understand which intermediate features are important for a classification decision, e.g. what does a certain neuron represent. Recently [17] proposed to tackle the problem of indicating the evidence of a prediction through guided backpropagation and occlusion. Our model provides visual justification of a prediction through an integrated attention mechanism.

[7] proposed breaking explanation models into two classes: introspection and justification systems. While introspection systems aim to convey exact details of a decision process, justification systems aim to provide evidence that a decision is sound. This division is also seen in human cognition. [43] points out that human reasoning process does not necessarily align with the explanations they give. In other words, the internal mechanism behind a decision may not be perfectly captured by the textual justification. However, the justification is still useful as it provides evidence for why a particular decision is made. Especially, it can be significantly valuable when deploying systems in real world scenarios where users may not have domain knowledge in deep networks or machine learning. In this paper, we propose a model that attempts to provide both justifications and introspection via natural language and attention respectively, thereby providing more comprehensive explanations for a classification decision.

The justifications and introspection that our model provides are multimodal explanations in the form of text and attention map—which many of the previous methods do not provide in combination—and this is an intuitive way to convey knowledge about what is important to the network without requiring domain knowledge.
Visual Question Answering and Attention. Initial approaches to VQA used full-frame representations \[29\], but most recent approaches use some form of spatial attention \[46, 45, 49, 8, 44, 38, 15\]. We base our method on \[15\], i.e. winner of VQA 2016 challenge, and predict a latent weighting (attention) of spatially localized image features based on the question. The weighted image representation rather than the full frame representation is then used as a basis for answering the question. \[11\] shows that human gaze attention and attention in VQA systems are different. Concurrently to this work, \[22\] have explored the element-wise product for VQA just as we do in our method, however our model uses L2 normalization after the bilinear feature while \[22\] does not.

Activity Recognition. Recent work that tackles activity recognition in still images relies on a variety of cues, such as pose and global context, to achieve good results \[34, 30\]. However, although cues like pose may influence model performance, activity recognition models are not capable of indicating which factors influence a decision process. In contrast, explanations aim to reveal which parts of an image are important for a classification. For example, it might be clear that someone is doing yoga based purely on pose, whereas an activity like mountain biking might require context, such as outdoor scenery, to properly classify. Our explanations attempt to bridge this gap and justify which parts of an image, whether it be pose or context, are most important for a classification decision.

3. Visual Explanation Datasets

We start by introducing our two explanation datasets: Visual Question Answering Explanation (VQA-X) and MPI Human Pose Activity Explanation (ACT-X). A summary of dataset statistics is presented in Table 1.

### VQA Explanation Dataset (VQA-X)

The Visual Question Answering (VQA) dataset \[3\] contains open-ended questions about images which require understanding vision, natural language, and commonsense knowledge to answer. The dataset consists of approximately 200K MSCOCO images \[27\], with 3 questions per image and 10 answers per question. A question may be associated with multiple images and an answer may correspond to multiple questions. We select 20K question/answer (QA) pairs from the VQA training set and 2K QA pairs from the VQA validation set, which are later divided into 1K QA pairs each for validation and testing. Since there are multiple answers per question, we only consider questions where at least 8 of the answers agree and pick the most common answer as the ground truth. The QA pairs were selected based on a few simple heuristics that would remove pairs that require trivial explanations, such as Q: “What is the color of the banana?” etc. We collected 1 explanation per data point for the training set and 5 explanations per data point for the validation and test sets. The annotators were asked to provide a proper sentence or clause that would come after the proposition “because” as explanations to the provided image, question, and answer triplet. Some examples for both descriptions, i.e. from MSCOCO dataset, and our explanations are presented in Figure 2. In comparison to the descriptions, our explanations focuses on the visual evidence that pertains to the question and answer instead of generally describing objects in the scene.

### Action Explanation Dataset (ACT-X)

The MPI Human Pose (MHP) dataset \[2\] contains 25K images extracted from videos downloaded from Youtube. From the MHP dataset, we selected all images that pertain to 367 activities, resulting in 17,019 images total. For the training set of 15,786 images, we collected a single explanation for the activity whereas for the remaining images, i.e. validation set, test
4. Pointing and Justification Model (PJ-X)

The goal of our work is to justify with natural language why a decision was made, and point to the evidence for both the decision and the textual justification provided by the model. We deliberately design our Pointing and Justification Model (PJ-X) to allow training these two tasks as well as the decision process jointly. Specifically we want to rely on natural language justifications and the classification labels as the only supervision. We design the model to learn how to point in a latent way. For the pointing we rely on an attention mechanism [4] which allows the model to focus on a spatial subset of the visual representation. As the model ignores all spatial visual features it does not (or insignificantly) attend to, this pointing also allows at the same time to introspect the model. Our model uses two different attentions, one to make predictions and another to generate explanations.

An overview of our double attention model is presented in Figure 4. Below we detail our explanation model for visual question answering and then highlight the difference when predicting activities.

4.1. PJ-X for Visual Question Answering

We first detail how we predict the answer given image and question. Then, given additionally the answer, we generate the textual justification. In both cases we include a latent attention mechanism which allows to introspect where the model looks at or points to.

Learning to answer. In visual question answering the goal is to predict an answer given a question and an image. To be able to introspect the answering process we want the model to select the area of the image which gives the evidence for the answer. This can be achieved using an attention model. Here we follow the state-of-the-art MCB attention model [15], but replace the MCB with an element-wise multiplication. Adding a fully-connected layer for embedding the visual feature before element-wise multiplication and applying L2 normalization after that lead to similar performance, but much faster training. Comparison on the VQA dataset [3] between our model and the state-of-the-art model can be found in Section 5.2.

We extract spatial image features $f(I, n, m)$ from the last convolutional layer of ResNet-152 followed by $1 \times 1$ convolutions ($f^I$) giving a $2048 \times N \times M$ spatial image feature. We encode the question $Q$ with a 2-layer LSTM $f^Q(Q)$. We combine this and the spatial image feature using element-wise multiplication followed by L2 normalization and Dropout, and two more layers of $1 \times 1$ convolutions with ReLU in between, which operate on the spatial feature map location $n \in N$ and $m \in N$:

$$f^{I/Q}(I, n, m, Q) = (W_1 f^I(I, n, m) + b_1) \odot f^Q(Q)$$  \hspace{1cm} (1)
$$f^{I/Q}(I, Q) = L2(f^{I/Q}(I, Q))$$  \hspace{1cm} (2)
$$\hat{\alpha}_{pointA}^{pointA}(I, n, m, Q) = f^{pointA}(I, n, m, Q)$$  \hspace{1cm} (3)
$$= W_3 \rho(W_2 f^{I/Q}(I, Q) + b_2) + b_3$$  \hspace{1cm} (4)

with ReLU $\rho(x) = \max(x, 0)$. This process gives us a $N \times M$ attention map $\hat{\alpha}_{n, m}$. We apply softmax to produce a normalized soft attention map, which aims to point at the evidence of the answer $(pointA)$:

$$\alpha_{pointA}^{pointA} = \frac{\exp(\hat{\alpha}_{pointA}^{pointA})}{\sum_{i=1}^{N} \sum_{j=1}^{M} \exp(\hat{\alpha}_{i, j}^{pointA})}$$ \hspace{1cm} (5)

The attention map is then used to take the weighted sum over the image features and this representation is once again combined with the LSTM feature to predict the answer $\hat{y}$ as
Learning to justify. We argue that to generate a textual justification for VQA, we should condition it on the question, the answer, and the image. For instance, to be able to explain “Because they are Vancouver police” in Figure 2, the model needs to see the question, i.e. “Can these people arrest someone?”, the answer, i.e. “Yes” and the image, i.e. the “Vancouver police” banner on the motorcycles.

We model this by first using a second attention mechanism and then using the localized feature as input to a LSTM which generates the explanations. In this way we hope to uncover which parts of the image contain the evidence for the justification.

More specifically, the answer predictions are embedded in a \( d \)-dimensional space followed by \( \tanh \) non-linearity and a fully connected layer:

\[
f_y^{Embed} (\hat{y}) = W_6 (\tanh (W_5 \hat{y} + b_5)) + b_6 \tag{10}
\]

To allow the model to learn how to attend to relevant spatial location based on the answer, image, and question, we combine this answer feature with Question-Image embedding \( f^{IQ} (I, Q) \). After applying \( 1 \times 1 \) convolutions, element-wise multiplication followed by L2 normalization and Dropout, the resulting multimodal feature is flattened to a \( 14 \times 14 \) attention map similarly as the previous attention step.

\[
f^{IQA} (I, n, m, Q, \hat{y}) = (W_7 f^{IQ} (I, Q, n, m) + b_7) \circ f_y^{Embed} (\hat{y}) \tag{11}
\]

\[
f^{IQA} (I, Q, \hat{y}) = L2 (f^{IQA} (I, Q, \hat{y})) \tag{12}
\]

\[
\alpha_{n,m}^{pointX} = \frac{\exp (\alpha_{n,m}^{pointX})}{\sum_{i=1}^{N} \sum_{j=1}^{M} \exp (\alpha_{n,m}^{pointX})} \tag{16}
\]

Using this second attention map, we compute the attended visual representation, and merge it with the LSTM feature that encodes the question and the embedding feature that encodes the answer:

\[
f_X (I, Q, \hat{y}) = (W_{10} \sum_{x=1}^{N} \sum_{y=1}^{M} \alpha_{n,m}^{pointX} f^I (I, n, m) + b_{10}) \tag{17}
\]

\[
\circ (W_{11} f^Q (Q) + b_{11}) \tag{18}
\]

\[
\circ f_y^{Embed} (\hat{y}) \tag{19}
\]
This combined feature is then fed into an LSTM decoder to generate explanations that are conditioned on image, question, and answer.

It predicts one word \(w_t\) at each time step \(t\) conditioned on the previous word and the hidden state of the LSTM:

\[
h_t = f^{LSTM}(f^X(I,Q,\hat{y}), w_{t-1}, h_{t-1}) \tag{20}
\]

\[
w_t = f^{pred}(h_t) = \text{Softmax}(W^{pred}h_t + b^{pred}) \tag{21}
\]

4.2. PJ-X for Activity Recognition

Although activities may also have a question associated with them, e.g. “what is this person doing?”, the question is always going to be the same for all the images, and thus the PJ-X for Activity Recognition omits the question encoding part from the PJ-X for VQA. As a result, the first step, defined in [Equation 1] through [Equation 9], which is used to predict an answer, is no longer conditioned on the question.

Just as in PJ-X for VQA, the PJ-X for Activity Recognition can be divided into two parts: activity classification and activity explanation. For activity classification, we deploy a similar pipeline used in the answering part of PJ-X for VQA. We extract image features from the last convolutional layer of ResNet-152, followed by \(1 \times 1\) convolutions with ReLU, and one more layer of \(1 \times 1\) convolutions which gives us a \(N \times M\) attention map. We apply softmax to produce a normalized soft attention map, which is used to take the weighted sum over the ResNet features to create an attention feature. The attention feature is followed by a fully connected layer that gives us the activity predictions.

For activity explanation, we embed the predictions into a 300-dim space followed by \(\tanh\) non-linearity and a fully connected layer that produces a vector of 2048-dim, which we tile to \(2048 \times N \times M\). In order to generate a second attention map that is conditioned on the answer, we create a multimodal feature similarly as before. To allow the model to learn how to attend to relevant spatial location based on the activity, we need to combine the answer embedding with the \(N \times M\) spatial visual feature (feature after applying \(1 \times 1\) convolutions to the ResNet feature) by element-wise multiplication followed by L2 normalization and Dropout. This multimodal feature is flattened to an attention map through two \(1 \times 1\) convolutions with ReLU in between. As a result, we finally get the second 2048-dim attention feature, which is again combined with the answer embedding. This combined feature is then fed into an LSTM decoder to generate explanations that are conditioned on image and answer.

5. Experiments

In this section, we evaluate both textual justification and visual pointing tasks. For textual justification, we compare to ablations and related approaches on our VQA-X and ACT-X datasets based using automatic and human evaluation for the generated explanations [Section 5.3]. For visual pointing, we compare our attention maps to several baselines and report quantitative results with corresponding analysis [Section 5.4]. Finally, we show qualitative results for both tasks [Section 5.5].

We begin with detailing our experimental setup [Section 5.1] and evaluate our VQA model on the VQA task [3] which is the basis for our explanation models [Section 5.2].

5.1. Experimental Setup

Dataset Splits. There are 3 data splits for the VQA-X dataset: training set (20K QA pairs with 1 explanation per pair, 18,357 images), validation set (1K QA pairs with 5 explanations per pair, 991 images), and test set (1K QA pairs with 5 explanations per pair, 1000 images). The ACT-X dataset also consists of 3 splits with training set having 15,786 images with 1 explanation per image, the validation set having 580 images with 4 explanations per image, and finally the test set having 653 images with 4 explanations per image. We train all our models in the experiments on the training set, finetune hyperparameter settings on the validation set, and report results on the test set.

Model Training and Hyperparameters. For VQA our model is pre-trained on the VQA training set [3] to achieve state-of-the-art performance on predicting answers, but we fix the weights for fine-tuning on explanations as the dataset is significantly smaller. The spatial feature size of our model is \(N = M = 14\), and for VQA we classify with the 3000 most frequently occurring answers on the training set (i.e. \(|Y| = 3000\)). For activity recognition, \(|Y| = 367\). We set the answer embedding size as \(d = 300\).

Ablations for Textual Justification. For our ablation studies, we re-implemented the state-of-the-art captioning model [13] with an integrated attention mechanism which we refer to as “Captioning Model”. This model only uses images and does not use class labels, i.e. the answer in VQA-X and the activity label in ACT-X. It first takes in the \(2048 \times 14 \times 14\)-dim ResNet feature and applies two convolutions with ReLU in between to create an attention map. The attention map is used to generate the attention feature over the ResNet features. The resulting attention feature is embedded once using a fully connected layer and this is passed to the LSTM to generate explanations. Comparisons with [19] were also made. [19] generates explanatory sentences by using ResNet features extracted from the entire image. Generated sentences are conditioned on both the image and class predictions. The explanations are trained with a discriminative loss which enforces the generated sentence to contain class-specific information. In the experiment, [19] is trained on descriptions. “Ours on Descriptions” is also trained on descriptions, but has an integrated attention mechanism that is used to generate textual expla-
nations as well as to point to the evidence of the explanation. "Ours w/o Exp-Attention" is similar to [19] in the sense that there is no attention mechanism for generating explanations, however, it does not use the discriminative loss and is trained on explanations instead of descriptions.

**Baselines for Visual Pointing.** In order to evaluate if the attention of our model corresponds to where humans think the evidence for the answer and justification is, we collect attention maps from humans for both VQA-X and ACT-X datasets. Human-annotated attention maps are collected via Amazon Mechanical Turk in two different ways. First, annotators are provided with an image, divided into $14 \times 14$ grid, and an answer (question and answer pair for VQA-X, class label for ACT-X). They are asked to select up to 4 locations in the grid that most prominently show the visual evidence for the answer. For the second round, annotators are given the same grid and the answer, but they are also provided with the ground-truth explanation. This time, they are asked to select up to 4 locations that most prominently show the visual evidence for the explanation. For each image, we collect 3 attention maps of each type, totaling 6 attention maps per image. We call these two types of annotated attention maps answer-based ground truth (Ans-based GT) and explanation-based ground truth (Exp-based GT), respectively.

We compare our model against the following baselines: *One Point Random:* randomly attends to a single point in the grid. *Uniform Map:* generates attention map that is uniformly distributed over the $14 \times 14$ grid. *Saliency Map* [20]: attends to the most salient parts of the image.

**Evaluation Metrics.** For textual justification, we use BLEU-4 [32], METEOR [5], ROUGE [25], CIDEr [41] and SPICE [11] metrics to determine the degree of similarity between generated and ground truth sentences. Among these metrics, BLEU-4 counts the number of matches among the n-grams in generated and reference sentences. METEOR is computed by matching words, but unlike BLEU, it uses WordNet [31] to also match the synonyms. CIDEr counts common n-grams which are TF-IDF weighted which rewards sentences for mentioning phrases which are uncommon in the dataset. ROUGE measures the n-gram recall between the generated and reference sentence, whereas BLEU is a precision-based measure. SPICE metric maps reference and candidate captions in a dependency parse tree encoding the objects, attributes, and relations between them.

The metrics that we use for visual pointing are Weighted Overlap and Earth Mover’s Distance (EMD) [37]. Weighted Overlap computes the weighted sum of two attention maps, i.e. the more the generated attention map agrees with the annotated map, the higher the score. However, since Weighted Overlap is a point-by-point comparison, it may not capture the spatial similarity of two attention maps. To address this issue, we use the Earth Mover’s Distance (EMD) which measures the distance between two probability distributions over a region. It reflects the minimum amount of work that must be performed to transform one distribution into the other by moving "distribution mass." EMD matches spatial similarity better than Weighted Overlap in that it captures the notion of distance between two sets or distributions instead of two single points. We use the code from [33] to compute EMD.

### 5.2. Visual Question Answering Model

The VQA model that we use throughout the experiments is based on the state-of-the-art MCB model [15], but trains and evaluates faster (reduction by about 30%). The main difference between the two models is how they combine two different representations and create multimodal features.

Our VQA model encodes the image with ResNet and the question with an LSTM, just as in the MCB model. However, instead of doing Compact Bilinear Pooling [16] between the two representations, our model simply embeds the encoded image feature using $1 \times 1$ convolutions and applies element-wise multiplication between the embedding and the LSTM feature. Whereas the MCB model tries to create a rich multimodal feature by approximating the outer product of two representations, our model simply embeds the proper alignment of the representations so that when merged with element-wise multiplication, it creates a feature that is as powerful as the MCB feature. Similar to [15], the merged representation is normalized by applying signed square root and L2-normalization. This improved model leads to an increase of 0.5% when training on the training set, and 0.8% when training on train-val.

### 5.3. Textual Justification

We first discuss automatic evaluation and then human evaluation of our approach.

#### 5.3.1 Automatic Evaluation

We present results of our ablation study on our VQA-X dataset in Table 3. Our general observation is that both at-
tention and our explanations help to improve the results. The details are as follows. Our explanations help as all the model variants that use explanations (i.e. “Captioning Model”, “Ours w/o Exp-Attention” and “Ours”) outperform the model trained on descriptions (i.e. “Ours on Descriptions”). This is expected as MSCOCO sentences describe the entire scene and are generic, therefore they do not necessarily talk about the interesting aspects of the scene where the attention is focused on. On the other hand, the integrated attention mechanism helps improve the captioning accuracies in most metrics as “Ours” model outperforms “Ours w/o Exp-Attention”. We conclude from this result that attention is indeed an important cue when the task is to generate natural language justifications of an answer.

Similarly, the results of our ablation study performed on our ACT-X dataset in Table 4 clearly show that “Ours” leads to the highest results in all evaluation metrics. The effect of attention can be validated by noticing that both “Ours” and “Captioning Model” which are trained with attention outperform “Ours w/o Exp-Attention” in every metric. “Ours” performs better than “Captioning Model” suggesting that conditioning sentence generation on the predicted activity is important. Similar to our observations on VQA-X dataset, our results on ACT-X dataset indicate that ground truth explanations are more discriminative of the action label compared to descriptions, as “Ours” performs significantly better than “Ours on Descriptions”. This is expected as the descriptions on this dataset focuses on the clothing and the tools the person might be carrying, which are not necessarily the important cues for recognizing activities. We also observe from Table 4 that our method outperforms [19].

5.3.2 Human Evaluation

As automatic evaluation of sentences are highly dependent on the reference descriptions and have shown to not always correspond well to human judgments, we also compare generated explanations through human evaluation. We randomly choose 250 images from the test sets of the VQA-X and ACT-X datasets, respectively. We then ask 3 humans for each image to judge whether a generated explanation is better than, worse than, or equivalent to a ground truth explanation (we note that human judges do not know what explanation is ground truth and the order is randomized). We report the percentage of generated explanations which are equivalent to or better than ground truth human explanations, when at least 2 out of 3 human judges agree.

On the VQA-X dataset (Table 3), the “Captioning Model,” which is the only model that is not conditioned on the question and answer pair, performs considerably worse than all other methods. Also, training with description data leads to worse performance (compare “Ours on Descriptions” to “Ours”). This is expected on the VQA-X dataset since the descriptions frequently discuss content which is not relevant to questions. However, even though it is trained on a different type of sentence data, our model trained on descriptions (“Ours on Descriptions”) still performs better than the “Captioning Model” suggesting that

Table 3: VQA Explanations (VQA-X). Evaluated automatic metrics: BLEU-4 (B), METEOR (M), ROUGE (R), CIDEr (C) and SPICE (S). Reference sentence for human and automatic evaluation is always an explanation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Training Data</th>
<th>Attention for Explanation</th>
<th>QA Conditioned</th>
<th>Automatic evaluation</th>
<th>Human eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours on Descriptions</td>
<td>Descriptions</td>
<td>Yes</td>
<td>Yes</td>
<td>0.081</td>
<td>34.0</td>
</tr>
<tr>
<td>Captioning Model</td>
<td>Explanations</td>
<td>Yes</td>
<td>No</td>
<td>0.171</td>
<td>24.8</td>
</tr>
<tr>
<td>Ours w/o Exp-Attention</td>
<td>Explanations</td>
<td>No</td>
<td>Yes</td>
<td>0.251</td>
<td>43.2</td>
</tr>
<tr>
<td>Ours</td>
<td>Explanations</td>
<td>Yes</td>
<td>Yes</td>
<td>0.253</td>
<td>41.6</td>
</tr>
</tbody>
</table>

Table 4: Activity Explanations (ACT-X). Evaluated automatic metrics: BLEU-4 (B), METEOR (M), ROUGE (R), CIDEr (C) and SPICE (S). Reference sentence for human and automatic evaluation is always an explanation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Training Data</th>
<th>Attention for Explanation</th>
<th>Act. Conditioned</th>
<th>Automatic evaluation</th>
<th>Human eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>Descriptions</td>
<td>No</td>
<td>Yes</td>
<td>0.101</td>
<td>22.5</td>
</tr>
<tr>
<td>Ours on Descriptions</td>
<td>Descriptions</td>
<td>Yes</td>
<td>Yes</td>
<td>0.099</td>
<td>40.4</td>
</tr>
<tr>
<td>Captioning Model</td>
<td>Explanations</td>
<td>Yes</td>
<td>No</td>
<td>0.274</td>
<td>24.4</td>
</tr>
<tr>
<td>Ours w/o Exp-Attention</td>
<td>Explanations</td>
<td>No</td>
<td>Yes</td>
<td>0.238</td>
<td>14.4</td>
</tr>
<tr>
<td>Ours</td>
<td>Explanations</td>
<td>Yes</td>
<td>Yes</td>
<td>0.339</td>
<td>33.6</td>
</tr>
</tbody>
</table>
Table 5: Evaluation of pointing, with Weighted Overlap metric (in %, higher is better). Ans-based GT is an attention map generated by humans based on the answer/class labels. Exp-based GT is an attention map generated by humans based on the explanation labels. Ans-att denotes the attention map used to predict the answer whereas exp-att denotes the attention map used to generate explanations.

<table>
<thead>
<tr>
<th>Approach</th>
<th>VQA Explanations (VQA-X)</th>
<th>Activity Explanations (ACT-X)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ans-based GT</td>
<td>Exp-based GT</td>
</tr>
<tr>
<td>One Point Random</td>
<td>1.70</td>
<td>1.80</td>
</tr>
<tr>
<td>Uniform Map</td>
<td>2.04</td>
<td>2.05</td>
</tr>
<tr>
<td>Saliency Map [18, 20]</td>
<td>3.75</td>
<td>3.76</td>
</tr>
<tr>
<td>Ours (ans-att)</td>
<td><strong>8.22</strong></td>
<td><strong>[8.02]</strong></td>
</tr>
<tr>
<td>Ours (exp-att)</td>
<td>[5.72]</td>
<td><strong>5.73</strong></td>
</tr>
</tbody>
</table>

Table 6: Evaluation of pointing, with Earth Mover’s Distance (EMD) metric (lower is better). Ans-based GT is an attention map generated by humans based on the answer/class labels. Exp-based GT is an attention map generated by humans based on the explanation labels. Ans-att denotes the attention map used to predict the answer whereas exp-att denotes the attention map used to generate explanations.

<table>
<thead>
<tr>
<th>Approach</th>
<th>VQA Explanations (VQA-X)</th>
<th>Activity Explanations (ACT-X)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ans-based GT</td>
<td>Exp-based GT</td>
</tr>
<tr>
<td>One Point Random</td>
<td>6.29</td>
<td>6.30</td>
</tr>
<tr>
<td>Uniform Map</td>
<td>5.06</td>
<td>5.07</td>
</tr>
<tr>
<td>Saliency Map [18, 20]</td>
<td>4.29</td>
<td>4.28</td>
</tr>
<tr>
<td>Ours (ans-att)</td>
<td><strong>3.75</strong></td>
<td>[3.77]</td>
</tr>
<tr>
<td>Ours (exp-att)</td>
<td>[3.97]</td>
<td><strong>3.96</strong></td>
</tr>
</tbody>
</table>

conditioning explanation generation on questions and answers is very important for good performance on the VQA-X dataset.

On the ACT-X dataset (Table 4), we find that attention is important for good performance, with models which exclude attention (Table 4 and “Ours w/o Exp-Attention”) performing worse than other models trained with similar data. Similar to experiments on the VQA-X dataset, comparing the "Captioning Model" to our final model demonstrates that conditioning on the predicted activity is important for good performance. In contrast to the VQA-X dataset, “Ours on Descriptions” performs extremely well on human evaluation for a number of reasons. When collecting the ACT-X dataset, we instruct workers to avoid mentioning an activity class in the explanation. However, the descriptions for the same images frequently mention the activity being performed. Hence, as illustrated in Figure 5, sentences generated with models trained on description frequently mention an activity class. We believe that mentioning the activity class leads to low scores using automatic metrics (as collected reference explanations do not mention the activity class), but leads to higher human evaluation scores, especially since humans are asked to compare a generated result which includes the activity class in the explanation, to collected explanations which never include the activity class. Additionally, there are 3x more descriptions than explanations which may lead to better grammar and sentence cohesiveness for models trained on description data.

5.4. Visual Pointing

We present the results on the visual pointing task on our VQA-X and ACT-X datasets in Table 5 and Table 6. We observe that our model outperforms all other methods in VQA-X for both metrics. For ACT-X, our attention map for predicting answer (ans-att) performs slightly worse than the Saliency Map against the explanation-based GT on EMD, but our model in general outperforms all other methods for both metrics.

It is important to note that our model generates two different attention maps for generating answers and explanations, and the highlighted numbers show that each attention map performs best in correspondence to what the ground-truth is conditioned on. Brackets around the numbers indicate the results of our model when comparing non-corresponding attention maps, that we add for completeness. When taking such correspondence in consideration, the weak performance of ans-att discussed above is not significant since it performs the best against the Ans-based GT.

The relatively high number on Weighted Overlap for Ours (ans-att) on ACT-X can be attributed to the fact that
ans-att is highly focused and peaky, resulting in higher scores when aligned correctly with the human-annotated maps.

Figure 5: Sentences generated by "Ours with Description" and "Ours." As discussed in Section 5.3.2, the model trained on descriptions mentions the activity class (noted in red) explicitly in the sentences.

5.5. Qualitative Results

In this section we present our qualitative results on VQA-X and ACT-X datasets demonstrating that our model generates high-quality sentences and the attention maps point to relevant locations in the image.

VQA-X. Figure 6 shows qualitative results on our VQA-X dataset. Our textual explanations are able to both capture common sense and discuss specific image parts important for answering a question. For example, when asked if a room looks clean, the explanation model is able to discuss what it means for something to be clean, i.e. "there is not clutter and it is spotless". When determining the kind of vehicle which requires discussing specific image parts, the textual explanation discusses the wheels and the fact that the vehicle has a motor.

Visually, we notice that our attention model is able to point to important visual evidence. For example, for the question "What is the bird doing?" the visual explanation focuses on the bird. For questions like "What game is this?" the model focuses on particular sports equipment which are important for the final answer. Moreover, supporting our initial claims, the attention map that leads to the correct answer and the attention map that leads to a relevant explanation look different, e.g. "monitor has a picture on it" requires looking at the image with a wider angle. Our final observation is that for the pointing task, our generated attention map agrees with the points that human observers deem important, e.g. "playing soccer".

ACT-X. Figure 7 shows results on our ACT-X dataset. Textual explanations point to a variety of visual cues important for correctly classifying activities such as pose, e.g. "crossed legs" for yoga, global context, e.g. "in a gym" for exercise class, and person-object interaction, e.g. "sitting in a kayak" for canoeing/kayaking. These explanations require determining which of many multiple cues are appropriate to justify a particular action.

Our model points to visual evidence important for understanding each human activity. For example to classify "jogging on a mini-trampoline" the model focuses both on the person, who is in a jogging pose, as well as the mini trampoline. Similarly, "boat rowing, stationary" or "biking, stationary" attends to the pose of the person as well as the instrument he is interacting with. Our attentive explanations also agree with human judgment, e.g. for "skipping rope", the position of the hands are highlighted by both humans and our attention module.

Figure 8 shows that explanations on the ACT-X dataset discuss small details important for differentiating between similar classes. For example, when explaining kayaking and windsurfing, it is important to mention the correct sporting equipment instead of image context.

Correct versus incorrect predicted answer/action. Figures 9 and 10 compare explanations when the answer or action label are correctly and incorrectly predicted. In addition to providing an intuition about why predictions are correct, our explanations frequently justify why the model makes incorrect predictions. For example, when incorrectly predicting whether one should stop or go (Figure 9, second row, right), the model outputs "Because the light is green" suggesting that the model has mistaken a red light for a green light, and furthermore, that green lights mean "go". When asked "What is the person doing?" (Figure 9, bottom row, right), the model incorrectly predicts "playing tennis". Though this prediction is incorrect, the explanation "Because he is holding a tennis racket" suggests that visual elements could have confused the VQA model. Figure 10 shows similar trends on the ACT-X dataset. For example, when incorrectly predicting the activity bicycling for an image depicting motor scooter, the explanation "Because he is riding a bicycle down a road with other riders behind him" suggests that the motor scooter may have been misclassified as a bicycle. We reiterate that our model justifies predictions and does not fully explain the inner-workings of deep architectures. However, these justifications demonstrate that our model can output intuitive explanations which could help those unfamiliar with deep architectures make sense of model predictions.

Same question/answer pair or image. Figures 11 and 12 demonstrate that both images and the question/answer pair are needed for good explanations. Figure 11 shows explanations for different images, but with the same question/answer pair. Importantly, explanation text and visualizations change to reflect image content. Figure 12 shows
that when different questions are asked about the same images, explanations provide information which are specific to the questions.

6. Conclusion

As a step towards explainable AI models, in this work we introduced a novel attentive explanation model that is capable of providing natural language justifications of decisions as well as pointing to the evidence. We proposed two novel explanation datasets collected through crowdsourcing for visual question answering and activity recognition, i.e. VQA-X and ACT-X. We quantitatively demonstrated that both attention and using reference explanations to train our model helps achieve high quality explanations. Furthermore, we qualitatively demonstrated that our model is able to locate the evidence as well as generating sentences that a human might mistake for real.
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Figure 8: ACT-X results with similar activities. Figure on the left: We show results with fine-grained activities all related to sailing, canoeing, kayaking and observe that both the fine-grained activities are correctly predicted and the explanations match the activity and the image. Figure on the right: We show results with fine-grained activities all related to bicycling and observe that both the fine-grained activities are correctly predicted and the explanations match the activity and the image.

Figure 9: VQA-X results. Figure on the left: We show various qualitative results with correctly predicted answer and observe that the explanation justifies the answer accordingly. Figure on the right: We show results with incorrectly predicted answer and observe that although the answer is incorrect, our model can provide visual and textual explanations on why the model might be failing in those cases.
GT & P = Backpacking
Because he is walking up a trail with a backpack on his back.

GT & P = Volleyball, indoor
Because he is standing on a volleyball court and holding a volleyball in his hands.

GT & P = Boxing, punching bag
Because he is standing in front of a punching bag with boxing gloves on.

GT & P = Drums, sitting
Because she is sitting behind a drum set and playing the drums with sticks.

GT & P = Rock climbing, backpacking
Because he is hiking up a trail with a backpack.

GT & P = Ashinaabe jingle dance
Because he is in a costume in front of a crowd.

GT & P = Canoeing, kayaking, rowing
Because he is sitting in a kayak and rowing with a paddle.

GT & P = Fencing
Because he is wearing a fencing uniform and holding a sword in his hands.

GT & P = Drums, sitting
Because she is sitting behind a drum set and playing the drums with sticks.

GT & P = snowshoeing, P = skiing
Because he is wearing skis and skiing down a snowy slope.

GT = piano sitting, P = cello sitting
Because he is sitting on a chair and playing cello with the water.

GT = snowshoeing, P = skiing
Because he is wearing skis and skiing down a slope.

GT = painting furniture, P = carpentry
Because he is sitting in front of a board and carving wood with a knife.

GT = violin, playing instrument in church
Because he is sitting on a chair and has a violin up to his chin.

GT = manual labor, P = chopping wood
Because he is sitting in front of a log and chopping it with an axe.

GT = motor scooter, P = bicycling
Because he is riding a bicycle down a road with other riders behind him.

GT = Slimnastics, Jazzercise
Because she is standing in a ballet studio with her arms spread wide.

Figure 10: ACT-X results. Figure on the left: We show various qualitative results with correctly predicted answer and observe that the explanation justifies the answer accordingly. Figure on the right: We show results with incorrectly predicted answer and observe that although the answer is incorrect, our model can provide visual and textual explanations on why the model might be failing in those cases.

What is the man doing? Surfing.
Because the man is riding a wave on a surfboard.

Because he is on a surfboard.

What game are they playing? Wii.
Because the man is holding a wii remote.

Because she is holding a wii remote.

What kind of animal is this? Cow.
Because it has four legs and looks like a cow.

Because they are grazing in a field like cows.

Figure 11: VQA-X results with the same question/answer pair. We select results with the same question and answer pair with two different images and show that although the QA pairs are the same, for different images our model generates different explanations. (Answers are correctly predicted)
Figure 12: VQA-X results with same image and different questions. We select results with the same image and different Q/A pairs and show that although the images are the same, our model is able to answer the questions differently and generate a different explanation accordingly. (Answers are correctly predicted)