Implicit and explicit statistical learning of tone sequences across spectral shifts
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1. Introduction

In recent decades, the relationship between the learner's awareness of learning and the effect of learning has been heavily researched in cognitive science. According to previous studies, the learning system is divided into two major mechanisms: implicit learning and explicit learning. Implicit learning is generally defined as learning without the learner's being aware of having learned anything. In contrast, explicit learning is defined as learning with the learner's being aware of having learned (Ellis, 2005, 2009; Reber, 1989).

1.1. Implicit and explicit knowledge

Implicit knowledge was first reported by researchers who had been studying implicit consciousness (Schacter, 1987). Implicit knowledge is considered a type of knowledge that learners cannot verbalize, despite evidence of having learned as detected from the learner's behavioral responses (Ellis, 2005, 2009; Schacter, 1987). In contrast, explicit knowledge is knowledge that learners can verbalize and consciously remember (Hulstijn, 2002, 2005; Jacoby, 1983). Furthermore, earlier studies have suggested that explicit knowledge is declarative, while implicit knowledge is procedural (Clark and Squire, 1998; De Jong, 2005; Ellis, 2005, 2009; Paradis, 2004 Ullman, 2001). According to neurophysiological studies of patients with cognitive impairment, the implicit knowledge system may be impaired in cases of aphasias, Alzheimer's disease and Parkinson's disease, whereas the explicit knowledge system may be damaged in cases of amnesia, Alzheimer's disease and Williams' syndrome (Clark & Squire, 1998; De Jong, 2005; Ellis, 2005, 2009; Paradis, 2004; Squire, Knowlton, & Musen 1993; Ullman, 2001), thus suggesting that different regions of the brain may retain different types of knowledge. Accordingly, these findings support the dichotomy between implicit and explicit knowledge.

1.2. Implicit and explicit learning

With respect to learning, it is difficult to distinguish between implicit and explicit processes (Dekeyser, 2003; De Jong, 2005; Ellis, 2005, 2009). Schmidt argued that the "noticing", which
typically involves some degree of awareness, is essential for both explicit and implicit learning. Based on this argument, there is no such thing as unconscious implicit learning (Schmidt, 1994, 2001). Schmidt also suggested that implicit learning might be a type of learning that occurs without any metacognition or higher-order awareness (i.e., awareness of learning). Furthermore, many studies have indicated methodological limitations with respect to assessing the degree of the learner’s awareness of learning (DeKeyser, 2003; De Jong, 2005; Ellis, 2005, 2009). However, there are also studies that explained the differences between explicit and implicit learning processes. First, these two types of learning processes differ with respect to the neural regions that are activated during learning (Destrebecqz et al., 2005; Paradis, 2004). Second, explicit learning tends to favor short-term knowledge (i.e., working memory), whereas implicit learning tends to favor long-term knowledge (Ellis, 2009). Furthermore, differences in the effects of the two learning processes have also been reported in many earlier studies. While most studies suggested that explicit learning is more effective than implicit learning, these studies measured the learning effects using behavioral tests that may favor explicit learning such as short-term learning. Other studies suggested that the learning effects depend on the learner’s prior knowledge (Francois & Schön, 2011; Gass, Svetics, & Lemelin, 2003). Thus, we cannot precisely determine which learning process is more effective (DeKeyser, 2003; Ellis, 2009). Interestingly, some earlier studies claimed that knowledge of music and language is acquired largely by implicit learning (Ettlinger, Margulis, & Wong, 2011; Francois & Schön, 2011; Krashen, 1982). Reber (1989) argued that implicit learning is the fundamental process that lies at the heart of the adaptive behavioral repertoire of every complex organism, while DeKeyser claimed that implicit learning is essential for adaptation to the environment (Reber, 1993). He said that children acquire language better than adults in terms of “ultimate learning achievement”, although adults acquire a language faster than children do. This notion may be supported by results of a study that indicate explicit knowledge is more likely to lead to errors in judgment than is implicit knowledge (Dienes & Scott, 2005) as children tend to learn a language implicitly while adults tend to learn a language explicitly. Furthermore, it is argued that children might be the best learners in all generations if they are given ample time to learn (DeKeyser, 2003).

1.3. Relationship between learning and knowledge

Many early studies have investigated the relationship between learning and knowledge. For example, Hulstijn and Krashen suggested that because implicit and explicit knowledge are acquired through different mechanisms, explicit knowledge cannot be transformed into implicit knowledge through practice. This premise is called the “noninterface” position (Hulstijn, 2002; Krashen, 1982). Other researchers, however, have claimed that implicit and explicit knowledge can interact with one another, a concept referred to as the “interface” position (DeKeyser, 2003, 2007; De Jong, 2005; Ellis, 2005, 2009). Researchers who supported either the strong or weak interface position claimed that not only can explicit knowledge be derived from implicit knowledge but also that explicit knowledge can be converted into implicit knowledge through practice (DeKeyser, 2003, 2007; Ellis, 2005, 2009). Thus, learning conditions (explicit/implicit learning) do not restrict the type of knowledge that learners acquire.

1.4. Relative pitch processing

It has recently been clarified that a learner’s brain activity may depend on the learner’s prior knowledge (Furl et al., 2011; Parasekopoulos, Kuchenbuch, Herholz, & Pantev, 2012; Yumoto et al., 2005). This suggests that if the fundamentals that learners have already acquired are used in an experiment, the level of learning achievement cannot be balanced across all participants. Therefore, in this study, we devised original rules that the participants were unlikely to have previously encountered. This allowed us to minimize possible biases induced by differences in the prior knowledge of individual participants. However, the learning regularities that people have never experienced and therefore cannot predict are just the first step in learning. In most learning activities of healthy humans, newly encountered regularities are considered in relation to regularities already acquired. An analogous notion is found in the information theory (Olshausen & Field, 2004). If we separately recognize all information we receive as entirely different information, we must cope with a vast amount of information, a process that is systematically redundant. On the other hand, if we recognize many types of information by correlating information that we have already learned, we do not have to integrate all received information, thereby sparing memory capacity in our brains. This process is systematically efficient. One example of this efficient processing is relative pitch. Listeners can easily recognize transposed melodies if they have previously listened to the original melodies. Even infants can possess relative pitch (Plantinga & Trainor, 2005; Trehub, 2001; Trehub & Hannon, 2006) as statistical learning may implicitly promote the acquisition of relative pitch in infants (Saffran, 2003). In this study, we investigated whether adult participants could statistically learn higher-order structures with tone sequences in both implicit and explicit conditions. To clarify further the detailed mechanisms of implicit and explicit learning, it is important to reveal how relative pitch processing is implemented in both implicit and explicit learning in humans.

1.5. Event-related responses as an index of statistical learning

The mismatch negativity (MMN) is a component of the event-related responses to deviants in sound sequences, peaking at approximately 100–250 ms after the onset of the deviant stimulus (Haenschel, Vernon, Dwivedi, Gruzelier, & Baldeweg, 2005; Näätänen, Paavilainen, Rinne, & Alho, 2007; Shestakova et al., 2002). In previous studies on statistical learning using word segmentation paradigms, the amplitudes of the N1 responses to tones with lower transitional probability were increased compared with responses to tones with higher transitional probability (Abla, Katahira, & Okanoya, 2008; Parasekopoulos et al., 2012). Thus, the N1 responses have been used as an index of statistical learning of auditory sequences. Furthermore, Parasekopoulos et al. suggested that modulation of the neural responses in the latency range of N1m during statistical learning could be interpreted as MMN.

In several fields of study, such as natural language processing (Poon & Domingos, 2007, 2008; Singla & Domingos, 2006), music perception and statistical learning (Richardson & Domingos, 2006), the Markov chain has often been used as a model of the artificial grammar of language and music. The Markov chain, which was first reported by Andrey Markov (1971), is a mathematical system in which the probability of the forthcoming state is statistically defined only by the latest state. The word segmentation paradigm is also considered a specific form of the Markov chain. The use of the Markov chains embedded in tone sequences allows us to verify the mechanism of statistical learning in the acquisition of language and music. In the present study, using tone sequences based on second-order Markov chains that have a more general structure than found in the word segmentation task, we investigated the hypotheses that not only statistical learning but also the relative pitch processing of auditory sequences based on
statistical regularities are reflected in the N1m (the magnetic counterpart of the N1 potential) responses in implicit and explicit conditions.

2. Methods

2.1. Participants

Fourteen right-handed (Edinburgh handedness questionnaires; laterality quotient ranged from 57.9 to 100) (Oldfield, 1971) healthy Japanese participants with no history of neurological or audiological disorders were included (8 males, 6 females; age range: 24–36 years). None of the participants possessed absolute pitch. This study was approved by the Ethics Committee of The University of Tokyo. All participants were informed of the purpose of the study and ensured that their personal data would be protected. All participants gave written informed consent.

2.2. Stimuli

2.2.1. Tones

Using a Klatt-type cascade synthesizer (Klatt, 1980) H1Syn (Sensimeetrics Corporation, Malden, MA, USA), we generated complex tones with fundamental frequencies (F0s) in a five-tone equal temperament (F0 = 100 × 2^n/12 Hz, n = 1–7; 100, 132, 152, 174, 200, and 230 Hz) and the first and second formant frequencies of 430 and 1000 Hz, respectively. Only the F0s were variable. All other parameters were constant: duration 400 ms including 10 and 200 ms rise and decay time, respectively, and binaural presentation with an intensity of 80 dBSPL.

2.2.2. Sequences

The order of tones was defined by a second-order Markov process with the constraint that the probability of a forthcoming tone was statistically defined (80% for one tone; 5% for the other four tones) by the latest two successive tones. Fig. 1 shows the two transitional matrices of the Markov chains used in the present study. Each pair of two tones (row) could be followed by one of the five subsequent tones (columns) with a probability of either 80% or 5%. As the two Markov chains shown in Fig. 1 were adopted in the two experiment conditions, implicit and explicit learning conditions, the particular transitional patterns did not interfere with learning in the adjacent experiment. Furthermore, the order of the adoption was counterbalanced across the participants.

The sequence consisted of 750 successive tones and was presented with a stimulus onset asynchrony (SOA) of 600 ms. The sequence comprised three portions (first, middle, and last) with 250 tones each (Fig. 2). The first and middle portions consisted of the tones with the five F0s (F0 = 100 × 2^n/12 Hz, n = 1–5). The last portion consisted of tones with F0s (F0 = 100 × 2^n/12 Hz) shifted from n = 1–5 to n = 3–7, but the transitional patterns were not changed (Fig. 1b). We recorded magnetocencephalographic (MEG) signals from the participants as they listened to the tone sequences.

2.3. Experimental protocol

First, the experiment in the implicit learning condition was conducted. After approximately two minutes that included behavioral tests, the experiment in the explicit learning condition was conducted. The two experiments had to be performed in this order because the regularity of tone sequences could not be disclosed to the participants until the end of the experiment in the implicit condition.

2.3.1. Experiment 1 (implicit learning condition)

The participants were shown a silent movie during the auditory stimulus presentation and asked a set of questions about the detailed contents of the movie (behavioral test) after the MEG measurement. The silent movie was one that none of the participants had previously seen, and the questions were ones that could not appear. Each pair of tones (rows) could precede one of the five subsequent tones (columns) with an 80% (white cells) or 5% (black cells) probability. The transitional matrices used in the first and middle portions (a) and those used in the last portions (b).

Fig. 1. The transitional matrices of the Markov chains used in the present study. Rows: the two tones most recently presented. Columns: the next tone that may appear. Each pair of tones (rows) could precede one of the five subsequent tones (columns) with an 80% (white cells) or 5% (black cells) probability. The transitional matrices used in the first and middle portions (a) and those used in the last portions (b).

2.3.2. Experiment 2 (explicit learning condition)

In all the tone sequences, a one-second silent period was pseudo-randomly inserted (i.e., SOA 1.6 s) within every set of thirty successive tones. During the experiment, the participants were instructed to raise their right hand at every silent period to confirm that they continued to pay attention to the tone sequences. Before the experiment, participants were told that the tones were sequenced on the basis of transitional probabilities as a deductive instruction and that they would be tested on the tone sequences after the experiments as intentional instruction. With these conditions, we can assume that they continued to pay attention to the tone sequences. After the MEG measurement, the participants were presented 10 tone series with 8 tones, half of which were sequenced by the same Markov
process. The participants were asked whether each tone series sounded familiar to them. If a participant had sufficiently learned the transitional probabilities of the sequences, he or she should have been able to correctly answer this question. This behavioral test was completed within two minutes for each participant.

2.4. Measurement

The auditory stimuli were sequenced using the STIM2 system (Compumedics Neuroscan, El Paso, TX, USA) and were delivered binaurally to each participant’s ears at 80 dB SPL through ER-3A earphones (Etymotic Research, Elk Grove Village, IL, USA). We recorded the MEG signals from the participants while listening to the tone sequences in a magnetically shielded room using a 306-channel neuromagnetometer system (Elekta Neuromag Oy, Helsinki, Finland) with 204 planar first-order gradiometers and 102 magnetometers at 102 measuring sites on a helmet-shaped surface that covers the entire scalp. Auditory stimulus-triggered epochs were filtered online using a .1–200 Hz band-pass filter and then recorded at a sampling rate of 600 Hz. Epochs with artifacts of more than 3 pT/cm in any MEG channel were excluded from the analyses. The time-domain extension of signal space separation with a buffer length of 10 seconds and a correlation limit of .98, contamination from environmental magnetic noise was reduced (Taulu & Hari, 2009). The waveforms were filtered offline using a 2 to 40 Hz band-pass. The baseline for the waveforms in each MEG channel was defined by the mean amplitude between −100 and 0 ms.

2.5. Data analysis

The target of the analysis was the responses to the three tones that appeared in every portion of the sequences (i.e., \( F_0 = 100 \times 2^{n-15} \text{ Hz, } n=3-5 \)) to exclude the possibility that a difference detected in recorded responses could be attributed to the effect of physical differences in the presented tone ensembles. The noiseless MEG responses to the three tones were separately averaged according to the transitional probabilities from the beginning of each portion until the number of averages reached 30 (i.e., 10 times for each tone) for each portion. The sources of the N1m and P2m responses were modeled separately as a single equivalent current dipole (ECD) in each hemisphere. The ECDs for the N1m and P2m were separately calculated at the peak latencies with a goodness of fit above 80% using the same 66 temporal channels (44 gradiometers and 22 magnetometers) for each participant. The selected channel areas have been presented in a prior study (Yumoto et al., 2005). The source-strength waveforms for the N1m and P2m were calculated using the ECDs for each hemisphere.

3. Results

3.1. Behavioral data

The average number of correct answers was far above the chance level in both the implicit learning condition (questions about the detailed contents of the movie) and the explicit learning condition (questions of whether each tone series sounded familiar) (percentages of correct answers, average ± S.D.: implicit learning: 89.3 ± 20.5%, explicit learning: 87.1 ± 9.6%).

3.2. Magnetoencephalographic data

The averaged amplitudes and latencies of N1m and P2m responses are shown in Fig. 4.
3.2.1. Experiment 1 (implicit learning condition)

3.2.1.1. Amplitude. The main portion effect on the N1m peak amplitudes was significant ($F_{2, 26}=9.90, p=.001$). The post-hoc test of the main portion effect revealed that the N1m peak amplitudes in the middle and last portions were significantly decreased compared with those in the first portion (middle portion: $p=.001$, last portion: $p=.046$). The portion–probability interaction of the N1m peak amplitudes was significant ($F_{2, 26}=5.25, p=.012$). The post-hoc test of the portion–probability interaction revealed two significant results. First, the N1m peak amplitudes for tones with higher transitional probability in both the middle and last portions were significantly decreased compared with those in the first portion (middle portion: $p=.0001$, last portion: $p=.014$). However, no significant result was obtained for the N1m peak amplitudes for tones with lower transitional probability (middle portion: $p=.13$, last portion: $p=1.0$) (Fig. 5). Second, with respect to the last portions, the N1m peak amplitudes for tones with higher transitional probability were significantly lower than for tones with lower transitional probability ($p=.005$) (Figs. 4 and 6).

3.2.1.2. Latency. The main hemisphere effect and the main probability effect on the N1m peak latencies were significant (hemisphere: $F_{1, 13}=4.93, p=.045$, probability: $F_{1, 13}=5.86, p=.031$). The N1m peak latencies in the left hemisphere were significantly longer than in the right hemisphere, while the N1m peak latencies for the tones with higher transitional probability were shorter than those for the tones with lower transitional probability. No other significant differences were detected in Experiment 1.
Fig. 5. Grand-averaged source-strength waveforms for the N1m responses (N=14). The responses to tones with higher transitional probability in the left (a) and right (b) hemispheres and to those with lower transitional probability in the left (c) and right (d) hemispheres in the implicit learning condition. The responses to tones with higher transitional probability in the left (e) and right (f) hemispheres and to those with lower transitional probability in the left (g) and right (h) hemispheres in the explicit learning condition. The thick lines represent the responses in the first portion, thin lines the responses in the middle portion, and dotted lines the responses in the last portion.
3.2.2. Experiment 2 (explicit learning condition)

3.2.2.1. Amplitude. The main portion effect and the main probability effect on the N1m peak amplitudes were significant (portion: $F[2, 26]=10.06, p=.001$, probability: $F[1, 13]=16.34, p=.001$). The post-hoc test of the main portion effect revealed that the N1m peak amplitudes in the middle and last portions were significantly decreased compared with those in the first portion (middle portion: $p=.001$, last portion: $p=.022$). Furthermore, the portion–probability interaction of the N1m peak amplitudes was significant ($F[2, 26]=4.80, p=.017$). The post-hoc test of the portion–probability interaction revealed two significant results. First, the N1m peak amplitudes for tones with higher transitional probability in both the middle and last portions were significantly decreased compared with those in the first portion (middle portion: $p=.004$, last portion: $p=.005$), but no significant result was obtained for the N1m peak amplitudes for tones with lower transitional probability (middle portion: $p=.31$, last portion: $p=.15$) (Fig. 5). Second, in both the middle and last portions, the N1m peak amplitudes for tones with higher transitional probability were significantly lower than those for tones with lower transitional probability (middle portion: $p=.003$, last portion: $p=.002$) (Figs. 4 and 6).

3.2.2.2. Latency. The main probability effect on the N1m peak latencies was significant ($F[1, 13]=9.05, p=.010$). The N1m peak latencies for the tones with higher transitional probability were shorter than those for the tones with lower transitional probability. No other significant differences were detected in Experiment 2.

4. Discussion

When learners have acquired statistical knowledge based on transitional probabilities of tone sequences, they can expect a tone that will follow certain preceding tones in the sequence. With this expectation for upcoming tones, tones with higher transitional probability (i.e., more predictable tones) lead to decreases in neural responses compared with tones with lower transitional probability (i.e., less predictable tones). In contrast, the violation of this expectation based on the learned transitional probabilities leads to increased neural responses when compared with more predictable tones. Thus, differences in the amplitude of the learner’s neural responses between tones with higher and lower

---

**Fig. 6.** Grand-averaged source-strength waveforms for the N1m responses ($N=14$). The first (a), middle (b), and last (c) portions of the implicit learning condition. The first (d), middle (e), and last (f) portions of the explicit learning condition. The responses in the left and right hemispheres are located on the left and right sides, respectively. The solid lines represent the responses to tones with higher transitional probability, the dashed lines represent the responses to tones with lower transitional probability.
transitional probabilities occur after they have learned the transitional probabilities of tone sequences (Abla et al., 2008; Furl et al., 2011; Paraskevopoulos et al., 2012). However, neural responses to tones are gradually attenuated along with repetition due to the adaptation of auditory cortical neurons. The previous studies have reported that as repeated auditory stimulation leads to habituation of the activation of the auditory cortex, the N1m and P2m responses can be decreased (Kuriki, Ohta, & Koyama, 2007; Teismann et al., 2004). Therefore, learning and adaptation effects on amplitudes and latencies may be reflected in the neuromagnetic responses recorded in the present study. Furthermore, in the present study, the spectral frequencies of F0s were relatively shifted in the last portion of each sequence. If participants possess the ability to process relative pitch, the statistical learning effects should be retained even after the spectral frequencies are shifted.

In the explicit learning condition, amplitudes of responses to tones with lower transitional probabilities were significantly higher than those to tones with higher transitional probabilities, and responses to tones with higher transitional probability were significantly attenuated in the middle and last portions. These effects of statistical learning were retained even after the fundamental frequencies were shifted. Furthermore, a shortened latency in the responses to tones with higher transitional probability was detected. In an earlier study, a similar tendency of latency shifts was observed, though it did not reach significance (Abla et al., 2008). Statistical learning may be reflected not only in the amplitude but also in the latency. With the expectation of upcoming tones, tones with higher transitional probability may lead to a shortening of the neural response latencies compared with tones with lower transitional probability.

In the implicit learning condition, responses to tones with higher transitional probability were significantly attenuated in the middle and last portions. In addition, these effects of statistical learning were retained even after fundamental frequencies were shifted. A shortening of neural response latencies was also detected. However, amplitudes of responses to tones with lower transitional probabilities were significantly higher than those to tones with higher transitional probabilities only in the last portion, although this tendency was also observed in the middle portion. In contrast, these significant effects were detected in both the middle and last portions in the explicit learning condition. The finding that learning effects were detected in the explicit learning condition earlier than in the implicit learning condition may imply that explicit learning is more effective than implicit learning, at least in
the early stage of knowledge acquisition. A number of earlier studies claimed that statistical learning and implicit learning are likely to favor long-term learning over short-term learning. Furthermore, most studies demonstrated that explicit learning could be more effective than implicit learning (Ellis, 2009). Therefore, it has been suggested that longer periods are necessary for statistical learning, particularly under implicit conditions (DeKeyser, 2003; Ellis, 2009). However, in the present study, we revealed the effects of implicit statistical learning even at a learning period much earlier than those that had been suggested in previous studies. These results suggest that statistical learning is often implicitly performed in our daily life and that it affects short-term learning and behaviors.

Our results suggest that the N1m peak latencies in the left hemisphere were significantly longer than those in the right hemisphere. In the implicit condition, the participants were provided a silent movie during auditory stimulus presentation, and before the experiments, the participants were presented the questions about the detailed contents of the movie and told that they were supposed to answer those questions following the MEG measurement. These approaches induced the participants to continue paying attention to the story in the movie. In general, right-handed people have left hemispheric dominance for the learning of visual and auditory information (Sakai, 2005), suggesting that our right-handed participants might be left-hemisphere dominant with respect to learning the movie. Because of the dual processing of both the movie and the statistical learning of the tone sequences, the N1m peak latencies to tones in the left hemisphere were significantly longer than those in the right hemisphere.

Few studies have investigated the difference in effects between implicit and explicit learning compared with the difference in effects between implicit and explicit memory (DeKeyser, 2003). One reason for this is that it is more difficult to differentiate between implicitness and explicitness in learning than it is in memory (DeKeyser, 2003; De Jong, 2005; Ellis, 2005, 2009). According to Norris and Ortega (2000), instructional treatment is explicit if rule explanation forms a part of the instruction (deductive instruction) or if learners are asked to continue to focus on the learning (intentional instruction). Conversely, when neither rule presentation nor directions to attend to particular forms are part of a treatment, the treatment is considered implicit. To date, in studies regarding learning, these notions have been pre-eminent: researchers have been divided between explicit and implicit learning on the basis of the forms of instruction (Alanen, 1995; DeKeyser, 2003; Ellis, 1993, 2009; Leow, 1998; Michas & Berry, 1994; Robinson, 1996; Rosa & O’Neill, 1999). Therefore, we have adopted these approaches in this study. First, in the implicit learning condition, participants were shown a silent movie during an auditory stimuli presentation, thus allowing us to assume that they did not pay attention to the tone sequences (Clark and Squire, 1998; Koelsch & Jentschke, 2008; Virtala et al., 2011). In contrast, in the explicit learning condition, a one-second silent period was pseudo-randomly inserted within every thirty successive tones. In this case, the participants were instructed to raise their right hand at every silent period to ensure that they continued to pay attention to the tone sequences. Furthermore, in the implicit learning condition, participants received both intentional and deductive instructions that were entirely unrelated to the learning of the tone sequences. Before the experiments, the questions were disclosed to the participants as deductive instruction, and they were asked to answer the questions after the MEG measurement as intentional instruction. In the explicit learning condition, participants received both intentional and deductive instructions for the learning of the tone sequences. Before the experiments, participants were told that the tones were sequenced on the basis of transitional probabilities as a deductive instruction and that they would have to take tests on the tone sequences after the experiments as an intentional instruction. These approaches could affect the targeting of learning between the implicit and explicit conditions. Nonetheless, in the MEG analysis, statistical learning effects were detected in both the implicit and explicit learning conditions, although the effects were less pronounced in the implicit condition than in the explicit condition. These findings might suggest that statistical learning is almost independent of the learner’s attention. That is, our results support previous studies that suggest that humans can use implicit statistical mechanisms in learning (Ettlinger et al., 2011). To date, no conclusion has been reached regarding which form of learning is more efficient. Furthermore, the difference in learning effects does not necessarily indicate superiority of that learning strategy. In other words, in a particular learning task, implicit learning may be more efficient than explicit learning. In our study, the effects of implicit statistical learning were detected at a much earlier stage of learning. This suggests that implicit learning may affect our daily lives. Future research aimed at a comparison between implicit and explicit learning in many learning tasks is necessary to identify the essential roles of implicit and explicit learning. Our results may be important as they revealed differences between implicit and explicit learning conditions and fundamental mechanisms of auditory learning for humans.

The behavioral tasks in the implicit and explicit conditions were different. In the implicit condition, the participants were instructed to focus on the movie, and they were subsequently asked a set of questions about the detailed contents of the movie after the MEG measurement. In the explicit condition, they were instructed to raise their hand at every silent period while paying attention to the tone sequences, and they were asked whether short tone series sounded familiar to them after the MEG measurement. If the familiarity tests were conducted in the implicit as well as the explicit conditions, the experience of the familiarity test in the implicit condition may have functioned as a nonverbal cue and affect learning in the explicit condition. The experiment in the explicit condition was performed prior to the experiment in the explicit condition for every participant. Essentially, behavioral performances with respect to each condition were not comparable in this study.

Temporal resolution in learning effect indexed by the N1m responses is another limitation of this study. In each portion, there were only 30 tones transitioned with lower probability that commonly appeared in every portion of the sequences. On the other hand, at least 30 times of averaging were needed to extract the source-strength waveforms with a sufficient signal-to-noise ratio. We could not trace the temporal profile of this attenuation with higher resolution due to this limitation.

Previous studies revealed that the relative pitch processing of an atonal melody that was not restricted to the diatonic scale was more difficult than the processing of a tonal melody (Dowling & Fujitani, 1971), thus suggesting that the relative pitch processing could be acquired by a domain-specific mechanism for music (i.e., tonality). However, other studies have reported that animals (Wright, 2007), as well as human infants (Trehub & Hannon, 2006), are capable of relative pitch processing. In addition, we confirmed that the relative pitch processing of auditory sequences could occur in implicit learning as well as in explicit learning. These results show that relative pitch processing is available in domain-general statistical learning as well as in domain-specific learning. In short, our results indicate that relative pitch processing is one of the most essential mechanisms innate to humans.

Although Furl et al. (2011) found statistical learning effects on the P2m as well as on the N1m using pure tones, we detected no effects on the P2m. This may result from the general assumption that the P2m resists adaptation more than the N1m, and this tendency is even more pronounced when vowel sounds are used.
as the repeated stimuli (Kuriki et al., 2007; Ross & Tremblay, 2009; Teismann et al., 2004). Furthermore, in the study by Ross et al., the adaptation effects on the N1m and P2m responses to repeated stimuli were detected in different time scales and polarity. In that study, the participants attended two experimental sessions on different days. The N1m amplitudes were attenuated during each session and recovered between the two sessions. In contrast, the P2m amplitudes were fairly constant within a session, but increased from the first to the second session. Due to this long time constant of P2m modification, we could not detect a difference in the P2m. Thus, the short-term learning effects may be predominant in our results.

Previous studies have also revealed the effects of statistical learning on event-related potentials, using the tasks introduced by Saffran, Johnson, Aslin, and Newport (1999) (Abla et al., 2008; Paraskevopoulos et al., 2012). In these studies, the neural responses to tones with higher transitional probability were significantly decreased compared with the responses to tones with lower transitional probability. The tone sequences used in these studies consisted of simple triplets of pure tones or speech sounds, which were used to detect segmentations of words or tones that may be targeted at statistical learning of relatively simple structures. In contrast, our study addressed the statistical learning of higher-order structures with tone sequences based on second-order Markov chains.

In previous studies, MMNs have been used as indices for differential processing of probable and improbable tones (i.e., standards and oddballs) (e.g., Haenschel et al., 2005; Näätänen et al., 2007; Shestakova et al., 2002). There are two types of hypotheses about the neural mechanisms underlying MMN generation. The first hypothesis is that the MMN represents the change detection process involved in a memory-trace effect, which is functionally and spatially distinct from the N1 generation that has predominantly been interpreted as an afferent input population (Haenschel et al., 2005; Näätänen, 1984). The second hypothesis is that the MMN results from the difference in the adaptation of the N1 responses to standard and deviant stimuli (Jääskeläinen et al., 2004). The N1 responses to standard stimuli are gradually attenuated with repetition because of the adaptation of auditory cortical neurons, whereas the N1 responses to deviant stimuli are resistant to adaptation effects. These competing hypotheses indicate that the neural mechanisms underlying MMN generation have not been fully clarified.

In the present study, the N1m responses to tones with lower transitional probability were increased compared with the responses to tones with higher transitional probability. The waveforms in the present study were similar to the MMN from the perspective of the peak amplitudes and latencies. Although the present study aimed to detect learning effects in the neuro-magnetic responses to tone sequences with a higher-order structure in which upcoming tones were statistically defined by the history of the tone series, the neural responses to tones with lower transitional probability during statistical learning and the MMN might share neural substrates for deviance detection.

On the other hand, the adaptation effects on amplitudes and latencies were also detected in the neuro-magnetic responses in the present study. The N1 responses to the tones with higher transitional probability were significantly attenuated, whereas the N1 responses to the tones with lower transitional probability were resistant to the attenuation. Further studies are necessary to verify the relationship between the MMN and the adaptation effects on the N1 as an index for the differential processing of standard and deviant stimuli. The present study demonstrated that learning statistically transitioned sequences within a higher-order structure as well as oddball sequences was reflected in the N1m responses in both explicit and implicit conditions.

5. Conclusions

The present results suggest that the N1m response could be a marker for statistical learning in both explicit and implicit conditions, although the effects were less pronounced in implicit learning conditions than in explicit learning conditions, and the results indicate that statistically acquired knowledge may persist across spectral shifts in both learning modalities.
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