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Abstract. Many problems in science and technology can be cast using differential equations with both fractional time and spatial derivatives. To accurately simulate natural phenomena using this technology, fine spatial and temporal discretizations are required, leading to large-scale linear systems or matrix equations, especially whenever more than one space dimension is considered. The discretization of fractional differential equations typically involves dense matrices with a Toeplitz structure in the constant coefficient case. We combine the fast evaluation of Toeplitz matrices and their circulant preconditioners with state-of-the-art linear matrix equation methods to efficiently solve these problems, both in terms of CPU time and memory requirements. Additionally, we illustrate how these techniques can be adapted when variable coefficients are present. Numerical experiments on typical differential problems with fractional derivatives in both space and time showing the effectiveness of the approaches are reported.
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1. Introduction. The study of integrals and derivatives of arbitrary order, so-called fractional order, is an old topic in mathematics going back to Euler and Leibniz (see [19] for historical notes). Despite its long history in mathematics it was not until recently that this topic has gained mainstream interest outside the mathematical community. This surging interest is mainly due to the inadequateness of traditional models to describe many real world phenomena. The well-known anomalous diffusion process is one typical such example [37]. Other applications of fractional calculus are viscoelasticity - for example using the Kelvin-Voigt fractional derivative model [28, 63], electrical circuits [25, 47], electro-analytical chemistry [58], or image processing [48].

With the increase of problems using fractional differential equations there is corresponding interest in the development and study of accurate, fast, and reliable numerical methods that allow their solution. There are various formulations for the fractional derivative mainly divided into derivatives of Caputo or Riemann-Liouville type (see definitions in Section 2). So far, much of the numerical analysis focused on ways to discretize these equations using either tailored finite difference [35, 45] or finite element [16, 34] methods. Of particular importance is the preconditioning of the linear system, which can be understood as additionally employing an approximation of the discretized operator. For some types of fractional differential equations, preconditioning has recently been considered (see [32, 38]). Another approach that has recently been studied by Burrage et al. considers approximations to matrix functions to solve the discretized system (see [5] for details). In this paper we focus on the solution of the discretized equations when a finite difference approximation is used. Our work here is motivated by some recent results in [46], where the discretization via finite differences is considered in a purely algebraic framework.
Our aim is to exploit a novel linear algebra formulation of the discretized differential equations, which allows us to efficiently and reliably solve the resulting very large algebraic equations. The new framework captures the intrinsic matrix structure in each space and time directions typical of the problem; the corresponding matrix or tensor equations are solved with recently developed fast iterative methods, which determine accurate low-rank approximations in the solution manifold.

We therefore structure the paper as follows. Section 2 provides some background on both Caputo and Riemann-Liouville fractional derivatives. In Section 3 we introduce different problems, all of fractional order. The problems are either space-, time- or space-time-fractional. Additionally, we introduce variable and constant coefficients. We start with a problem revealing the basic matrix structure that is obtained when tailored finite difference methods are applied. Later, a more complicated setup will lead to not only having to solve a simple structured linear system, but rather a (linear) matrix Sylvester equation. An even further structured equation is obtained when we consider a two-dimensional (in space) setup. We also consider a problem that combines two-dimensional spatial derivatives of fractional order with a time-fractional derivative, which in turn leads to a tensor structured equation. In Section 4 we turn to constructing fast solvers for the previously obtained matrix equations. We therefore start by introducing circulant approximations to the Toeplitz matrices, which are obtained as the discretization of an instance of a fractional derivative. These circulant matrices are important as preconditioners for matrices of Toeplitz type, but can also be used with the tailored matrix equation solvers presented in Section 4.1, either of direct or preconditioned form. Section 4.3 provides some of the eigenvalue analysis needed to show that our methods perform robustly within the given parameters. This is then followed by a tensor-valued solver in Section 4.4. The numerical results given in Section 5 illustrate the competitiveness of our approaches.

Throughout the manuscript the following notation will be used. MATLAB notation will be used whenever possible; for a matrix \( U = [u_1, \ldots, u_n] \in \mathbb{R}^{m \times n} \), \( \text{vec}(U) = [u_1^T, \ldots, u_n^T]^T \in \mathbb{R}^{nm} \) denotes the vector obtained by stacking all columns of \( U \) one after the other; \( A \otimes B \) denotes the Kronecker product of \( A \) and \( B \) and \( U^H \) is the complex conjugate transpose of \( U \).

2. Fractional calculus and Grünwald formulae.

2.1. The fractional derivative. In fractional calculus there are competing concepts for the definition of fractional derivatives. The Caputo and the Riemann-Liouville fractional derivatives [45] are both used here and we use this section to briefly recall their definition.

Consider a function \( f = f(t) \) defined on an interval \([a, b]\). Assuming that \( f \) is sufficiently often continuously differentiable, the Caputo derivative of real order \( \alpha \) with \((n - 1 < \alpha \leq n)\) is defined as (see, e.g., [46, Formula (3)], [6, Section 2.3])

\[
C_a^D_t^{\alpha} f(t) = \left(\frac{d}{dt}\right)^n \int_a^t f^{(n)}(s) ds \left(\frac{1}{(t-s)^{\alpha-n+1}}\right),
\]

where \( \Gamma(x) \) is the gamma function. Following the discussion in [46], the Caputo derivative is frequently used for the derivative with respect to time. We also define the Riemann-Liouville derivative (see, e.g., [46, Formulas (6-7)]): assuming that \( f \) is integrable for \( t > a \), a left-sided fractional derivative of real order \( \alpha \) with \((n - 1 < \alpha \leq n)\) is defined as

\[
RL_a^D_t^{\alpha} f(t) = \frac{1}{\Gamma(n - \alpha)} \left(\frac{d}{dt}\right)^n \int_a^t f(s) ds \left(\frac{1}{(t-s)^{\alpha-n+1}}\right), \quad a < t < b.
\]
Analogously, a right-sided Riemann-Liouville fractional derivative is given by
\[ t^\alpha D^\alpha_b f(t) = \frac{(-1)^n}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_t^b \frac{f(s)ds}{(s-t)^{\alpha-n+1}}, \quad a < t < b. \]

If one is further interested in computing the symmetric Riesz derivative of order \( \alpha \), one can simply perform the half-sum of the left and right-sided Riemann-Liouville derivatives (see, e.g., [46, Formula (5)]), that is,
\[ \frac{d^n f(t)}{dt^n} = \frac{1}{2} \left( t^\alpha D^\alpha_a f(t) + t^\alpha D^\alpha_b f(t) \right) . \]

Here a connection to both the left-sided and the right-sided derivatives is made\(^1\). In the remainder of this paper we want to illustrate that fractional differential equations using the formulations together with certain discretization approaches lead to similar structures at the discrete level. Our goal is to give guidelines and offer numerical schemes for the efficient and accurate evaluation of problems of various form. Detailed introductions to fractional differential equations can be found in [45, 51].

2.2. Numerical approximation. The discretization of fractional derivatives is often done by finite difference schemes of Grünwald-Letnikov type. Assume that, for a one dimensional problem, the spatial domain is given by \( x \in [a,b] \). We here follow [35] for the introduction of the basic methodology. According to [35], the following holds
\[ t^\alpha D^\alpha_a f(x,t) = \lim_{M \to \infty} \frac{1}{h^n} \sum_{k=0}^M g_{\alpha,k} f(x-kh,t), \]
for the left-sided derivative (see (3) in [35] or (7.10) in [45]), where \( h = \frac{x-a}{M} \), and \( g_{\alpha,k} \) is given by
\[ g_{\alpha,k} = \frac{\Gamma(k-\alpha)}{\Gamma(-\alpha)\Gamma(k+1)} = (-1)^k \binom{\alpha}{k}. \]

For the efficient computation of the coefficients \( g_{\alpha,k} \) one can use the following recurrence relation\(^2\) ([45])
\[ g_{\alpha,0} = 1, \quad g_{\alpha,k} = \left( 1 - \frac{\alpha + 1}{k} \right) g_{\alpha,k-1}. \]

This finite difference approximation is of first order [35]. One can analogously obtain an expression for the right-sided derivative via
\[ t^\alpha D^\alpha_b f(x,t) = \lim_{M \to \infty} \frac{1}{h^n} \sum_{k=0}^M g_{\alpha,k} f(x+kh,t), \]
where \( h = \frac{b-x}{M} \).

Alternatively, a shifted Grünwald-Letnikov formula is introduced in [35]. This discretization shows advantages regarding the stability when the fractional derivative is part of an

---

\(^1\)In this work we are not discussing which of these derivatives is the most suitable for the description of a natural phenomenon.

\(^2\)In MATLAB, this can be efficiently computed using \( y = \text{cumprod}([1, 1 - ((\alpha + 1)/(1:n))]) \), where \( n \) is the number of coefficients.
unsteady differential equation. The basis of the discretized operator used later is the following shifted expression

\[ R^a_L D_x^\alpha f(x, t) = \lim_{M \to \infty} \frac{1}{h^\alpha} \sum_{k=0}^{M} g_{\alpha,k} f((k-1)h, t) \]

introduced in [35, Theorem 2.7].

3. Some model problems and discretizations. In what follows, we introduce some prototypes of fractional differential equations. We start with space fractional problems with constant coefficients. These will then be expanded by an additional time fractional derivative. Similarities and differences in the non-constant coefficient case are pointed out. We emphasize that the subsequent examples are neither the only relevant formulations nor the only possible ways to discretize each problem. Instead, we show that classical discretization techniques typically lead to dense but highly structured problems which, when considered as matrix equations, allow for an efficient numerical treatment.

3.1. Space fractional problems. Consider the one dimensional fractional diffusion equation

\[
\begin{align*}
\frac{du(x,t)}{dt} - D^\beta_R u(x,t) &= f(x,t), \quad (x,t) \in (0,1) \times (0,T], \\
u(0,t) &= u(1,t) = 0, \quad t \in [0,T], \\
u(x,0) &= 0, \quad x \in [0,1],
\end{align*}
\]

with spatial differentiation parameter \( \beta \in (1,2) \). Equation (3.1) is discretized in time by an implicit Euler scheme of step size \( \tau \) to give

\[
\begin{align*}
\frac{u^{n+1} - u^n}{\tau} - D^\beta_R u^{n+1} &= f^{n+1},
\end{align*}
\]

where \( u^{n+1} := u(x,t_{n+1}) \), and \( f^{n+1} := f(x,t_{n+1}) \) denote the values of \( u(x,t) \) and \( f(x,t) \) at time \( t_{n+1} = (n+1)\tau \). According to (2.1), the Riesz derivative is defined as the weighted average of the left and right-sided Riemann-Liouville derivative. Hence, let us first consider the one-sided analogue of (3.2), i.e.,

\[
\begin{align*}
\frac{u^{n+1} - u^n}{\tau} - R^a_L D^\beta_x u^{n+1} &= f^{n+1}.
\end{align*}
\]

The stable discretization of this problem is introduced in [35, Formula (18)], where using \( u^{n+1}_i := u(x_i,t_{n+1}) \), the derivative is approximated via

\[
\begin{align*}
R^a_L D^\beta_x u^{n+1}_i &\approx \frac{1}{h^\beta_x} \sum_{k=0}^{i+1} g_{\beta,k} u^{n+1}_{i-k+1}.
\end{align*}
\]

Here, \( h_x = \frac{b-a}{n_x+1} \), and \( n_x \) is the number of interior points in space. Incorporating the homogeneous Dirichlet boundary conditions, an approximation to (3.2) in matrix form is given
While we simply take the weighted average of the discretized operators, the justification of the
approximation is laid in [36, equation (16)], where all $c_i$ are constant at $\frac{1}{2}$ and all
$f_i$ are zero. Using this notation it is easy to see that the implicit Euler method for solving (3.2)
requires the solution of the algebraic linear system
\begin{equation}
(I^{n_x} - \tau L^{n_x}_\beta) u^{n+1} = u^n + \tau f^{n+1}
\end{equation}
at every time-step. We discuss the efficient solution of this system in Section 4. We here focus
on the shifted version of the Gr"{u}nwald formulae, but we want to remark that all techniques
presented in this paper are also applicable when the unshifted version is used.

Next, for $\Omega = (a_x, b_x) \times (a_y, b_y)$, consider the two-dimensional version of (3.1)
\begin{equation}
\frac{du(x, y, t)}{dt} - x D^\beta_{R} u(x, y, t) - y D^\beta_{R} u(x, y, t) = f(x, y, t), \quad (x, y, t) \in \Omega \times (0, T),
\end{equation}
\begin{align}
&u(x, y, 0) = 0, \quad (x, y) \in \Gamma \times [0, T],
&u(x, y, t) = 0, \quad (x, y) \in \Omega,
\end{align}
where $\beta_1, \beta_2 \in (1, 2)$ and $\Gamma$ denotes the boundary of $\Omega$. Using again the shifted Gr"{u}nwald
finite difference for the spatial derivatives, gives in the $x$-direction
\begin{align}
x D^\beta_{R} u(x, y, t) &= \frac{1}{\Gamma(-\beta_1)} \lim_{n_x \to \infty} \frac{1}{h^{\beta_1}_x} \sum_{k=0}^{M_x} \frac{\Gamma(k - \beta_1)}{\Gamma(k + 1)} u(x - (k - 1)h_x, y, t),
\end{align}
and then in the $y$-direction
\begin{align}
y D^\beta_{R} u(x, y, t) &= \frac{1}{\Gamma(-\beta_2)} \lim_{n_y \to \infty} \frac{1}{h^{\beta_2}_y} \sum_{k=0}^{M_y} \frac{\Gamma(k - \beta_2)}{\Gamma(k + 1)} u(x, y - (k - 1)h_y, t).
\end{align}

With the previously defined weights, and employing an implicit Euler method in time, we
obtain the following equation
\begin{equation}
\frac{1}{\tau} (u^{n+1} - u^n) = (L^{n_x}_{\beta_1} \otimes L^{n_y}_{\beta_2} + L^{n_x}_{\beta_2} \otimes L^{n_y}_{\beta_1}) u^{n+1} + f^{n+1}.
\end{equation}
Note that for the numerical approximation we have used \( h_x = \frac{b_x - a_x}{n_x + 1}, \) \( h_y = \frac{b_y - a_y}{n_y + 1} \) with \( n_x + 2 \) and \( n_y + 2 \) degrees of freedom in both spatial dimensions. Again, the boundary degrees of freedom have been eliminated. To proceed with the implicit time stepping, one now has to solve the large linear system of equations

\[
\left( I^{n_x n_y} - \tau L_{\beta_1, \beta_2}^{n_x n_y} \right) u^{n+1} = u^n + \tau F^{n+1}
\]

at each time step \( t_n \). Due to the structure of \( L_{\beta_1, \beta_2}^{n_x n_y} \) we have

\[
I^{n_x n_y} - \tau L_{\beta_1, \beta_2}^{n_x n_y} = I^n \otimes \left( \frac{1}{2} I^{n_x} - \tau L_{\beta_1}^{n_x} \right) + \left( \frac{1}{2} I^{n_y} - \tau L_{\beta_2}^{n_y} \right) \otimes I^{n_x}.
\]

In other words, the vector \( u^{n+1} \in \mathbb{R}^{n_x n_y} \) is the solution of a Kronecker structured linear system. On the other hand, interpreting \( u^{n+1}, u^n, F^{n+1} \) as vectorizations of matrices, i.e.,

\[
u^{n+1} = \text{vec}(U^{n+1}), \quad u^n = \text{vec}(U^n), \quad f^{n+1} = \text{vec}(F^{n+1}), \quad U^{n+1}, U^n, F^{n+1} \in \mathbb{R}^{n_x \times n_y},
\]

this can be rewritten as a Sylvester equation of the form

\[
\left( \frac{1}{2} I^{n_x} - \tau L_{\beta_1}^{n_x} \right) U^{n+1} + U^{n+1} \left( \frac{1}{2} I^{n_y} - \tau L_{\beta_2}^{n_y} \right)^T = U^n + \tau F^{n+1}.
\]

Note that \( L_{\beta_1}^{n_x} \) and \( L_{\beta_2}^{n_y} \) are both symmetric but, in general, different. In Section 4 we shall exploit this key connection to efficiently determine a numerical approximation to \( U^{n+1} \), and thus to \( u^{n+1} \).

### 3.2. Time fractional problems

We now assume that the time derivative is of fractional order as well. Hence, in a one-dimensional space, let us consider

\[
\begin{align*}
C_0^\tau D_t^\alpha u(x,t) - x D_R^\beta u(x,t) &= f(x,t), \quad (x, t) \in (0, 1) \times (0, T], \\
u(0,t) &= u(1,t) = 0, \quad t \in [0, T], \\
u(x,0) &= 0, \quad x \in [0, 1],
\end{align*}
\]

where \( \alpha \in (0, 1) \) and \( \beta \in (1, 2) \).

We again approximate the Riesz derivative as the weighted sum of the left- and right-sided Riemann-Liouville fractional derivatives used before. The Caputo time-fractional derivative \( C_0^\tau D_t^\alpha u(x,t) \) is then approximated using the unshifted Grünwald-Letnikov approximation to give

\[
T_{\alpha}^{n+1} \left[ \begin{array}{c} u(x,t_0) \\ u(x,t_1) \\ \vdots \\ u(x,t_n) \end{array} \right] - I^{n+1} \left[ \begin{array}{c} x D_R^\beta u(x,t_0) \\ x D_R^\beta u(x,t_1) \\ \vdots \\ x D_R^\beta u(x,t_n) \end{array} \right] = I^{n+1} \left[ \begin{array}{c} f(x,t_0) \\ f(x,t_1) \\ \vdots \\ f(x,t_n) \end{array} \right],
\]

where

\[
T_{\alpha}^{n+1} := \tau^{-\alpha} \left[ \begin{array}{cccc} g_{\alpha,0} & 0 & \cdots & 0 \\ g_{\alpha,1} & g_{\alpha,0} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ g_{\alpha,n_t} & \cdots & g_{\alpha,0} & 0 \end{array} \right] = \left[ \begin{array}{c} \tau^{-\alpha} g_{\alpha,0} \\ \vdots \\ \tau^{-\alpha} g_{\alpha,n_t} \end{array} \right] \left[ \begin{array}{c} \tau^{\alpha} \\ 0 \end{array} \right].
\]
Here, \( T_\alpha^{n+1} \) represents the discrete Caputo derivative. In case of a non-zero initial condition \( u(x, t_0) = u_0 \) we get

\[
T_\alpha^n u(x, t_1) = \Gamma u(x, t_2) = \ldots = \Gamma u(x, t_{n_1}) = \left[ \begin{array}{c} f(x, t_1) \\ f(x, t_2) \\ \vdots \\ f(x, t_{n_1}) \end{array} \right] \left[ \begin{array}{c} g_{\alpha,1} \\ g_{\alpha,2} \\ \vdots \\ g_{\alpha,n_1} \end{array} \right] u(x, t_0).
\]

If we now discretize in space, this leads to the following algebraic linear system in Kronecker form

\[
( (T_\alpha^n \otimes I^{n_y}) - (I^{n_x} \otimes L_\beta^{n_y}) ) u = \tilde{f},
\]

where \( u = [u_T^T, u_T^T, \ldots, u_T^T]^T \in \mathbb{R}^{n_x \times n_y} \). Similarly, we define \( \tilde{f} = [f_T^T, f_T^T, \ldots, f_T^T]^T \).

Introducing the matrices \( U = [u_1, u_2, \ldots, u_n] \) and \( F = [f_1, \ldots, f_n] \), we can rewrite (3.7) as

\[
U(T_\alpha^n)^T - L_\beta^{n_y} U = F,
\]

which shows that \( U \) is the solution to a Sylvester matrix equation (see, e.g., [31]), with \( T_\alpha^n \) lower triangular and \( L_\beta^{n_y} \) a dense symmetric matrix.

Finally, if we have fractional derivatives in both a two-dimensional space and time, we consider

\[
\frac{C}{\alpha} D_\alpha^\alpha u(x, y, t) - x D_\alpha^\beta_1 u(x, y, t) - y D_\alpha^\beta_2 u(x, y, t) = f(x, y, t), \quad (x, y, t) \in \Omega \\
u(x, y, t) = 0, \quad (x, y, t) \in \Gamma \times [0, T], \\
u(x, y, 0) = 0, \quad (x, y, t) \in \Omega.
\]

Following the same steps as before we obtain a space-time discretization written as the following algebraic linear system

\[
( (T_\alpha^n \otimes I^{n_y}) - (I^{n_x} \otimes L_\beta^{n_y}) ) u = \tilde{f}.
\]

The space-time coefficient matrix now has a double tensor structure, making the numerical solution of the associated equation at each time step much more complex than in the previous cases. An effective solution strategy resorts to recently developed algorithms that use approximate tensor computations; see Section 4.4.

### 3.3. Variable coefficients

In this section we consider a more general FDE, which involves separable variable coefficients

\[
\frac{du(x, y, t)}{dt} = p_+(x, y) \frac{RL_x^\beta_1}{RL_x^\beta_1} u(x, y, t) + p_-(x, y) \frac{RL_y^\beta_2}{RL_y^\beta_2} u(x, y, t) \\
+ q_+(x, y) \frac{RL_y^\beta_2}{RL_y^\beta_2} u(x, y, t) + f(x, y, t), \quad (x, y, t) \in \Omega \\
u(x, y, t) = 0, \quad (x, y, t) \in \Gamma \times [0, T], \\
u(x, y, 0) = 0, \quad (x, y) \in \Omega.
\]

To simplify the presentation, we provide the details only for the two-dimensional space-fractional example, since the other cases can be obtained in a similar manner. We thus consider the case \( p_+(x, y) = p_{+1}(x)p_{+2}(y) \), and similarly for the other coefficients. The left and right
-sided Riemann-Liouville derivatives enter the equation with different coefficients, therefore the block
\[
\begin{pmatrix}
  p_+ R_L \partial_y^\beta_1 + p_- R_L \partial_y^\beta_1 + q_+ R_L \partial_y^\beta_2 + q_- R_L \partial_y^\beta_2
\end{pmatrix} u(x, y, t)
\]
becomes
\[
(P_{+,1} T_{\beta_1} U P_{+,2} + P_{-,1} T_{\beta_1}^T U P_{-,2} + Q_{+,1} U T_{\beta_2} Q_{+,2} + Q_{-,1} U T_{\beta_2}^T Q_{-,2})
\]
or, in Kronecker notation,
\[
(P_{+,2} \otimes P_{+,1} T_{\beta_1} + P_{-,2} \otimes P_{-,1} T_{\beta_1}^T + Q_{+,2} T_{\beta_2} \otimes Q_{+,1} + Q_{-,2} T_{\beta_2} \otimes Q_{-,1}) \mathbf{vec}(U).
\]
Note that the matrices \(P\) and \(Q\) are diagonal matrices representing the finite difference evaluations of the coefficients of the FDE. A simpler case occurs when the coefficients only depend on one spatial variable; for instance, the following data was used in [61]:
\[
\begin{pmatrix}
  \alpha_j D_t^\alpha - p_+ R_L \partial_x^\beta_1 - p_- R_L \partial_x^\beta_1 + q_+ R_L \partial_x^\beta_2 - q_- R_L \partial_x^\beta_2
\end{pmatrix} u(x, y, t) = 0,
\]
with
\[
p_+ = \Gamma(1,2) x^\beta_1, \quad p_- = \Gamma(1,2) (2 - x)^\beta_1, \quad q_+ = \Gamma(1,2) y^\beta_2, \quad q_- = \Gamma(1,2) (2 - y)^\beta_2.
\]
After the Grünwald-Letnikov discretization, the system matrix \(A\) reads
\[
A = T_{\alpha} \otimes \Gamma^{n_1} - \Gamma^{n_2} \otimes (P_{+,1} \mathbf{T}_{\beta_1} + P_{-,1} \mathbf{T}_{\beta_1}^T) - \Gamma^{n_2} \otimes (Q_{+,1} \mathbf{T}_{\beta_2} + Q_{-,1} \mathbf{T}_{\beta_2}^T) \otimes \Gamma^{n_1},
\]
where \(\mathbf{T}_{\beta}\) is the one-sided derivative, \(P_{+,1}, P_{-,1}, Q_{+,1}, Q_{-,1}\) are diagonal matrices with the grid values of \(p_+, p_-, q_+, q_-\), respectively. Now, using
\[
\hat{L}^{n_1,P}_{\beta_1} = P_{+,1} \mathbf{T}_{\beta_1} + P_{-,1} \mathbf{T}_{\beta_1}^T,
\]
we obtain the following form of the two-dimensional problem
\[
A = T_{\alpha} \otimes \Gamma^{n_1 n_2} - \Gamma^{n_1} \otimes \hat{L}^{n_1,P}_{\beta_1} \otimes \Gamma^{n_2} - \Gamma^{n_2} \otimes \Gamma^{n_1} \otimes \hat{L}^{n_1,Q}_{\beta_2}.
\]
In the more general case when the coefficients are sum of separable terms, that is,
\[
p_+(x, y) = \sum_{j=1}^r p_{+,j}(x)p_{+,j}(y),
\]
then the equation can be rewritten accordingly. For instance, assuming for simplicity that all coefficients are of order \(r\), we obtain
\[
\sum_{j=1}^r \left( P_{+,2}^{(j)} \otimes P_{+,1}^{(j)} \mathbf{T}_{\beta_1} + P_{-,2}^{(j)} \otimes P_{-,1}^{(j)} \mathbf{T}_{\beta_1}^T + Q_{+,2}^{(j)} \mathbf{T}_{\beta_2} \otimes Q_{+,1}^{(j)} + Q_{-,2}^{(j)} \mathbf{T}_{\beta_2} \otimes Q_{-,1}^{(j)} \right).
\]
Our methodology can be applied to this case as well. An even more general form is obtained if all coefficients are of different form, and hence results in affine decompositions of different orders. For reasons of exposition we will not discuss this case further.

The structure of the linear systems in the variable coefficient case is very similar to the constant coefficient case, but also shows crucial differences. While the matrix \(L^{n_1}_{\beta_1}\) is a symmetric Toeplitz matrix, the matrix \(L^{n_1,P}_{\beta_1}\) is not symmetric and also without Toeplitz structure. Often we obtain a diagonal times a Toeplitz matrix, which will be exploited in our solution strategy.
4. Matrix equations solvers. This section is devoted to the introduction of the methodology that allows us to efficiently solve the problems presented in Section 3. We start our discussion by considering the constant coefficient case, and then we adapt the matrix structure to the (separable) variable coefficient case. We shall work with methods that exploit the presence of matrices and tensors as much as possible, so as to reduce the complexity of the problem. Moreover, we try to use the special “Toeplitz” structure whenever possible, either in the coefficient matrix or in its approximations. This is followed by a discussion of a tensor-based approach for the time-fractional problem with two space dimensions based on the highly popular TT toolbox [40, 41].

As a general remark for all solvers we are going to survey, we mention that they are all related to Krylov subspaces. Given a matrix $A$ and a vector $r_0$, the Krylov subspace of size $l$ is defined as

$$K_l(A, r_0) = \text{span}\{r_0, Ar_0, \ldots, A^{l-1}r_0\}.$$  

As $l$ increases, the space dimension grows, and the spaces are nested, namely $K_l(A, r_0) \subseteq K_{l+1}(A, r_0)$. In the following we shall also consider wide forms of generalizations of this original definition, from the use of matrices in place of $r_0$, to the use of sequences of shifted and inverted matrices instead of $A$.

4.1. Numerical solution of the Sylvester equation. The numerical solution of linear matrix equations of the form

$$AU + UB = G, \tag{4.1}$$

with $A \in \mathbb{R}^{n_A \times n_A}$, $B \in \mathbb{R}^{n_B \times n_B}$, and $G \in \mathbb{R}^{n_A \times n_B}$ arises in a large variety of applications; we refer the reader to [54] for a detailed description. A unique solution $U \in \mathbb{R}^{n_A \times n_B}$ is ensured if $A$ and $-B$ have disjoint spectra. Robust numerical procedures for solving (4.1) when $A$ and $B$ have modest dimensions - up to a few hundreds - have been widely tested, and the Bartels-Stewart algorithm has emerged as the method of choice [3]. The method relies on a full Schur decomposition of the two matrices, and then on a backward substitution of the transformed problem.

We mention here another method that can be used when either $A$ or $B$ are small and already in triangular form, the way the equation (3.8) is in (3.6), when $n_t$ is small. Partition $U$ and $G$ as $U = [u_1, \ldots, u_{n_B}]$ and $G = [g_1, \ldots, g_{n_B}]$. Explicit inspection shows that if $B$ is upper triangular, then $u_1 \in \mathbb{R}^{n_A}$ can be obtained by solving the shifted system $(A+B_{11}I)u_1 = g_1$. All subsequent columns of $U$ may be obtained with a backward substitution as

$$(A+B_{ii}I)u_i = g_i - \sum_{k=1}^{i-1} u_k B_{ki}, \quad i = 2, \ldots, n_B.$$  

Each of these systems may be solved by CG equipped with a circulant preconditioner, as for (3.1). This strategy is appealing when $n_B$ is small.

Generically, however, we consider the case where the coefficient matrices $A$ and $B$ are both extremely large, typically dense, making full spectral decompositions and backward solves prohibitively expensive both in terms of computational and memory requirements. On the other hand, $G$ usually has much lower rank than the problem dimension, which makes low-rank approximation procedures more appealing. Note that the matrix $G$ in our case reflects the right-hand side of the FDE and, as this often has a certain smoothness, we perform a truncated singular value decomposition to obtain a low-rank representation $G$. Based on this
low-rank property, efficient methods seek an approximation \( \tilde{U} = VYW^T \approx U \), for matrices \( V \in \mathbb{R}^{n_A \times n_V}, Y \in \mathbb{R}^{n_V \times n_W}, W \in \mathbb{R}^{n_B \times n_W} \), where \( n_V, n_W \ll n_A, n_B \). Among these approaches are Krylov subspace projection and ADI methods, the latter being a particular Krylov subspace method [54]. We consider the following general projection methods for (4.1): given two approximation spaces Range(\( V \)) and Range(\( W \)), an approximation \( \tilde{U} = VYW^T \) is determined by requiring that the residual matrix \( R := A\tilde{U} + UB - G \) satisfies\(^3\)

\[
V^T RW = 0.
\]

Assuming that both \( V \) and \( W \) have orthogonal columns, and using \( \tilde{U} = VYW^T \), the condition above gives the reduced matrix equation

\[
(V^T AV)Y + Y(W^T BW) - V^T GW = 0;
\]

for \( V^T AV \) and \( W^T BW \) of small size, this equation can be efficiently solved by the Bartels-Stewart method, giving the solution \( Y \). Different choices of Range(\( V \)) and Range(\( W \)) lead to different approximate solutions. The quality of such an approximation depends on whether certain spectral properties of the coefficient matrices \( A \) and \( B \) are well represented in the two approximation spaces. Among the most successful choices are rational Krylov subspaces: letting \( G = G_1G_2^T \), rational Krylov subspaces generate the two spaces

\[
\text{Range}(V) = \text{Range}([G_1, (A - \sigma_1 I)^{-1}G_1, (A - \sigma_2 I)^{-1}G_1, \ldots])
\]

and

\[
\text{Range}(W) = \text{Range}([G_2, (B^T - \eta_1 I)^{-1}G_2, (B^T - \eta_2 I)^{-1}G_2, \ldots]),
\]

for specifically selected shifts \( \sigma_i, \eta_i, i = 1, 2, \ldots \). Note that a shift \( \sigma \) of multiplicity \( k \) can be used, as long as terms with powers \( (A - \sigma I)^{-j}, j = 1, \ldots, k \) are included in the basis. In our numerical experience we found the choice \( \sigma_i, \eta_i \in \{0, \infty\} \) particularly effective: for Range(\( V \)) this choice corresponds to an approximation space generated by powers of \( A \) and \( A^{-1} \), and it was first proposed under the name of Extended Krylov subspace [14]. In [53] it was shown for \( B = A^T \) that such a space can be generated progressively as

\[
\mathbb{E}K(A, G_1) = \text{Range}([G_1, A^{-1}G_1, AG_1, A^{-2}G_1, A^2G_1, A^{-3}G_1, \ldots]),
\]

and expanded until the approximate solution \( \tilde{U} \) is sufficiently accurate. Note that in a standard implementation that sequentially generates \( \mathbb{E}K(A, G_1) \), two “blocks” of new vectors are added at each iteration, one block multiplied by \( A \), and one “multiplied” by \( A^{-1} \). The block size depends on the number of columns in \( G_1 \), although as the iteration proceeds this number could decrease, in case rank deficiency occurs. The implementation of the resulting projection method with \( \mathbb{E}K(A, G_1) \) as approximation space was called KPIK in [53] for the Lyapunov matrix equation, that is (4.1) with \( B = A^T \) and \( G_1 = G_2 \).

The procedure in [53] can be easily adapted to the case of general \( B \), so that also the space \( \mathbb{E}K(B^T, G_2) \) is constructed [54]. For consistency we shall also call KPIK our implementation for the Sylvester equation. A MATLAB function implementing this algorithm is available at www.dm.unibo.it/˜simoncin/software.html.

The effectiveness of the procedure can be measured in terms of both the dimension of the approximation space needed to achieve the required accuracy, as well as computational

\(^3\)It can be shown that this requirement corresponds to an orthogonality (Galerkin) condition of the residual vector for the equation in Kronecker form, with respect to the space spanned by Range(\( W \otimes V \)) [54].
time. The first issue, that is convergence of the approximate to the exact solution, was recently analyzed in [27] for KPIK applied to the Lyapunov equation, and in [4] as a particular case of rational Krylov space methods applied to the Sylvester equation; see Section 4.3. Regarding computational complexity, since each step of KPIK requires the solution of linear systems with coefficient matrices \( A \) and \( B \), an exact complexity analysis is highly problem dependent. Nevertheless, it is clear that there is a direct relation between the problem dimensions \( n_A, n_B \) and the computational time. In particular, for system dimensions as given in Section 5, a direct solution based on an \( LU \) decomposition of the system matrices is hardly possible. To alleviate this computation, in our implementation the inner systems with \( A \) and \( B \) are solved inexactly, that is by means of a preconditioned iterative method, with a sufficiently high accuracy so as to roughly maintain the KPIK rate of convergence expected with the exact (to machine precision) application of \( A^{-1} \) and \( B^{-1} \). In our numerical experiments we shall call iKPIK the inexact version of the method. At this point we need to distinguish between the constant and the variable coefficient case. In the constant coefficient case we will inexactly solve for the Toeplitz matrices by using a circulant preconditioned CG method (see Section 4.2). In the case of the variable coefficient we can use the preconditioned GMRES approach that uses the local finite difference matrix for the preconditioner; see (4.3) in Section 4.2. Note that matrix vector products with Toeplitz matrices can be handled very efficiently; we recall this fact in the next section.

Finally, we observe that our stopping criterion for the whole procedure is based on the residual norm. In accordance with other low-rank approximation methods, the Frobenius norm of the residual matrix, namely \( \| R \|^2 = \sum_{i,j} R_{ij}^2 \), can be computed without explicitly storing the whole residual matrix \( R \). Indeed, using \( G_1 = V\gamma_1 \) and \( G_2 = W\gamma_2 \), we have

\[
R = [AV, V] \begin{bmatrix} 0 & Y \gamma_1 \gamma_2^T \end{bmatrix} [B^T W, W]^T = Q_1 \rho_1 \begin{bmatrix} 0 & Y \gamma_1 \gamma_2^T \end{bmatrix} \rho_2^T Q_2^T,
\]

where the two skinny QR factorizations \([AV, V] = Q_1 \rho_1 \) and \([B^T W, W] = Q_2 \rho_2 \) can be updated as the space expands\(^4\). Therefore,

\[
\| R \| = \| \rho_1 \begin{bmatrix} 0 & Y \gamma_1 \gamma_2^T \end{bmatrix} \rho_2^T \|,
\]

whose storage and computational costs do not depend on the problem size, but only on the approximation space dimensions.

### 4.2. Computations with Toeplitz matrices

We briefly discuss the properties of Toeplitz matrices and possible solvers. This is needed for the simplest problem (3.3), but also within the Sylvester solvers presented earlier.

As Ng points out in [39], many direct solution strategies exist for the solution of Toeplitz systems that can efficiently solve these systems recursively. We mention here [1, 15, 18, 33] among others. One is nevertheless interested in finding iterative solvers for the Toeplitz matrices, as this further reduces the complexity. Additionally, as we want to use the Toeplitz solver within a possible preconditioner for the Sylvester equations, we are not necessarily interested in computing the solution to full accuracy. Note that, for convenience reasons, we simply use \( n \) for the dimensionality of the matrices in the general discussion following about Toeplitz matrices. It will be clear from the application and the discussion in Section 3 what the

\(^4\)The residual norm computation could be made even cheaper in the exact case since then the skinny QR factorization would not have to be done explicitly [54].
specific value for \( n \) is. Let us consider a basic Toeplitz matrix of the form

\[
T = \begin{bmatrix}
t_0 & t_{-1} & \ldots & t_{2-n} & t_{1-n} \\
t_1 & t_0 & t_{-1} & \ldots & t_{2-n} \\
\vdots & t_1 & t_0 & \ddots & \vdots \\
t_{n-2} & \ddots & \ddots & t_{-1} & t_1 \\
t_{n-1} & t_{n-2} & \ldots & t_1 & t_0 \\
\end{bmatrix},
\]

(4.2)

Circulant matrices, which take the generic form

\[
C = \begin{bmatrix}
c_0 & c_{n-1} & \ldots & c_2 & c_1 \\
c_1 & c_0 & c_{n-1} & \ldots & c_2 \\
\vdots & c_1 & c_0 & \ddots & \vdots \\
c_{n-2} & \ddots & \ddots & c_0 & c_1 \\
c_{n-1} & c_{n-2} & \ldots & c_1 & c_0 \\
\end{bmatrix},
\]

are special Toeplitz matrices as each column of a circulant matrix is a circulant shift of its preceding column.

It is well known that a circulant matrix \( C \) can be diagonalized using the Fourier matrix \( F^5 \). In more detail, the diagonalization of \( C \) is written as \( C = \Lambda F \), where \( F \) is again the Fourier matrix and \( \Lambda \) is a diagonal matrix containing the eigenvalues (see [7, 39]). In order to efficiently compute the matrix-vector multiplication with \( C \), the matrix-vector multiplication using \( F \) and \( \Lambda \) needs to be available. The evaluation of \( F \) and \( F^H \) times a vector can be done via the Fast Fourier Transform (FFT, [8, 17]). The computation of the diagonal elements of \( \Lambda \) is done employing one more FFT. Overall, this means that the matrix vector multiplication with \( C \) can be replaced by applications of the FFT.

The \( n \times n \) Toeplitz matrices (4.2) are not circulant but can be embedded into a \( 2n \times 2n \) circulant matrix as follows

\[
\begin{bmatrix}
T & B \\
B & T \\
\end{bmatrix} \begin{bmatrix}
y \\
0 \\
\end{bmatrix},
\]

with

\[
B = \begin{bmatrix}
0 & t_{n-1} & \ldots & t_2 & t_1 \\
t_{1-n} & 0 & t_{n-1} & \ldots & t_2 \\
\vdots & t_{1-n} & 0 & \ddots & \vdots \\
t_{-2} & \ddots & \ddots & \ddots & t_{n-1} \\
t_{-1} & t_{-2} & \ldots & t_1 & 0 \\
\end{bmatrix}.
\]

This new structure allows one to exploit the FFT in matrix-vector multiplications with \( T \).

Note that these techniques can also be used when the variable coefficient case is considered, as multiplications with

\[
I - \hat{L}_{\beta_1}^{n_x, P} = I - (P_+ T_{\beta_1} + P_- T_{\beta_1}^T)
\]

can be performed using FFTs and simple diagonal scaling with \( P_- \) and \( P_+ \).

\footnote{In MATLAB this matrix can be computed via \( F = \text{fft}(\text{eye}(n)) \).}
For the constant coefficient case, i.e., the Toeplitz case, there exists a variety of different preconditioners [39]. Here we focus on a classical circulant preconditioner introduced by Strang in [57]. The idea is to approximate the Toeplitz matrix $T$ by a circulant $C$ that can in turn be easily inverted by means of the FFT machinery. The diagonals $c_j$ of this $C$ are determined as

$$c_j = \begin{cases} t_j, & 0 \leq j \leq \lfloor n/2 \rfloor \\ t_{j-n}, & \lfloor n/2 \rfloor < j < n \\ c_{n+j}, & 0 < -j < n \end{cases}.$$ 

Here $k := \lfloor n/2 \rfloor$ is the largest integer less or equal than $n/2$. Note that other circulant approximations are possible but will not be discussed here [39].

The computational strategy described above can be used to solve the linear system in (3.3) associated with Problem 1, namely

$$\left( I^{n_x} - \tau L_{\beta}^{n_x} \right) u^{n+1} = u^n + f.$$ 

In [62] it was shown that the coefficient matrix $I^{n_x} - \tau L_{\beta}^{n_x}$ is a strictly diagonally dominant M-matrix. This allows us to use a symmetric Krylov subspace solver such as the Conjugate Gradient method (CG) [23], which requires matrix-vector products with the coefficient matrix; for more details on iterative Krylov subspace solvers we refer the reader to [22, 49, 55]. The coefficient matrix has Toeplitz structure. Therefore the circulant approximation $C \approx I^{n_x} - \tau L_{\beta}^{n_x}$ can be used as a preconditioner for CG. For the fast convergence of CG it is sufficient that the eigenvalues of the preconditioned matrix form a small number of tiny clusters, which is known to be the case for the Strang circulant preconditioner, since it gives a single eigenvalue cluster around 1 [32].

The numerical treatment is more complicated in the variable coefficient case. The authors of [13] point out that the use of circulant preconditioners for this case is not as effective, and suggest the use of the following approximation

$$-\hat{L}_{\beta_1}^{n_x,P} = -(P_+ T_{\beta_1} + P_- T_{\beta_1}^\top) \approx P_+ A + P_- A^\top =: W,$$

where $W \approx -\hat{L}_{\beta_1}^{n_x,P}$ is used for preconditioning purposes whenever a system involving $I_{\beta_1}^{n_x,P}$ needs to be solved and

$$A = \frac{1}{h_x^{\beta_1}} \begin{bmatrix} 2 & -1 & & \\ -1 & 2 & \ddots & \\ & \ddots & \ddots & -1 \\ & & -1 & 2 \end{bmatrix},$$

which is simply the central difference approximation to the 1D Laplacian. This approximation is good when the fractional differentiation parameter is close to two, i.e., $\geq 1.5$. Alternatively, for smaller differentiation parameters one could use

$$A = \frac{1}{h_x^{\beta_1}} \begin{bmatrix} 1 & -1 & & \\ & 1 & \ddots & \\ & & \ddots & -1 \\ & & & 1 \end{bmatrix},$$
as suggested in [13]. We can use a nonsymmetric Krylov solver such as GMRES [50] where
the matrix multiplication is performed using the FFT based approach presented above, and the
tridiagonal matrix $P + A + P A^\top$ as preconditioner by means of its LU factorization. One of
the major concerns is carrying the approaches for the one-dimensional case over to the higher
dimensional settings. The techniques for matrix equations presented earlier are well suited for
this scenario. We are in particular focusing on the connection to matrix equation solvers for
which we study the convergence behaviour in the next section. In addition we mention the
possible use of low-rank versions [30, 56] of well-known Krylov subspace solvers that have
become popular as they allow for the solution of tensor-valued equations while maintaining
the low-rank nature of the solution. This approach is certainly applicable in our case when
combined with a suitable preconditioner. For more detailed discussion we refer to [30].

4.3. Considerations on the convergence of the iterative solvers in the constant co-
efficient case. The performance of the iterative methods discussed so far depends, in the
symmetric case, on the distribution of the eigenvalues of the coefficient matrices, and, in the
nonsymmetric case, on more complex spectral information such as the field of values. We
start with providing a simple but helpful bound on the spectrum of the matrix obtained after
discretizing the fractional derivatives.

**Lemma 1.** For $1 < \beta < 2$, the spectrum of the matrix $L_\beta := \frac{1}{2}(T_\beta + T_\beta^\top)$ is contained in the open interval $(-2h^{-\beta}, 0)$.

**Proof.** From [32], for $1 < \beta < 2$, we recall the following useful properties of $g_{\beta,k}$:

- $g_{\beta,0} = 1$
- $g_{\beta,1} = -\beta < 0$
- $g_{\beta,2} > g_{\beta,3} > \cdots > 0$
- $\sum_{k=0}^\infty g_{\beta,k} = 0$
- $\sum_{k=0}^n g_{\beta,k} < 0$, $\forall n \geq 1$

We can now adapt the proof in [32] to get an estimate of the eigenvalues of $L_\beta = \frac{1}{2}(T_\beta + T_\beta^\top)$.

Recall the structure of $T_\beta$:

$$
T_\beta = h^{-\beta} \begin{bmatrix}
  g_{\beta,1} & g_{\beta,0} & \cdots & 0 \\
  g_{\beta,2} & g_{\beta,1} & g_{\beta,0} & \cdots \\
  g_{\beta,3} & g_{\beta,2} & g_{\beta,1} & g_{\beta,0} \\
  \vdots & \vdots & \vdots & \ddots \\
  g_{\beta,n} & g_{\beta,n-1} & \cdots & g_{\beta,1}
\end{bmatrix}
$$

Hence, the Gershgorin circles of $L_\beta$ are all centered at $h^{-\beta}g_{\beta,1} = -\beta h^{-\beta}$. Moreover, the
largest radius is obtained in row $\left\lfloor \frac{n}{2} + 1 \right\rfloor$ and thus is at most (depending on $n$ being odd or even)

$$
r_{\max} = h^{-\beta} \sum_{k=0, k\neq 1}^{\left\lfloor \frac{n}{2} + 1 \right\rfloor} g_{\beta,k} < -h^{-\beta}g_{\beta,1} = h^{-\beta} \beta.
$$

This now implies $\sigma(L_\beta) \subset (-2h^{-\beta}, 0)$.

The result shows that, as the spatial mesh is refined, the eigenvalues of $L_\beta$ spread out on
the negative half of the real line, and preconditioning is needed for a fast convergence of the
iterative scheme for (3.1). The eigenvalue properties are also crucial to assess the performance
of the Extended Krylov subspace method described in the previous section, which we use both
for (3.4) and (3.6) as a solver. Assume that \( G = g_1 g_2^T \). In [4], for \( A \) and \( B \) symmetric, it was shown that the residual Frobenius norm is bounded as
\[
\frac{\| R \|_F}{\| g_1 \| \| g_2 \|} \leq 4 \max \left\{ \gamma_{m_A, A, B}, \gamma_{m_B, B, A} \right\} + \xi \left( \gamma_{m_A, A, B} + \gamma_{m_B, B, A} \right),
\]
where \( \gamma_{m_A, A, B} \) and \( \gamma_{m_B, B, A} \) are quantities associated with the approximation spaces in \( A \) and in \( B \) of dimension \( m_A \) and \( m_B \), respectively, and \( \xi \) is an explicit constant independent of the approximation space dimensions. For \( A = B \), which in (3.6) is obtained for instance whenever \( \beta_1 = \beta_2 \), it holds (see [27])
\[
\gamma_{m_A, A, B} = \gamma_{m_B, B, A} = \left( \frac{k^{1/4} - 1}{k^{1/4} + 1} \right)^{2m_A}, \quad \kappa = \lambda_{\max}(A)/\lambda_{\min}(A).
\]
In the notation of (3.6), the rate of convergence of the Extended Krylov subspace method when \( \beta_1 = \beta_2 \) is thus driven by \( k^{1/4} \), where \( k \) is the condition number of \( \frac{1}{2} I - L_0 \).

Finally, if one were to consider the (symmetric) Kronecker formulation of the Sylvester equation in (3.8), that is,
\[
(I_1 \otimes A + B \otimes I_2) vec(U) = vec(G),
\]
the following estimate for the eigenvalues of the coefficient matrix would hold:
\[
\sigma(I_1 \otimes A + B \otimes I_2) \subset \left( 1, 1 + \frac{2 \beta_1 \tau}{h^{\beta_1}} + \frac{2 \beta_2 \tau}{h^{\beta_2}} \right).
\]
The assertion follows from the fact that the eigenvalues \( \nu \) of \( I_1 \otimes A + B \otimes I_2 \) are given by the eigenvalues of \( A \) and \( B \) via \( \nu_{i,j} = \lambda_i(A) + \mu_j(B) \). Therefore, if the Conjugate Gradient method were applied to the Kronecker formulation above, classical results would ensure that its convergence would asymptotically depend on \( (1 + \frac{2 \beta_1 \tau}{h^{\beta_1}} + \frac{2 \beta_2 \tau}{h^{\beta_2}})^h \), which can be significantly larger than the quantity \( \kappa^{1/4} \) obtained with the matrix equation formulation. As a consequence, solving with the Conjugate Gradient method is expected to be much slower than with the matrix-oriented approach.

### 4.4. Tensor-valued equation solver

The efficient solution of tensor-valued equations has recently seen much progress regarding the development of effective methods and their corresponding analysis [2, 40, 59]. General introductions to this very active field of research can be found in [21, 29] and in the literature mentioned there. A crucial aspect in tensor-based strategies is deciding on the format employed to represent tensors, for which different algorithms can be exploited; here we focus on the tensor train (TT) representation [40, 41, 44]. While for a three-dimensional setup other formats such as the well known Tucker format [21, 29] can be more efficient than the TT format, this property is lost in higher dimensions, which is the case when we consider three spatial dimensions plus time or additional parameter dimensions. Additionally, the availability of a suitable software implementation of the used algorithms via the TT toolbox [42] is an advantage of the tensor train format. In the following we shall briefly introduce the TT format, while we point to the literature for details.

The first operation we need for high-dimensional data is reshaping. To this end, suppose \( u \) is the solution of (3.9). Its elements can be naturally enumerated by three indices \( i_1, i_2, i_3 \), corresponding to the discretization in time and the two spatial dimensions, respectively. Introducing a multi-index
\[
i_1 i_2 i_3 = (i_1 - 1)n_x n_z + (i_2 - 1)n_z + i_3,
\]
we can denote \( \mathbf{u} = \left[ \mathbf{u}(i_1, i_2, i_3) \right]_{i_1, i_2, i_3 = 1}^{n_1, n_2, n_3} \) and consider \( \mathbf{u} \) as a three-dimensional tensor with elements \( \mathbf{u}(i_1, i_2, i_3) \). The TT decomposition aims to approximate \( \mathbf{u} \) as follows,

\[
(4.4) \quad \mathbf{u}(i_1, i_2, i_3) \approx \sum_{s_1, s_2 = 1}^{r_1, r_2} \mathbf{u}^{(1)}_{s_1} (i_1) \mathbf{u}^{(2)}_{s_1, s_2} (i_2) \mathbf{u}^{(3)}_{s_2} (i_3) \quad \Leftrightarrow \quad \mathbf{u} \approx \sum_{s_1, s_2 = 1}^{r_1, r_2} \mathbf{u}^{(1)}_{s_1} \otimes \mathbf{u}^{(2)}_{s_1, s_2} \otimes \mathbf{u}^{(3)}_{s_2}.
\]

The indices \( r_1, r_2 \) are called TT ranks and the \( \mathbf{u}^{(m)}_s \), \( m = 1, 2, 3 \) are the so-called TT blocks, with \( \mathbf{u}^{(1)} \in \mathbb{R}^{n_1 \times r_1} \), \( \mathbf{u}^{(2)} \in \mathbb{R}^{r_1 \times n_2 \times r_2} \) and \( \mathbf{u}^{(3)} \in \mathbb{R}^{r_2 \times n_3} \). When fixing the indices we get for \( \mathbf{u}^{(2)} (j) \in \mathbb{R}^{r_1 \times r_2} \) a matrix slice, for \( \mathbf{u}^{(2)}_{s_1, s_2} \in \mathbb{R}^{n_2} \) a vector, and for \( \mathbf{u}^{(2)}_{s_1, s_2} (j) \) a scalar. The values of \( r_1, r_2 \) depend on the accuracy enforced in (4.4).

Let us next represent the (tensorized) linear operator (3.9) in the proposed TT format. We recall that \( \mathcal{A} \) is given by

\[
\mathcal{A} = T^{n_1}_{\alpha} \otimes I^{n_2} \otimes I^{n_3} - I^{n_1} \otimes \left( \frac{1}{h_{\beta_1}} I^{n_2} \otimes L^{n_2}_{\beta_1} + \frac{1}{h_{\beta_2}} I^{n_3} \right)
= (T^{n_1}_{\alpha} \otimes I^{n_2} \otimes I^{n_3}) - \left( I^{n_1} \otimes \frac{1}{h_{\beta_1}} I^{n_2} \otimes L^{n_2}_{\beta_1} \right) - \left( I^{n_1} \otimes I^{n_2} \otimes \frac{1}{h_{\beta_2}} I^{n_3} \right).
\]

For applying the tensor \( \mathcal{A} \) to a tensor in TT format, we use the following approximation of \( \mathcal{A} \) (see [10])

\[
(4.5) \quad \mathcal{A}(i, j) = \mathcal{A}(i_1, i_2, i_3, j_1, j_2, j_3) \approx \sum_{\gamma_1, \gamma_2 = 1}^{r_1, r_2} A^{(1)}_{\gamma_1} (i_1, \gamma_1) A^{(2)}_{\gamma_1, \gamma_2} (i_2, j_2) A^{(3)}_{\gamma_2} (i_3, j_3).
\]

Assume that the right-hand side of the equation to be solved is given in the TT format (4.4), and that the matrix product operator uses the structure in (4.5). Then a suitable approximate solution to the FDE (3.9) will also be sought in the same TT format. For convenience we do not introduce additional notation but assume the operations discussed in the following are all within the TT framework. Again, similar reasonings would be possible using other tensor formats.

A way to approximate the solution of the problem defined by (3.9) is to first recast it as a least squares problem, that is,

\[
(4.6) \quad \left\| \tilde{\mathbf{f}} - \mathcal{A} \mathbf{u} \right\| \Rightarrow \min.
\]

A simple class of techniques for solving (4.6) is the so-called Alternating Least Squares (ALS) scheme where the minimization proceeds by fixing all but one core of the optimization problem, and then solving this simpler problem while repeatedly iterating over all cores. In [43] several issues associated with this basic ALS approach are discussed, among them its slow convergence. An improved scheme is the so-called DMRG (Density Matrix Renormalization Group) method [24, 40], where all but two cores are fixed and the alternating optimization proceeds iterating over these pairs of cores. In our experiments we have used the more recent approach AMEN (Alternating Minimal Energy) method [12]. This algorithm is an improvement on ALS schemes with steepest descent, in the sense that it uses computed information in a more timely way and can work with local operations using only one or two cores. For a detailed discussion and comparisons, we refer to [12]. We also mention that one could use a TT version of well-known Krylov methods such as GMRES ([50]) adapted to the TT framework (see [9]), or further exploit the Toeplitz structure of the involved matrices (see the QTT framework [10, 11, 26]). We have not explored these possibilities in this work.
The existence of low-tensor-rank solutions for fractional differential equations has, to the best of our knowledge, not received any attention, and will be the study of further work. In spirit, the closest results are found in [20], where high-dimensional Laplacians are discussed. For more results we refer to [52, 60].

5. Numerical results. In this section we report on our numerical experience with the algorithms proposed in the previous sections. All tests are performed on a Linux Ubuntu Compute Server using 4 Intel Xeon E7-8837 CPUs running at 2.67 GHz, each equipped with 256 GB of RAM using MATLAB® 2012.

We illustrate the effectiveness of our proposed methods by testing the convergence for all problems presented earlier both in the constant and variable coefficient case. Our goal is to obtain robustness with respect to the discretization parameter in both the temporal and the spatial dimensions. Additionally, we are testing all problems for a variety of different orders of differentiation to illustrate that the methods are suitable for reasonable parameter choices.

Figure 5.1. Comparison of numerical solutions when using two different values for $\beta$ with zero initial condition and zero Dirichlet boundary condition (510 and 10 space and time points, resp.).

As this work discusses various different formulations and several solution strategies, we want to summarize the suggested solution methods in Table 5.1.

<table>
<thead>
<tr>
<th>Problem setup</th>
<th>Solution method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time+1D FDE (3.3)</td>
<td>PCG</td>
</tr>
<tr>
<td>Time+2D FDE (3.5)</td>
<td>IKPIK</td>
</tr>
<tr>
<td>Frac.Time+1D FDE (3.7)</td>
<td>IKPIK</td>
</tr>
<tr>
<td>Frac.Time+2D FDE (3.9)</td>
<td>AMEN</td>
</tr>
</tbody>
</table>

5.1. Fractional in space: constant and variable coefficients.

One-dimensional example. We are using a zero-initial condition and a zero Dirichlet boundary condition. The result for two different values of $\beta$ is shown in Figure 5.1 and is simply given to illustrate that the parameter $\beta$ has a significant influence on the solution $u$. Table 5.2 shows the result for a variety of discretization levels with two values of $\beta$. For this problem the forcing term was given by
\[ f = 80 \sin(20x) \cos(10x). \]

It can be seen that the Strang preconditioner [57] performs exceptionally well with only 6 to 8 iterations needed for convergence and no dependence on the mesh size. A tolerance of \(10^{-6}\) for the relative residual was used for the stopping criterion. The time-step is chosen to be \(\tau = h_x/2\).

For the variable coefficient case we consider the following parameters \(p_+ = \Gamma(1.2)x_1^{\beta_1}\) and \(p_- = \Gamma(1.2)(2 - x_1)^{\beta_1}\). It is easily seen from Table 5.2 that the iteration numbers are very robust using the approximation by the difference matrices, and that timings remain very moderate.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Constant Coeff.} & \textbf{Variable Coeff.} \\
\textbf{\(n_x\)} & \textbf{\(\beta = 1.3\)} & \textbf{\(\beta = 1.7\)} & \textbf{\(\beta = 1.3\)} & \textbf{\(\beta = 1.7\)} \\
\hline
32768 & 6.0 (0.43) & 7.0 (0.47) & 6.8 (0.90) & 6.0 (0.81) \\
65536 & 6.0 (0.96) & 7.0 (0.97) & 6.4 (1.93) & 6.0 (1.75) \\
131072 & 6.0 (1.85) & 7.0 (2.23) & 5.9 (3.93) & 5.9 (3.89) \\
262144 & 6.0 (7.10) & 7.1 (8.04) & 5.4 (12.78) & 6.0 (13.52) \\
524288 & 6.0 (15.42) & 7.8 (19.16) & 5.1 (25.71) & 6.0 (27.40) \\
1048576 & 6.0 (34.81) & 8.0 (41.76) & 4.9 (51.02) & 6.3 (62.57) \\
\hline
\end{tabular}
\caption{Average PCG (constant coefficient case) and GMRES (variable coefficient case) iteration numbers for 8 time steps and two values of \(\beta\), as the mesh is refined; in parenthesis is the total CPU time (in secs).}
\end{table}

**Two-dimensional example.** This problem now includes a second spatial dimension together with a standard derivative in time. The spatial domain is the unit square. The problem is characterized by a zero-Dirichlet condition with a zero-initial condition. The time-dependent forcing term is given as

\[ F = 100 \sin(10x) \cos(y) + \sin(10t)xy \]

and the solution for this setup is illustrated in Figure 5.2, where we show the solution at two different time steps.

Table 5.3 shows the average \(\text{IKPIK}\) iteration numbers alongside the total computing time. The tolerance for \(\text{IKPIK}\) is set to \(10^{-6}\), to illustrate that we can compute the solution very accurately, and the tolerance for the inner iterative solver is chosen to be \(10^{-12}\). The results summarized in Table 5.3 give the average number of \(\text{IKPIK}\) iterations for 8 time-steps. The variable coefficient is given by

\[ p_+ = \Gamma(1.2)x^{\beta_1}, \quad p_- = \Gamma(1.2)(2 - x)^{\beta_1}, \quad q_+ = \Gamma(1.2)y^{\beta_2}, \quad q_- = \Gamma(1.2)(2 - y)^{\beta_2}. \]

Note that the largest problem given in Table 5.3 corresponds to 16,777,216 unknowns, which is no problem for our methodology, but a further increase would not make it possible to store the unknowns without being represented in low-rank format.

**5.2. Time and space fractional.** Additionally we consider the challenging case when also the temporal derivative is of fractional type.
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Fig. 5.2. First and tenth time-step solutions of the 2D fractional differential equation.

One spatial dimension. Here the forcing term was defined by \( f = 8 \sin(10x) \), while a
zero Dirichlet condition on the spatial interval was used.

Table 5.4 summarizes the results for IKPIK. Here we discretized both the temporal and
the spatial domain using the same number of elements. For the variable coefficient case we
use the finite difference approximation presented earlier. We noticed that the convergence of
the outer IKPIK solver was dependent on the accuracy. We did not observe this dependence
for the results shown in Table 5.3 earlier. Due to the effectiveness of the preconditioner we set a tight tolerance for the inner scheme of $10^{-13}$, and use a tolerance of $10^{-6}$ for the $\text{IKPIK}$ convergence. When stating the degrees of freedom for each dimension one has to note that implicitly this method is solving a linear system of tensor form that has the dimensionality $n_t n_x \times n_t n_x$, so for the largest example shown in Table 5.4 this leads to roughly 70 million unknowns. We see that in the constant coefficient case the method performs very robustly with respect to mesh-refinement and that also the iteration numbers needed for $\text{IKPIK}$ are of moderate size when the differentiation parameter is changed. From the results for the variable coefficient case it can be seen that $\hat{L}_{n_x, P}^{n_x, P}$ is not always equally effective in this setup. The eigenvalues of $(\hat{P}_{\beta_1}^{n_x, P})^{-1} \hat{L}_{n_x, P}^{n_x, P}$ are shown in Figure 5.3.

In Figure 5.4 we illustrate the performance of both the preconditioner and the $\text{IKPIK}$ method for a variety of differentiation parameters in the variable coefficient setup. It can be seen that $\text{IKPIK}$ often only needs a small number of iterations whereas the preconditioner is not always as effective as the one in the constant coefficient case.

### Two and three dimensions.

In this section we briefly illustrate how the tensorized problems can be solved. Our implementation is based on the recently developed tensor-train format [40, 41, 44]. The forcing term in the first three-dimensional setup is given by the rank-one tensor

$$\hat{f} = 1 \otimes \exp((x - 0.5)^2) \otimes \exp((y - 0.5)^2) \otimes \exp((z - 0.5)^2),$$

where the terms $\exp((x - 0.5)^2)$ are to be understood componentwise with $x, y, z$ the vectors representing the mesh-grid of appropriate dimensionality. Furthermore, zero-Dirichlet conditions are imposed, together with a zero initial condition. The approximations of the
right-hand side \( \tilde{f} \) and the tensor \( A \) use the \texttt{round} function within the TT-toolbox, with “round” tolerance set to \( 10^{-6} \). The AMEN method recalled in Section 4.4 ([12]) was used, with a convergence tolerance also set to \( 10^{-6} \). We next illustrate that the performance of AMEN for our tensor equation with constants coefficients is robust with respect to changes in the system parameters such as the orders of differentiation and varying meshes. Table 5.5 shows the AMEN iteration numbers for 3 different mesh sizes both in time and space and two different choices of differentiation orders. The iteration numbers are relatively robust with changing mesh-size, while they show some dependence on the choice of the differentiation orders. We stress that the solvers were not tailored to these specific cases, rather they were used as black boxes. We note that the storage of the full solution to the problem presented in Table 5.5 would require \( n_t n_x n_y n_z \) elements, which for the finest discretization shown is \( 2^{44} \approx 10^{13} \) elements. The low-rank solution in the TT format requires storage for \( r_0 r_1 n_t + r_1 r_2 n_x + r_2 r_3 n_y + r_3 r_4 n_z \) elements. We then obtain

\[
\frac{\text{mem}(TT)}{\text{mem}(FULL)} = \frac{60 \cdot 2^{11}}{2^{44}} \approx 6 \cdot 10^{-9},
\]

which illustrates the potential of the low tensor-rank method. Figure 5.5 shows the computed solution to the above mentioned problem in three-dimensional space.

We also want to illustrate the performance of the tensor method for the use with a variable coefficient setup as presented earlier. For this we consider the coefficients

\[
p_+ = \Gamma(1.2)x^{\beta_1}y, \quad p_- = \Gamma(1.2)(2-x)^{\beta_1}y, \quad q_+ = \Gamma(1.2)y^{\beta_2}x, \quad q_- = \Gamma(1.2)(2-y)^{\beta_2}x.
\]

The forcing term is given by \( \tilde{f} = 1 \otimes \sin(2\pi x) \otimes \exp((y-0.5)^2) \), while zero Dirichlet boundary conditions are imposed, together with a zero initial condition. We show the results...
Results for a mesh 1024 degrees of freedom both in space and time. We put a mesh of width 0.05 on both the differentiation parameter in time and space. $\alpha \in [0.05, 1], \beta \in [1.05, 2]$. We switch between preconditioners at $\beta = 1.3$.

Table 5.5

<table>
<thead>
<tr>
<th>$n_t$</th>
<th>$n_x$</th>
<th>$n_y$</th>
<th>$n_z$</th>
<th>$\beta_2 = 1.9, \beta_3 = 1.3$</th>
<th>$\beta_2 = 1.5, \beta_3 = 1.2$</th>
<th>$\beta_1 = 1.7, \alpha = 0.7$</th>
<th>$\beta_1 = 1.7, \alpha = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td>1024</td>
<td>1024</td>
<td>1024</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>2048</td>
<td>2048</td>
<td>2048</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

We note that in the first two parameter setups there is a benign increase in the iteration numbers while the dimensionality is increased. We want to point out that for these computations AMEN was used in a standard way. We believe that incorporating within AMEN preconditioners that are tailored for the variable coefficient matrices will allow for a better convergence. This and the use of the even more efficient QTT [26] representation is future...
Problem (3.9). Solution at time-step 12 for a three-dimensional setup.

We have introduced four problems that use the well-established Grünwald-Letnikov scheme (and some of its descendants), as a sample of emerging mathematical models that rely on FDEs. We derived the discrete linear systems and matrix Sylvester-type equations that represent the discretized version of the space-, time- and space-time-fractional derivative for both constant and variable coefficients. For all problems it was crucial to notice the Toeplitz structure of the discrete differentiation operator whenever present. While the simplest model problem only required a circulant preconditioner in combination with the preconditioned CG method, the more involved problems needed further study. For realistic discretization levels it was no longer possible to explicitly store the approximate solution vectors. We thus considered low-rank matrix equations solvers and in particular focused on the successful KPIK method in its inexact version IKPIK. This method was then extremely effective when we again used the circulant preconditioned Krylov solver to evaluate any linear systems.
with the inverse of a differentiation matrix. The last and most challenging problem was then solved using recently developed tensor-methodology and, while still future research needs to be devoted to understanding these solvers better, the numerical results are very promising.

Acknowledgements. Martin Stoll would like to thank Anke Stoll for introducing him to fractional calculus. Additionally, he is indebted to Akwum Onwunta and Sergey Dolgov for help with the TT Toolbox. The research of the second author was partially supported by the Italian research fund INdAM-GNCS 2013 “Strategie risolutive per sistemi lineari di tipo KKT con uso di informazioni strutturali”.

REFERENCES

LOW-RANK SOLVERS FOR FRACTIONAL DIFFERENTIAL EQUATIONS


