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Stable propagation of the genetic information is a necessity for all living organisms, but DNA is vulnerable to DNA damage. DNA replication in particular is affected by DNA damage, as it requires an intact template. DNA damage during S-phase therefore causes stalling of replication forks, which can lead to the occurrence of mutations or chromosomal aberrations. To uphold genome integrity cells evolved an error-free DNA repair mechanism by which DNA repair intermediates called X-shaped DNA structures are generated. These structures must be resolved before anaphase since unresolved X-shaped DNA structures block chromatid segregation and can lead to chromosome alterations and rearrangements. Two distinct mechanisms are used to resolve X-shaped DNA structures: dissolution carried out by Sgs1 helicase and resolution that engages structure-specific endonucleases like Mus81-Mms4. However, despite the extensive studies of the function of resolution enzymes, the regulation of X-shaped DNA structure resolution is poorly understood.

This study characterizes the Dpb11-Slx4 complex as a regulator of resolution of X-shaped DNA structures by Mus81-Mms4 in Saccharomyces cerevisiae. The Dpb11-Slx4 complex is formed in S-phase after Slx4 phosphorylation by cyclin-dependent kinase Cdk1. A phosphorylation deficient Slx4 mutant is sensitive to the DNA alkylating agent MMS and shows slow S-phase progression. Furthermore, an impaired Slx4 interaction with Dpb11 leads to slower resolution of X-shaped DNA structures, accumulation of anaphase bridges and increased crossover rates. This suggests that the Dpb11-Slx4 complex is involved in resolution and through an epistatic relationship with the mus81 and mms4 mutants the Dpb11-Slx4 complex can be assigned to the Mus81-Mms4-dependent resolution pathway. Moreover, biochemical data show that Mus81-Mms4 binds Dpb11-Slx4 in M-phase. Formation of Slx4-Dpb11-Mms4-Mus81 is dependent on Polo-like kinase Cdc5 phosphorylation of Mms4. Intriguingly, this phosphorylation is delayed when Dpb11-Slx4 interaction is impaired. Notably, partially inactive DNA damage checkpoint promotes Mms4 phosphorylation and the formation of the Slx4-Dpb11-Mms4-Mus81 complex.

Taken together, this study describes a new Slx4-Dpb11-Mms4-Mus81 complex that is involved X-shaped DNA structures resolution and is regulated by Cdk1, Cdc5 and the DNA damage checkpoint.
INTRODUCTION

2 INTRODUCTION

2.1 Cell cycle regulation of the DNA damage response

The cell cycle is an ordered series of events that ultimately leads to cell division. The generation of two genetically identical cells from one mother cell requires two fundamental processes: the faithful duplication of the genetic information (DNA replication) and its accurate distribution between the two daughter cells (mitosis). However, a cell’s genome is constantly being damaged. Various DNA damaging agents originating from endogenous and exogenous sources introduce DNA lesions, which interfere with the integrity of the genomic information. To prevent cell death or the transmission of mutations to the daughter cells, it is crucial for a cell to cope with DNA damage efficiently at every time during the cell cycle.

2.1.1 The DNA damage response

Unrepaired DNA lesions are toxic for a cell and can lead to mutations, malignant cell transformation or cell death. Consequently, cells have evolved a set of DNA damage response (DDR) mechanisms, which help to cope with DNA damage and efficiently repair DNA lesions. The DDR consists of different pathways that act in concert to stall the cell cycle, thereby providing time to repair the lesion specifically or allow damaged DNA to be replicated.

The cellular response to a DNA double strand break (DSB) could serve as an example for DDR mechanism, in particular DNA damage checkpoint activation (Longhese et al., 1998). When a DSB is formed, the MRX complex is recruited to the site of the lesion. The MRX complex consists of three members - Mre11, Rad50 and Xrs2. The binding of the MRX complex to a DNA break site leads to the recruitment of the protein kinase Tel1 (Lisby et al., 2004). At the break Tel1 is activated by the MRX complex and DNA ends (Fukunaga et al., 2011). After processing of DSB by resection, single-stranded DNA (ssDNA) ends are generated. ssDNA at the break site is covered by the replication protein A (RPA). RPA is known to physically interact with the Mec1 kinase, which is recruited together with its binding factor Ddc2 (Rouse and Jackson, 2002; Zou and Elledge, 2003; Ball et al., 2005; Jazayeri et al., 2006; Ball et al., 2007).
For full activation of the DNA damage checkpoint the 9-1-1 complex is additionally required as co-sensor (Delacroix et al., 2007; Lee et al., 2007; Puddu et al., 2008). The 9-1-1 complex consists of three protein subunits, Ddc1, Mec3 and Rad17, which form a trimeric ring that is loaded onto ssDNA and double-stranded DNA (dsDNA) junction by RFC-like clamp loader (Kondo et al., 1999), which consists of Rad24 and Rfc2-5. The 9-1-1 complex subunit Ddc1 interacts with the scaffold protein Dpb11 and recruits Dpb11 to the DNA damage site (Wang and Elledge, 2002). Dpb11 was shown to stimulate the protein kinase Mec1 (Kumagai et al., 2006; Mordes et al., 2008; Navadgi-Patil and Burgers, 2008). The activated protein kinases Tel1 and Mec1 directly phosphorylate the adaptor proteins Rad9 and Mrc1 (Alsacabas et al., 2001; Schwartz et al., 2002). Consequently, the DNA damage checkpoint signal is transferred to the kinases Rad53 and Chk1. Rad53 and Chk1 function as effector kinases of the DNA damage checkpoint and mediate the phosphorylation of a variety of checkpoint target proteins, which turn the signal into a biological outcome (Sanchez et al., 1999).

The activated DNA damage checkpoint often regulates DNA repair pathways. Importantly, depending on the type of DNA damage different repair mechanisms are engaged to repair the lesion. For example, DSBs are repaired by the homologous recombination (HR) or non-homologues end joining (NHEJ) mechanisms. The main enzyme in HR repair is the Rad51 recombinase. Rad51 is involved in homology search and catalysis of strand exchange to prime for DNA synthesis to repair DSB. In contrast to HR, the NHEJ mechanism is rather simple. The Ku70/Ku80 complex captures and brings DNA ends together. After little or no end processing the ends are directly ligated by the ligase IV (Lieber, 2010; Jasin and Rothstein, 2013).

The most simple and most accurate way of DNA repair is the direct reversal of DNA damage. An example is the repair of UV-induced damage, which is reversed by the photolyase Pfr1 (Sebastian et al., 1990). Moreover, yeast cells express the DNA repair methyltransferase Mgt1, which removes methyl groups from alkylated DNA bases (Sassanfar and Samson, 1990; Sassanfar et al., 1991).

The majority of endogenous DNA damage is caused by oxidation, spontaneous hydrolysis or deamination reactions. DNA lesions originating from these sources are usually repaired by base excision repair (BER) mechanisms. BER involves five groups of DNA modifying enzymes that release the base from deoxyribose (Ung1, Mag1, Ntg1, Ntg1, Ogg1), nick the DNA backbone (Apn1, Apn2), remove the
remaining deoxyribose backbone phosphate (Rad27), fill the gap (Pol2) and ligase the remaining DNA ends (Lig1) (Hoeijmakers, 2001).

Lesions that interfere with base paring are repaired by nucleotide excision repair (NER), which additionally can act on BER substrates (Torres-Ramos et al., 2000). The first step in NER is the excision of 25-30 nucleotides, which surround the lesion (Guzder et al, 1995). Subsequently, the single-stranded gap is filled by the action of a DNA polymerase followed by ligation (Budd and Campbell, 1995; Ogi et al., 2010). Crucial factors functioning in NER are Rad4-Rad23, Rad14, Rad1-Rad10, Rad2 (Schärer, 2013).

In case lesions are not repaired by BER or NER before encountered by the DNA replication machinery, they can be bypassed by post-replication repair (PRR) mechanisms (di Caprio and Cox, 1981; Prakash, 1981). PRR is also known as Rad6 pathway and is carried by ubiquitin ligase complexes and specialized DNA polymerases (see 2.2.2) (Ulrich and Jentsch, 2000; Waters et al., 2009).

DNA mismatch repair (MMR) is important when erroneous insertion, deletion or misincorporation of bases occur during DNA synthesis. Relevant proteins in this pathway are Msh1-6, Pms1, Mlh1-3, Pol30, Exo1 (Harfe and Jinks-Robertson, 2000; Kunkel and Erie, 2005; Hsieh and Yamane, 2008). In case of the erroneous incorporation of ribonucleotide monophosphates (rNMPs) into the genome, the mistake is corrected by ribonucleotide excision repair. rNMPs are incised by Rad27 and RNase H2 (Cerritelli and Crouch, 2009).

Interstrand crosslinks, which covalently link both strands of the DNA helix, are processed by Pso2-family proteins and various proteins, which have a role in other DNA repair pathways like homologous recombination as well as nucleases and DNA translesion polymerases (McVey, 2010).

After DNA repair, in order to allow cell cycle progression, the DNA damage checkpoint has to be inactivated. Checkpoint recovery takes place at different levels. As initiators of checkpoint signaling, DNA repair and DNA damage checkpoint proteins have to be removed from the site of damage (Vaze et al., 2002). Furthermore, protein phosphatases are required to revert phosphorylation marks, which were introduced by checkpoint effector kinases (Keogh et al., 2006). Moreover, the central effector kinase Rad53 is degraded or dephosphorylated. It was shown that the Ptc2, Ptc3 and Pph3 phosphatases work in dephosphorylation of the DNA damage
checkpoint effector kinase Rad53, thus inactivating DNA damage checkpoint (Leroy et al., 2003; O’Neill et al., 2007).

2.1.2 Cell cycle kinases and their relation to DNA damage response

While DNA damage can occur at any time and independently of the cell cycle phase, the chromosomal structure and thereby the DNA repair pathways, which are dependent on a certain chromosome state, are tightly coupled to the different cell cycle phases. Hence, to adapt to structural changes of chromosomes, DNA damage repair mechanisms are regulated by the cell cycle in hand of the cell cycle kinases.

Cyclin-dependent kinases (CDKs) are a family of kinases, which are characterized by the binding of a kinase subunit to a specific non-catalytic cyclin. CDKs are highly conserved proteins and six cyclin-dependent kinases are expressed in the yeast Saccharomyces cerevisiae: Cdk1 (also known as Cdc28), Pho85, Kin28, Ssn3, Ctk1 and Bur1. Cdk1 is necessary and sufficient during all cell cycle phases. Pho85 acts in G1-phase when Cdk1 activity is low. All other cyclin-dependent kinases have roles in transcription regulation (Lörincz and Reed, 1984; Simon et al., 1986; Toh-e et al., 1988; Lee and Greenleaf, 1991; Liao et al., 1995; Liu and Kipreos, 2000; Yao et al., 2000).

Cdk1 kinase levels are constant during the cell cycle. The expression of different cyclins at the particular cell cycle stage regulates Cdk1. Cdk1 is inactive in G1-phase due to the low concentration of cyclins and the presence of cyclin-dependent kinase inhibitors Sic1 and Far1 (Schwob et al., 1994; Alberghina et al., 2004). Cdk1 kinase activity increases at late G1-phase, when the cyclin expression reaches a level sufficient for the activation of Cdk1 and the Sic1 and Far1 inhibitors are degraded (Mendenhall and Hodge, 1998). Active Cdk1 phosphorylates various proteins on the consensus site for Cdk1 phosphorylation S/T-P-x-K/R (x is any amino acid, S/T-P constituting the minimal consensus (Nigg, 1993)).

The cyclin-Cdk1 complexes have specific target proteins and thereby affect different cellular processes. A recent study combining Cdk1 inhibition experiments with mass spectrometry (MS) analysis led to the identification of more than 300 Cdk1 target proteins (Holt et al., 2009). Among the variety of processes regulated by CDKs
are DNA replication, chromosome segregation, transcription and cell morphogenesis. Moreover, proteins of the DNA damage response are targets of CDK signaling.

To date, mainly studies on DNA double strand break repair have provided insights into how cell cycle regulation of DNA repair processes is achieved (Aylon et al., 2004; Ira et al., 2004). Early studies indicated that in G1-phase cells tend to repair DSBs by NHEJ, whereas homologous recombination is preferred in S/G2/M-phase, when a sister chromatid is present and can serve as homologous repair template (Kadyk and Hartwell, 1992; Johnson and Jasin, 2001).

HR proteins have been shown to be direct targets of Cdk1-mediated phosphorylation (Ira et al., 2004). Cdk1 phosphorylates the endonuclease Sae2 to initiate DNA resection, which is a crucial step to initiate homologous recombination (Huertas et al., 2008). For subsequent homology search the nucleases Exo1 and Dna2 generate single-stranded 3’ ends (Zhu et al., 2008). Strikingly, this step in HR is also regulated by the cell cycle via phosphorylation of the nuclease Dna2 (Ubersax et al., 2003; Kosugi et al., 2009). This suggests that Cdk1 regulation is crucial for making the choice, which pathway - NHEJ or HR - to choose for DSB repair. In addition, Cdk1 phosphorylates the helicase Srs2 that has been implicated to regulate HR (Saponaro et al., 2010).

Moreover, late steps of homologues recombination repair such as X-shaped DNA structure resolution are also regulated by the cell cycle. This control mechanism is based on phosphorylation of the Mms4 subunit of the structure-specific Mus81-Mms4 endonuclease and inhibitory phosphorylation of the resolvase Yen1 (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Branzei, 2013, Blanco et al., 2014).

In addition to DNA repair, CDK-dependent phosphorylation also regulates the DNA damage checkpoint. For instance the checkpoint mediator protein Rad9 harbors several Cdk1 sites (Ubersax et al., 2003). Rad9 phosphorylation on S462 and T474 are important for the interaction with Dpb11, which boosts the DNA damage checkpoint activation cascade (Pfander and Diffley, 2011).

Interestingly, the signals form the DNA damage checkpoint and the cell cycle kinases converge on specific targets. In particular, Srs2 and Sae2 are the targets of Cdk1 as well as Mec1/Tel1-mediated phosphorylation. Mutating either Cdk1 or Mec1/Tel1-phosphorylation sites results in increased sensitivity after DNA damage (Libreri et al., 2000; Baroni et al., 2004; Huertas et al., 2008). Similar regulation
mechanisms combining influence of the cell cycle as well as DNA damage checkpoint also impact on the proteins Swi6, Cdc5, Cdc20 and Pds1 (Enserink and Kolodner, 2010). However, it is still unclear, why overlap between targets exists. Presumably, this helps to coordinate the DNA damage response with the cell cycle.

Another important class of cell cycle regulators is Polo-like kinases (PLKs). These serine-threonine kinases are conserved from yeast to human. There are five PLKs in mammalian cells, while budding yeast have only one Polo-like kinase (Cdc5), which is the orthologous protein of human PLK1 (Glover et al., 1998; Barr et al., 2004; Lowery et al., 2005). The domain in PLKs, which coordinates protein-protein interaction, is called Polo-box domain (PBD) and recognizes S(pS/pT)-P/x (x is any amino acid) motifs on target proteins (Elia et al., 2003). Intriguingly, the PBD binding motif is similar to the CDK phosphorylation sequence. It is hypothesized that a priming phosphorylation by CDK is important for protein recognition and subsequent phosphorylation by PLKs (Golan et al., 2002; Yamaguchi et al., 2005).

Main functions of PLKs are the regulation of mitotic entry, the spindle pole and cytokinesis (Glover et al., 1998; Barr et al., 2004; Strebhardt, 2010). However, the precise role of PLKs in the DDR is not completely understood. Interestingly, after activation of the DNA damage checkpoint PLK1 is inactivated, which leads to cell cycle arrest in mammalian cells (Smits et al., 2000; Taylor and Stark, 2001). Furthermore, PLKs have been implicated in checkpoint adaptation, when cells proceed in the cell cycle in the presence of unrepaired DNA (Toczyski et al., 1997). In budding yeast, Cdc5 was shown to regulate Sae2 and overexpression of Cdc5 interferes with checkpoint target phosphorylation in response to DSBs. It has been proposed that Cdc5 acts on different levels to interfere with the checkpoint signaling and at the resection step of DSB repair (Donnianni et al., 2010). Moreover, Cdc5 regulates X-shaped DNA structure resolution by phosphorylating Mms4 and activating structure-specific endonuclease Mus81-Mms4 (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Branzei, 2013).

Taken together, CDKs and PLKs are crucial during the cell cycle and their function in regulating the cellular processes by phosphorylation is tightly related to DNA damage response.
INTRODUCTION

2.2 S-phase-specific DNA damage

The S-phase of the cell cycle is characterized by the duplication of genetic information. During S-phase accurate DNA replication and functional DNA damage response are critical to assure cell survival, avoidance of replication fork breakdown and completion of DNA replication. At this cell cycle stage DNA strands are being unwound by the DNA replication machinery, therefore ssDNA might be exposed to DNA damage.

Replication fork stalling is a consequence of a lesion that damages only one of two DNA strands. Therefore, DNA damaging agents such as methyl methanesulfonate (MMS) create a barrier for the DNA polymerase. Importantly, cells developed DNA damage bypass mechanisms to cope with DNA damage, which stalls DNA replication. DNA repair mechanisms during DNA replication together with the S-phase-specific DNA damage checkpoint are critical to maintain the integrity of genomic DNA.

2.2.1 The S-phase DNA damage checkpoint

The S-phase DNA damage checkpoint is activated under conditions of perturbed DNA replication and affects a variety of processes in a cell to efficiently repair stalled replication forks (Paulovich and Hartwell, 1995; Zhou and Elledge, 2000).

DNA lesions stall the replicative DNA polymerase, while the MCM helicase continues unwinding double stranded DNA (Sogo et al., 2002; Byun et al., 2005; Nedelcheva et al., 2005). This creates long stretches of ssDNA, which is recognized and covered by the RPA protein (You et al., 2002; Zou et al., 2003; Zou and Elledge, 2003; Binz et al., 2004). Consequently, single-stranded DNA bound by RPA recruits checkpoint kinase Mec1 via its regulatory subunit Ddc2 (Rouse and Jackson, 2002; Zou and Elledge, 2003; Ball et al., 2005; Jazayeri et al., 2006; Ball et al., 2007). Activated Mec1 phosphorylates the mediator protein Mrcl, which transduces Mec1 signal to the effector kinase Rad53 (Alcasabas et al., 2001). Another mediator protein Rad9 is thought to act downstream of the checkpoint kinase Tel1 (Gilbert et al., 2001). In both cases, the effector kinases Rad53 and Chk1 are phosphorylated and activated (Putnam et al., 2009).
Once activated, the S-phase DNA damage checkpoint signaling prevents late origin firing, stabilizes replication forks, restores DNA replication, regulates transcription of DNA damage response genes, coordinates DNA repair pathways and inhibits mitosis (Figure 2.1) (Allen et al., 1994; Desany et al., 1998; Santocanale and Diffley, 1998; Shirahige et al., 1998; Santocanale et al., 1999; Lopes et al., 2001; Tercero and Diffley, 2001; Kai et al., 2007; Szyjka et al., 2008).

**Figure 2.1. The S-phase DNA damage checkpoint is activated after replication fork stalling.**
When DNA lesions stall the replicative DNA polymerase, the S-phase DNA damage checkpoint is activated. First, Mec1-Ddc2 is recruited to the lesion. Next the DNA damage signal is transferred to the effector kinases Rad53 and Chk1 via mediator proteins. Activated DNA damage checkpoint prevents late origin firing, stabilizes replication forks, regulates transcription, inhibits mitosis, Exo1 and homologous recombination (adapted from Segurado and Tercero, 2009).

A central outcome of the S-phase DNA damage checkpoint is slowed down replication and cell cycle arrest in subsequent mitosis in order to provide time for a cell to respond to stalled replication. Importantly, Rad53 phosphorylates Sld3 and Dbf4 and therefore prevents late origin firing by disrupting the assembly of the replication initiation complex (Lopez-Mosqueda et al., 2010; Zegerman and Diffley, 2010). Moreover, Rad53 slows down cell cycle progression by blocking cohesion cleavage. It does so by stabilizing Pds1, which is an inhibitor of the separase Esp1. Anaphase is activated by the action of Esp1, which then cleaves cohesion. Therefore,
the onset of anaphase is delayed, when Pds1 is phosphorylated by Rad53 (Sanchez et al., 1999; Agarwal et al., 2003).

Stabilization of stalled replication forks is also of great importance since collapsed replication forks cause DSBs (Kuzimov, 1995; Kogoma, 1996; Cox et al., 2000). However, the exact mechanism, how the S-phase DNA damage checkpoint stabilizes replication forks, is not clear even though some checkpoint targets have been suggested. One reasonable candidate could be RPA. The RPA protein not only triggers S-phase DNA damage checkpoint initiation but also is phosphorylated by the Mec1 kinase (Brush et al., 1996). Nevertheless the direct connection of RPA phosphorylation to replication fork stabilization is not clear.

In contrast, the function of Mrc1 phosphorylation in stabilizing replication forks is partially uncovered. Phosphorylated Mrc1 interacts with a replication pausing checkpoint complex subunit Tof1, which is essential to keep replication machinery components together (Alcabas et al., 2001; Katou et al., 2003).

Interestingly, the MCMs are phosphorylated by the ATR/ATM (Mec1/Tel1 in budding yeast) in metazoans (Ishimi et al., 2003; Cortez et al., 2004; Yoo et al., 2004; Shi et al., 2007; Trenz et al., 2008). Moreover, MCMs dissociate from the damaged forks when Rad53 is absent in budding yeast (Cobb et al., 2005). These observations support the idea that MCMs could be a direct target important for the stabilization of stalled replication forks.

Another mechanism of the S-phase DNA damage checkpoint to stabilize stalled replication forks is the blocking of unscheduled recombination (Meister et al., 2005; Lambert et al., 2007). For example, in fission yeast the structure-specific endonuclease Mus81 is phosphorylated by Cds1 (Rad53 in budding yeast) after DNA damage (Kai et al., 2005). This might prevent Mus81 from cleavage of DNA intermediates at stalled replication forks and formation of DNA breaks. Thus, the Cds1 regulation by phosphorylation of Mus81 might protect genomic DNA from unscheduled recombination events.

Interestingly, the activity of the nuclease Exo1 is also down-regulated by DNA damage checkpoint (Morin et al., 2008). While during DSB repair Exo1 generates ssDNA for recombination initiation and is involved in the excision step of DNA mismatch repair, Exo1 activity at stalled replication forks may be harmful. The exact mechanism how Exo1 could negatively affect stalled replication forks is unknown. On the one hand it is possible that in the absence of Rad53 after replication fork
stalling some pathological structures, which could be targeted by Exo1, are generated (Szankasi and Smith, 1995; Sogo et al., 2002; Cotta-Ramusino et al., 2005; Zhu et al., 2008). On the other hand Exo1 might process normal DNA replication intermediates. Therefore, to prevent Exo1-dependent processing of stalled replication forks after DNA damage, the activity of Exo1 is reduced after its phosphorylation by Rad53 (Smolka et al., 2007).

The S-phase DNA damage checkpoint also phosphorylates chromatin remodelers and histone regulating enzymes, which contribute to maintenance of functional DNA replication forks. One of the targets is the Ino80 complex, which accumulates at the stalled replication forks facilitating replication fork recovery (Papamichos-Chronakis and Peterson, 2008; Shimada et al., 2008). It was shown that the Ino80 complex subunit Ies4 is phosphorylated by Mec1/Tel1 after DNA damage (Morrison et al., 2007). Moreover, the Hst3 deacetylase is also a target of the Mec1 kinase. Mec1-phosphorylation of Hst3 results in accumulation of acetylated histone H3, which could contribute to the recruitment of proteins required for the signaling of a lesion or stabilization of stalled replication forks (Thaminy et al., 2007).

### 2.2.2 Bypass mechanisms of damaged DNA in S-phase

Damaged DNA in a cell is repaired by the different conserved mechanisms shortly summarized in 2.1.1. However, cells face a special situation in S-phase when DNA replication takes place. At this stage, DNA lesions, which are not detected and repaired by NER or BER pathways, cause replication fork stalling. Nevertheless, after exposure to DNA damage like UV light cells are still able to replicate DNA just with a short delay suggesting that there is a mechanism to bypass the lesions in S-phase (Khidhir et al., 1985; Witjin et al., 1987; Courcelle et al., 2005; Belle et al., 2007; Rudolph et al., 2007).

DNA damage tolerance (DDT, also known as post-replication repair or Rad6 pathway) is a term to describe a collection of mechanisms important to replicate DNA even in the presence of DNA damage (Lawrence, 1994). The lesions introduced by UV or MMS on one DNA strand serve as a block to the replisome. Because the lesion site cannot be used as template for replicative polymerases, the DNA replication fork stalls. Interestingly, at least during lagging-strand replication, DNA replication
continues after repriming downstream of a lesion. This allows not only to finish DNA replication but also to generate a complementary undamaged DNA strand, which can serve as template for BER or NER (Yeeles et al., 2013).

Importantly, a lesion in the lagging-strand of DNA is thought to be less severe comparing to a lesion in the leading-strand. The main difference of the damage in one or another DNA strand is that the repriming step in the lagging-strand is most likely quicker (McInerney and O'Donnell, 2004; Nelson and Benkovic, 2010). The lagging DNA strand is replicated via Okazaki fragments (DePamphilis and Wassarman, 1980). When the replicative DNA polymerase faces a lesion in the lagging DNA strand, it continues the replication downstream of a lesion starting from a newly synthesized primer.

The situation is different when DNA polymerase faces a lesion in the leading DNA strand. It has long been believed that the DNA replication machinery is not able to proceed over the damage on the leading-strand until the lesion is removed. Strikingly, the discovery that at least in bacteria primase is able to prime on the leading DNA strand outside of the replication origin provided mechanistic evidence that the leading-strand synthesis can be reinitiated (Heller and Marians, 2006). However, it is still unclear whether leading-strand repriming is active in eukaryotes.

The repriming process generates single stranded DNA gaps as unfinished Okazaki fragments (Lopes et al., 2006). These ssDNA gaps can be later repaired post-replicatively by translesion synthesis (TLS) polymerases or recombination-dependent template switch (Lehmann and Fuchs, 2006; Branzei and Foiani, 2010).

The post-replication repair pathway consists of different ubiquitin ligases with the main player - the Rad6-Rad18 complex (Bailly et al., 1994). For this reason, this lesion bypass pathway is also called Rad6 pathway. The Rad6 pathway allows to bypass a lesion by two ways. One way is via recruiting the TLS polymerases and thereby channeling the repair into the error-prone sub-pathway of PRR (Lemontt, 1971). Alternatively, HR-like mechanisms result in an error-free bypass of the lesion (Broomfield et al., 1998).

The switch between error-free and error-prone sub-pathways of PRR is achieved by the modification of the replicative sliding clamp PCNA (encoded by POL30 in budding yeast) (Moldovan et al., 2007). PCNA is a main target of the ubiquitin ligase complexes of PRR (Hoege et al., 2002). After DNA damage, lysine 164 of PCNA is monoubiquitinated by the Rad6-Rad18 enzymes. This modification
promotes TLS (Stelter and Ulrich, 2003). The same residue of PCNA is modified further by the Ubc13-Mms2-Rad5 ubiquitin ligase complex, therefore providing a signal for the error-free mechanisms of PRR (Broomfield et al., 1998; Hofmann and Pickart, 1999; Brusky et al., 2000; Ulrich and Jentsch, 2000; Hoege et al., 2002).

The error-prone pathway is well studied and the mechanism seems to be rather simple. After DNA damage, the replicative DNA polymerase-bound PCNA is monoubiquitinated. This modification stimulates PCNA interaction with translesion synthesis polymerases. TLS polymerases have a nonrestrictive active site and lack 3’-5’ proofreading exonuclease activity, which allows to replicate over a lesion site (Figure 2.2). Most of the eukaryotic TLS polymerases harbor PCNA- and ubiquitin-binding domains. There are three known TLS polymerases in budding yeast, namely Rev1, Rev3-Rev7 and Rad30 (Yang and Woodgate, 2007; Goodman and Woodgate, 2013). After the damage is passed, TLS polymerases are replaced with replicative polymerases (Kannouche et al., 2004; Moldovan et al., 2007). Interestingly, the cell cycle regulation of TLS polymerases was proposed because there is more Rev1 in G2/M, however, Rev3-Rev7 levels are constant during the cell cycle (Waters and Walker, 2006; D'Souza and Walker, 2006). Thus, there might be temporal separation of error-prone and error-free pathways.

In contrast to error-prone pathway, the error-free PRR mechanism is not very well understood. To date it is obvious that this mechanism requires Rad18, Rad5, Ubc13-Mms2 and Rad51 (Branzei et al., 2008; Minca and Kowalski, 2010). Interestingly, the newly synthesized sister chromatid is used as a template for synthesis of the complementary strand of damaged DNA. There are two models for the molecular mechanism of error-free PRR: template switch and replication fork regression (Broomfield et al., 2001). The template switch mechanism involves the invasion of the homologous sister chromatid followed by high fidelity DNA synthesis and the resolution of the resulting Holliday junction (Higgins et al., 1979). The fork regression model is characterized by the formation of a particular DNA structure known as “chicken foot”, in which newly synthesized DNA strands are paired (Figure 2.2) (Robu et al., 2001).
Figure 2.2. Post-replication repair mechanism allows the bypass of a lesion during S-phase.
When replication fork stalls, a lesion can be bypassed by three different mechanisms. First, translesion synthesis polymerases can replicate damaged DNA. Second, nascent strands can be paired to form a “chicken foot” structure. Third, homologous sister chromatid can be invaded by the template switch (adapted from Andersen et al., 2008).

2.3 Mechanisms to process X-shaped DNA structures

The error-free PRR by template switching or HR repair of DSB after collapse of stalled replication forks result in formation of X-shaped DNA structures (also known as joined molecules (JMs)). These DNA repair intermediates have to be processed before the metaphase to anaphase transition. If not repaired, X-shaped DNA structures interfere with sister chromatid segregation and result in the formation of anaphase bridges, and consequently to chromosome breakage, deletions and translocations. There are two mechanisms to process X-shaped DNA structures. One pathway known as dissolution involves the RecQ helicase together with a topoisomerase. The other mechanism is called resolution and requires the action of structure-specific nuclease.

2.3.1 The RecQ DNA helicases and dissolution mechanism

The dissolution mechanism for resolving X-shaped DNA structures is completely dependent on the RecQ family of proteins, named after the RecQ helicase in *E. coli* (Umezu et al., 1990). The RecQ DNA helicases are conserved from bacteria to human. There are five known RecQ proteins in humans: BLM, RECQ1, RECQL4, RECQ5 and WRN (Puranam and Blacjshear, 1994; Seki et al., 1994; Yu et al., 1996;
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Kitao et al., 1998). However, just one RecQ DNA helicase namely Sgs1 is present in budding yeast. Structurally and functionally Sgs1 is most similar to human BLM (Ashton and Hickson, 2010).

The role of Sgs1 in resolution can be easily studied by two dimensional gel electrophoresis, which allows to detect X-shaped DNA structures (Liberi et al., 2005). As expected, the processing of X-shaped DNA structures after MMS damage is slowed down in the absence of the helicase Sgs1 (Bernstein et al., 2009). Moreover, the accumulation of X-shaped DNA structures in the absence of Sgs1 is dependent on the Rad51 recombinase and on Rad18, a member of the Rad6 pathway. These results suggest that Sgs1 processes DNA repair intermediates arising from HR-like mechanisms to bypass DNA lesion at damaged replication forks (Liberi et al., 2005; Branzei et al., 2008).

Sgs1 action in resolution is not possible without two other proteins - topoisomerase 3 (Top3) and Rmi1 - that form a complex with Sgs1 (TOPOIIIα and RMI1 in mammalian cells) (Bennett et al., 2000; Mullen et al., 2005). This complex is called STR (BTR in human cells) complex or dissolvasome (Mankouri and Hickson, 2007). In the dissolution process Sgs1 first unwinds the complementary strands of DNA and the topoisomerase Top3 removes the resulting hemicatenate, while the Rmi1 protein stimulates the enzymatic activity of Sgs1-Top3 (Bachrati and Hickson, 2003; Chen and Brill, 2007; Cejka et al., 2010; Yang et al., 2010). Importantly, inactivation of any member of the STR complex leads to the accumulation of X-shaped DNA structures (Liberi et al., 2005; Mankouri and Hickson, 2006; Mankouri et al., 2007).

The STR complex is proficient in the processing of X-shaped DNA structures such as double Holiday junction (HJ) DNA intermediates. Interestingly, the studies in mammalian cells provide evidence that one dissolvasome binds one HJ at a time and move the HJs towards each other to promote dissolution. STR-mediated dissolution results in the formation of non-crossover (NCO) (Figure 2.3) (Ira et el., 2003; Wu and Hickson, 2003; Cejka et al., 2010).
2.3.2 Structure-specific endonucleases and resolution mechanism

In addition to the dissolution pathway cells are able to process X-shaped DNA structures by a resolution mechanism. The principle of the resolution mechanism relies on an endonuclease activity. Structure-specific endonucleases introduce nicks in X-shaped DNA structures in a symmetrical fashion. The outcome of the process depends on the position of the cut sites. If the nick in a pair of HJs is introduced along the same axis the resolution product is a non-crossover. In the case of resolution along different axes, crossover products are formed (Figure 2.3) (Szostak et al., 1983; Connolly et al., 1991; Iwasaki et al., 1991).

To date, there are three different enzymes in eukaryotes known to be capable of acting in the repair of X-shaped DNA structures by resolution. These enzymes are named Mus81-Mms4, Slx1-Slx4 and Yen1 (MUS81-EME1, SLX1-SLX4 and GEN1 in mammalian cells) (Rass, 2013).

The structure-specific endonuclease Mus81-Mms4 (also known as Slx3-Slx2) was discovered as a factor necessary for cell viability in the absence of the helicase Sgs1 (Mullen et al., 2000). Mus81-Mms4 belongs to the XPF family of nucleases (Ciccia et al., 2008). Both subunits of Mus81-Mms4 have an endonuclease domain, however, this domain is inactive in Mms4, and Mms4 acts as a regulatory subunit of the Mus81-Mms4 resolvase. In vitro studies have shown that Mus81-Mms4 processes a variety of DNA structures like 3’-flaps, double-stranded three way junctions, HJ precursors and HJs (Boddy et al., 2001; Chen et al., 2001; Kaliraman et al., 2001; Constantinou et al., 2002; Doe et al., 2002; Ciccia et al., 2003). Importantly, the activity of purified Mus81-Mms4 towards HJs is relatively weak and increases if the HJ contains a ssDNA break (Osman et al., 2003; Fricke et al., 2005; Ehmsen and Heyer, 2008, 2009).

Slx1-Slx4 was identified in the same screen as Mus81-Mms4 for proteins required for cell viability in the absence of Sgs1 (Mullen et al., 2000). Slx1 is an active member of the Slx1-Slx4 nuclease, while Slx4 is a scaffold protein (Fricke and Brill, 2003). Slx1 belongs to the GIY-YIG family of nucleases (Dunin-Horkawicz et al., 2006). The substrates of Slx1-Slx4 are DNA duplexes with unpaired 3’ and 5’ overhangs on one side, 5’ flaps, replication forks and Holiday junctions. Budding yeast Slx1-Slx4 acts relatively inefficiently on HJ substrates and cuts them with low specificity at multiple, non-symmetric sites (Fricke and Brill, 2003).
Interestingly, in contrast to the situation in the yeast *S. cerevisiae*, in human cells a direct interaction of SLX4 with MUS81-EME1 was identified (Fekairi et al., 2009; Munoz et al., 2009; Svendsen et al., 2009; Schwartz et al., 2012). Formation of the SLX-MUS complex by binding of SLX1-SLX4 to MUS81-EME1 increases the endonuclease activity (Wyatt et al., 2013). This observation raises the interesting possibility that similar complexes of endonucleases, which promote X-shaped DNA structure resolution, may exist also in yeast.

The Yen1 protein was identified in the screen for HJ resolvases in the yeast *S. cerevisiae* (Ip et al., 2008). Yen1 belongs to the XPG nuclease family. This type of nucleases harbors the super family specific N-terminal domain and internal XPG nuclease motifs (Tomlinson et al., 2010). The Yen1 enzyme has been shown to process similar DNA substrates as Mus81-Mms4, suggesting a possible overlapping role. Yen1 acts on the 5’ flaps, replication fork DNA structures and Holiday junctions (Ip et al., 2008; Rass et al., 2010).

![Figure 2.3](image.png)

*Figure 2.3. There are two mechanisms to process X-shaped DNA structures.* Dissolution mechanism involves the activity of Sgs1-Top3-Rmi1 and resolves X-shaped DNA structures to non-crossover products. Resolution mechanism involves Mus81-Mms4 or Yen1 and resolves X-shaped DNA structures to non-crossover or crossover products (adapted from Matos and West, 2014).
2.3.3 Regulation of X-shaped DNA structure resolution

In recent years, the enzymatic mechanism and substrate specificity of X-shaped DNA structure processing enzymes were intensively studied. In comparison to the dissolution pathway, which in principle initiates the migration of two X-shaped DNA structures and consequently decatenates them through topoisomerase activity resulting in NCO formation, the resolution mechanism introduces a cut in DNA repair intermediates and mediates the formation of NCO and CO products (Figure 2.3) (Iwasaki et al., 1991; Wu and Hickson, 2003). In theory, the dissolution and resolution mechanisms can compensate each other; however, dissolution appears to be the preferred way to deal with X-shaped DNA structures since Sgs1 is active in all cell cycle stages. One possible explanation for the cell’s preference for dissolution is the final products of the recombination reaction. The NCO outcome of the dissolution process is silent. In contrast, CO formation after recombination events between two homologous chromosomes or two homologous sequences at different genomic loci may lead to loss of heterozygosity or gross chromosomal rearrangements, respectively (Matos et al., 2013; Szakal and Branzei, 2013).

Most importantly, the low substrate specificity of structure-specific nucleases may threaten genome stability. Mus81-Mms4, Yen1 and Slx1-Slx4 are able to cut the replication fork structures (Osman and Whitby, 2007). This activity of structure-specific nucleases might lead to unscheduled homologous recombination followed by gross chromosomal rearrangements in a cell.

Although the function of Sgs1 has been studied extensively, the aspect of cell cycle regulation of the dissolution pathway seems to be not important. Interestingly, in mammalian cells BLM concentration is the highest during DNA replication (Dutertre et al., 2000). In budding yeast the expression of the Sgs1 helicase also peaks in S-phase (Frei and Gasser, 2000). On the other hand, Sgs1 is active at all cell cycle stages (Liberi et al., 2005; Karras and Jentsch, 2010). Recent studies suggest that the Rmi1 subunit of the dissolvasome might be the main regulator of the STR complex formation and function (Cejka et al., 2010). Thus, more detailed mechanistic analyses of STR complex regulation would be informative to uncover the cell cycle’s role in dissolution.
Previous studies of resolution already provided some evidence that processing of X-shaped DNA structures might be regulated by the cell cycle. The reason for this hypothesis was the discovery that Mus81-Mms4 activity is restricted to mitosis, and that Yen1 nuclease is active at an even later stage of the cell cycle. Strikingly, during last years it was shown that the resolution machinery is cell cycle-regulated by Cdk1-phosphorylation of Mms4 and Yen1 (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Brânzei, 2013; Blanco et al., 2014).

In M-phase of budding yeast, Mms4 is phosphorylated by Cdk1, followed by hyperphosphorylation by Polo-like kinase Cdc5. Together these phosphorylations induce the activity of Mus81 and allow it to resolve X-shaped DNA structures (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Brânzei, 2013; Blanco et al., 2014). In fission yeast the regulation of Mus81-Eme1 appears slightly different. In addition to Cdk1 phosphorylation of Eme1, the DNA damage checkpoint also plays a regulatory role by phosphorylating Eme1 and activating Mus81-Eme1 (Dehe et al., 2013). In human cells, the control of MUS81-EME1 is even more complex. At the onset of mitosis, CDK1-mediated phosphorylation brings together the MUS81-EME1 and SLX1-SLX4 endonucleases forming the SLX-MUS complex and consequently increasing the endonuclease activity (Wyatt et al., 2013). Although PLK1 was found to interact with SLX4, the importance of Polo-like kinase for the activity of the SLX-MUS complex is still unclear (Svendsen et al., 2009).

In contrast to Mus81-Mms4 activation, Yen1 is inhibited by Cdk1 phosphorylation. At the G1/S transition, Cdk1 phosphorylates the NLS of the Yen1 protein, thereby preventing Yen1 entry into the nucleus (Kosugi et al., 2009). Furthermore, phosphorylated Yen1 has reduced binding affinity to DNA (Blanco et al., 2014). Only in anaphase, when the phosphatase Cdc14 promotes Yen1 dephosphorylation, Yen1 is able to enter the nucleus and reach its DNA substrates (Blanco et al., 2014; Eissler et al., 2014). In mammalian cells, GEN1 is also located in the cytoplasm and thereby held inactive. In M-phase CDK1 mediates nuclear envelope breakdown providing access to GEN1 to reach X-shaped DNA structures (Guttinger et al., 2009).
2.4 The scaffold proteins in DNA damage response

Molecular scaffolds are proteins without enzymatic activity. Interestingly, such proteins are of great significance in regulating different processes in a cell. Scaffold proteins work, for example, as the readers of post-translational modifications (PTMs) like CDK phosphorylation. Moreover, molecular scaffolds can also undergo modifications themselves. Scaffold proteins can form molecular bridges in order to bring particular proteins together and mediate the formation of the functional transient complexes.

2.4.1 Dpb11 and its complexes

Fundamental features of Dpb11 (TopBP1 in human cells) are its BRCA1 carboxy terminal (BRCT) domains. BRCT motifs are frequently found in DNA replication and repair proteins (Rodrigues et al., 2003; Stucki et al., 2005; Delacroix et al., 2007). BRCT domains generally bind phosphorylated S/T motifs of particular proteins (Manke et al., 2003; Yu et al., 2003). Interestingly, structural studies revealed that two BRCT repeats are needed to form the binding surface for one phosphorylated peptide (Botuyan et al., 2004; Clapperton et al., 2004).

Dpb11 contains four BRCT domains (Araki et al., 1995). BRCT1/2 is located in N-terminal part of the protein, while BRCT3/4 is in the middle domain (Garcia et al., 2005). Therefore Dpb11 contains two platforms for phosphorylated protein binding (Botuyan et al., 2004; Clapperton et al., 2004). BRCT1/2 and BRCT3/4 of Dpb11 enable the binding of two interaction partners at a time forming a functional complex. Moreover, the C-terminus of Dpb11, which harbors ATR-activating domain (AAD), can also serve as a platform for binding of a third member. To date, three individual Dpb11 complexes were described (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011; Ohouo et al., 2013).

First, Dpb11 has been identified as a crucial regulator of the DNA replication initiation. CDK phosphorylates the replication proteins Sld2 and Sld3 for binding to Dpb11. Phosphorylated Sld3 interacts with the N-terminal pair of BRCT repeats, while phosphorylated Sld2 binds the two BRCT repeats in the middle domain of Dpb11. As cell enters S-phase, Cdk1 phosphorylates Sld2. Phosphorylated Sld2, which is in complex with Pol2, a subunit of DNA polymerase ε, and GINS, binds to
Dpb11 to form pre-loading complex. Next, DDK phosphorylates the MCM complex thereby mediating Cdc45 and Sld3 recruitment. Subsequently, the pre-initiation complex is formed after Dpb11 and thereby the pre-loading complex bind to CDK-phosphorylated Sld3. Finally, after the active helicase consisting of MCM, Cdc45 and GINS is formed and DNA polymerases α and δ are recruited, DNA replication is initiated. Thus, CDK-mediated Sld3-Dpb11-Sld2 interaction is essential for DNA replication initiation (Tanaka et al., 2007; Zegerman and Diffley, 2007; Araki, 2010).

The second Dpb11 complex is important for the activation of the DNA damage checkpoint. In this complex all three domains of Dpb11 are required for the Dpb11-dependent checkpoint complex function and bind to Rad9, Ddc1 and Mec1-Ddc2. The CDK-phosphorylated DNA damage adaptor protein Rad9 interacts with BRCT1/2 in the N-terminus of Dpb11. Mec1-phosphorylated Ddc1 interacts with the BRCT3/4 repeats in the middle domain of Dpb11. Moreover, the AAD domain of Dpb11 plays a role in Mec1 recruitment and activation. In all, formation of the Rad9-Dpb11-Ddc1-Mec1-Ddc2 complex at a lesion activates the DNA damage checkpoint kinase Rad53 and boosts DNA damage response (Kumagai et al., 2006; Mordes at al., 2008; Navadgi-Patil and Burgers, 2008; Pfander and Diffley, 2011).

Recently, the third Dpb11 complex, which regulates DNA damage checkpoint, was identified. In the checkpoint dampening complex Dpb11 interacts with the Cdk1-phosphorylated Slx4 protein, which in turn binds to Rtt107. Within the complex Rtt107 and Slx4 were proposed to dampen DNA damage checkpoint activation. According to this model Slx4 competes with the checkpoint protein Rad9 for the binding to Dpb11. Furthermore, Rtt107 inhibits the DNA damage checkpoint via interaction with Mec1-phosphorylated histone H2A. As a result Slx4-Rtt107 counteracts the checkpoint adapter Rad9 by acting on Dpb11 and phosphorylated H2A, which are two positive regulators of Rad9-dependent DNA damage checkpoint activation (Ohouo et al., 2013).

### 2.4.2 Slx4 and its role in DNA repair

Slx4 was initially identified in the screen for proteins required for cell viability in the absence of Sgs1 (Mullen et al., 2001). Slx4 is a scaffold protein, which is required for the function of the structure-specific heterodimeric endonuclease Slx1-
Slx4 (Fricke and Brill, 2003). While Slx1 is not active without Slx4, Slx4 seems to have more functions independent of Slx1 (Chang et al., 2002; Hanway et al., 2002; Fricke and Brill, 2003; Flott and Rouse, 2005; Flott et al., 2007). These Slx4 functions are performed together with different interaction partners, particularly Rad1-Rad10 and Rtt107 (Rouse, 2009).

By the interaction with the heterodimeric endonuclease Rad1-Rad10, Slx4 is engaged in HR. Here, Slx4 physically interacts with the Rad1 subunit for cleavage of 3’-non homologous tails (3’-flaps), which are generated during mating type switching in yeast or repair of DSB by single strand annealing. The Slx4 role in 3’-flap cleavage is most likely to stimulate the activity of the Rad1-Rad10 endonuclease (Flott et al., 2007; Li et al., 2008; Lyndaker et al., 2008).

By the interaction with the scaffold protein Rtt107, Slx4 has a specific role at stalled replication forks (Roberts et al., 2006). It was shown that Slx4 is important for Rtt107 phosphorylation by Mec1 after MMS damage (Rouse, 2004; Roberts et al., 2006). However, it is still unclear how mechanistically Slx4-Rtt107 influences cell recovery after MMS damage. One possibility is that the Slx4-Rtt107 complex might recruit DNA repair proteins onto damaged DNA sites (Zappulla et al., 2006). The other possibility is that Slx4-Rtt107 might regulate DNA damage checkpoint after replication fork stalling (see above Ohouo et al., 2013).

Like yeast Slx4, the mammalian SLX4 protein has several interactors as well. The complex domain structure of SLX4 allows the binding of different DNA repair proteins, namely the mismatch repair complex MSH3-MSH2, endonucleases XPF-ERCC1, SLX1 and MUS81-EME1, the telomere binding protein TRF2 as well as the cell cycle control kinase PLK1. Thus, it was proposed that SLX4 might have a regulatory role in controlling DNA repair pathways in mammalian cells (Kim et al., 2013; Sarbajna et al., 2014).

### 2.4.3 Rtt proteins and their role in DNA repair

Rtt stands for regulators of Ty1 transposition. The RTT genes were identified by a genetic screen for factors regulating the mobility of the Ty transposon. In this study, there were 21 RTT genes characterized. All of the Rtt proteins have a function in genome maintenance (Scholes et al., 2001).
Rtt107 also known as Esc4 and Yhr154w is a scaffold protein, which contains six BRCT repeats. Four BRCT motifs are located in the N-terminal part of Rtt107 while the other two BRCT repeats lie in the C-terminus of the protein.

Even in the absence of exogenous DNA damage a lack of Rtt107 causes genomic instability like chromosomal rearrangements (Yuen et al., 2007). Deletion of Rtt107 furthermore reduces the viability in the presence of drugs that interfere with DNA replication. In the absence of Rtt107 cells are sensitive to replication stalling agents like MMS, HU and CPT (Chang et al., 2002; Hanway et al., 2002; Roberts et al., 2007). However, it is not clear how Rtt107 contribute to recovery after replication fork stalling.

One possibility is that Rtt107 may promote the repair of stalled replication forks via interaction with Slx4. The interaction surface between Slx4 and Rtt107 lies in the N-terminus of Rtt107. After DNA damage the C-terminus of Rtt107 is phosphorylated by the checkpoint kinase Mec1. This phosphorylation of Rtt107 is dependent on Slx4 (Rouse, 2004; Roberts et al., 2006).

Rtt107 also interacts with the recombination repair protein Rad55, the Smc5/6 complex, phosphorylated histone H2A and the ubiquitin ligase subunit Rtt101 (Chin et al., 2006; Roberts et al., 2008; Leung et al., 2011; Li et al., 2012). At DSBs Rtt107 recruits the Smc5/6 complex via the binding of the N-terminus of Rtt107 to the Nse6 subunit of the Smc5/6 complex (Leung et al., 2011). The C-terminal part of Rtt107 with BRCT5 and BRCT6 is important for the binding of phosphorylated histone H2A and could be involved in the recruitment of Rtt107 to chromatin (Li et al., 2012). Importantly, the presence of the ubiquitin ligase subunit Rtt101 and the histone acetyltransferase Rtt109 were shown to be required for Rtt107 recruitment to chromatin when DNA replication stalls (Roberts et al., 2008).

Rtt109 is a histone acetyltransferase that modifies the newly synthesized histones (Han et al., 2007; Li et al., 2008). Rtt109 activity is low but the histone chaperones increase the ability of Rtt109 to acetylate lysines (K) on histone H3. The histone chaperone Vsp75 stimulates Rtt109 activity for acetylation of H3K9, H3K23 and H3K27, whereas the histone chaperone Asf1 promotes H3K56 modification by Rtt109 (Schneider et al., 2006; Recht et al., 2006; Berndsen et al., 2008; Fillingham et al., 2008; Burgess et al., 2010). H3K56 acetylation plays not only a role in DNA synthesis-dependent nucleosome assembly during DNA replication but also in DNA repair (Driscoll et al., 2007; Chen et al., 2008). Budding yeast which lack acetylatable
lysine 56 are sensitive to DNA damaging agents like CPT supporting the key role of H3K56 modification and the requirement of Rtt109 after DNA damage (Masumoto et al., 2005; Ozdemir et al., 2005).

Rtt101 was also implicated to work at replication forks when DNA is damaged. Rtt101 is a cullin subunit of the ubiquitin ligase complex (Michel et al., 2003). Depending on its interaction partners Rtt101 forms slightly different complexes responsible for particular tasks in a cell. The RING finger protein Hrt1 interacts with Rtt101 and recruits an ubiquitin-conjugating enzyme, which is likely to be Cdc34 as was shown in vitro. The Mms1 protein also binds Rtt101 and has an adaptor role for the specific substrate of the ubiquitin ligase complex. Mms1 interacts with Mms22 and together with Rtt101 and Hrt1 forms a complex, which is included in the repair of stalled replication forks (Luke et al., 2006; Suter et al., 2007; Zeidi et al., 2008; Han et al., 2010). Recently, the substrate of the Mms22-Mms1-Rtt101-Hrt1 was identified. It has been shown that the Rtt101 ubiquitin ligase modifies acetylated H3K56 for degradation, thus working downstream of Rtt109 at damaged replication forks (Han et al., 2013).
2 AIMS OF THIS STUDY

The Dpb11 protein is a molecular scaffold that acts as a key regulator of different cellular pathways regulating genome stability. Interestingly, Dpb11 mostly binds Cdk1-phosphorylated proteins suggesting a possible role as a downstream reader of Cdk1 signaling and mediator of cell cycle regulation. Dpb11 interacts with different proteins and forms two distinct complexes that act in DNA replication initiation and the DNA damage checkpoint.

Slx4 is a scaffold protein as well and is known to have different roles in DNA repair, which depend on its interaction partners. Intriguingly, Slx4 interacts with Dpb11 suggesting the existence of the third Dpb11 complex most likely involved in DNA repair.

The initial aim of this study was to characterize the Dpb11-Slx4 complex in *S. cerevisiae*. Using biochemical methods we intended to describe the cellular conditions under which Dpb11 and Slx4 interact. Moreover, we aimed to identify a separation of function mutant on Slx4, which renders Slx4 unable to bind specifically to Dpb11. Such a mutant would then be employed for functional studies of the Dpb11-Slx4 complex, particularly in order to define in which DNA repair pathway the Dpb11-Slx4 complex is involved. To this end, we also aimed to identify additional proteins in the complex, which would confer enzymatic activity in the Dpb11-Slx4 complex.

After we discovered a genetic interaction of Dpb11-Slx4 with the structure-specific endonuclease Mus81-Mms4, we aimed to evaluate the requirements for the formation of the Slx4-Dpb11-Mms4-Mus81 complex. Importantly, since previously the function of Mus81-Mms4 was studied extensively, this study became then focused on the regulation of X-shaped DNA structure resolution by Mus81-Mms4 positioning Dpb11-Slx4 as a regulator of the resolution process.

Finally, since the Slx4-Dpb11-Mms4-Mus81 complex consists of three scaffold proteins we hypothesized that additional interaction partners might be involved in the complex. Here, the aim was to test whether there are more essential components required for orchestrated function of the Slx4-Dpb11-Mms4-Mus81 complex and to get insights into the chromatin recruitment of the Slx4-Dpb11-Mms4-Mus81 complex.
4 RESULTS

4.1 Cdk1 regulates the interaction between Dpb11 and Slx4

Dpb11 is a scaffold protein that harbors several BRCT repeats for phosphoprotein binding. To date, the interaction of Dpb11 with several phosphorylated proteins such as Sld2, Sld3, Rad9, Ddc1 and Mec1-Ddc2 is well described (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011). Additional Dpb11 interactors were found in a yeast two-hybrid (Y2H) screen by B. Pfander (unpublished). Interestingly, most of the observed Dpb11 binders have S/TP residues that are putative CDK-phosphorylation sites (Nigg, 1993). This suggests that Dpb11 might work as a reader of Cdk1-phosphorylation.

Figure 4.1. Dpb11 interacts with several proteins involved in DNA replication initiation and DNA damage checkpoint activation.

The diagram represents *S. cerevisiae* Dpb11 with its component domains and well-described interaction partners. The protein X and Y stand for the additional proteins, which were found to interact with Dpb11 in a Y2H screen by B. Pfander (adopted from Wardlaw et al., 2014).

4.1.1 Dpb11 BRCT3/4 are important for the interaction with Slx4

In the initial Y2H screen within other Dpb11 binding proteins, the Slx4 protein was found to interact with BRCT3/4 of Dpb11. To confirm the primary result, Y2H experiment was performed using the full-length Slx4 protein and the Dpb11 fragments. Already known Dpb11 interactors namely Rad9 and Ddc1, which bind BRCT1/2 and BRCT3/4 of Dpb11, respectively, were used as a control. In this experimental setup, we confirmed Slx4 interaction with Dpb11. Importantly, Slx4
binds the full-length Dpb11 protein as well as the Dpb11 fragment with BRCT3/4 but not BRCT1/2 of Dpb11 (Figure 4.2).

Figure 4.2. Slx4 interacts with BRCT3/4 of Dpb11.
Y2H experiment showing Dpb11, Dpb11 BRCT1/2 and Dpb11 BRCT3/4 binding to Slx4, Rad9 and Ddc1. AD-fusions of SLX4, RAD9 and DDC1 were co-transformed with BD-fusions of DPB11 full length or fragments containing BRCT1/2 or BRCT3/4. Cells were spotted on control and selective plates and evaluated after 3 days growth at 30°C.

4.1.2 Phosphorylated S486 of Slx4 is important for the interaction with Dpb11

Dpb11 has four BRCT repeats and is known to bind phosphorylated proteins (Araki et al., 1995). Therefore, we hypothesized that Slx4 might be also phosphorylated for the interaction with Dpb11. To test this idea, we mutated CDK consensus S/TP sites in SLX4 to alanine, which cannot be phosphorylated. Using various mutated SLX4 and the DPB11 construct, Y2H experiment was performed. As figure 4.3a illustrates, we observed that Slx4 that had serine 486 replaced by alanine was not able to interact with full length Dpb11. This result was confirmed using the fragment of Dpb11 with BRCT3/4 and Slx4-S486A in Y2H experiment. From this we conclude that S486 of Slx4 is crucial for the interaction with Dpb11.

There are two ways to explain the reduced Slx4-S486A and Dpb11 interaction. First, mutating serine 486 to alanine might alter the structure of the protein. Second, S486A mutation of SLX4 may lead to a failure of the kinases to phosphorylate Slx4-S486A.

To test the first hypothesis, we took an advantage of the SILAC-based mass spectrometry (MS) approach. In this experiment the Slx4 interaction partners, which were pulled-down from the lysates of the wild type cells and the mutant expressing
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Slx4-S486A, were compared. We found that Slx4-S486A was still able to bind its known interaction partners Slx1 and Rtt107 to the same extent as endogenous Slx4. In contrast, Slx4-S486A binding to Dpb11 was impaired (Figure 4.3b). This suggests that S486A of Slx4 is a specific mutation that leads to impaired interaction exceptionally with Dpb11 but not with Slx1 and Rtt107.

Figure 4.3. S486 of Slx4 is crucial for the interaction with Dpb11 but not for Slx1 and Rtt107.

- a) Y2H experiment showing Slx4 and Slx4-S486A binding to Dpb11 and Dpb11 BRCT3/4. AD-fusions of SLX4 and slx4-S486A were co-transformed with BD-fusions of full length DPB11 or fragment containing BRCT3/4. Cells were spotted on control and selective plates and evaluated after 3 days growth at 30°C; b) SILAC-based MS experiment of Slx4 interactors. Co-immunoprecipitation samples from FLAG-tagged Slx4 and Slx4-S486A were prepared for MS. On the vertical axis WT to Slx4-S486A ratio is plotted. Values higher than one indicate a reduce binding to Slx4-S486A compared to Slx4. Experiment by L. N. Princz.

Second hypothesis was based on the fact that S486 of Slx4 matches CDK consensus site. Moreover, Dpb11 was previously shown to interact mainly with the
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Cdk1-phosphorylated proteins (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011). For these reasons we hypothesized that Slx4 might be phosphorylated on S486 by Cdk1 for specific interaction with Dpb11. Following this idea, Slx4 peptides from the G1- and G2/M-arrested cells were compared using SILAC-based MS. Slx4 peptide, which contained phosphorylated S486, was enriched in the G2/M-phase sample. The enrichment of other detected Slx4 peptides remained constant in the G1- and G2/M-phase cells (Figure 4.4a). Therefore, we conclude that phosphorylation of S486 of Slx4 is cell cycle regulated.

To test the idea of Slx4 as a target of Cdk1 phosphorylation, SILAC-based MS experiment was performed. The abundance of Slx4 peptides was compared from WT cells with those from the strain where Cdk1 activity was inhibited. To control Cdk1 activity, we used the cdc28-as1 allele. This allows the inhibition of Cdk1 by adding mutant kinase inhibitor 1NM-PP1 to the medium. The cells carrying cdc28-as1 allele were arrested in G2/M-phase and treated with the inhibitor or left untreated. After comparison of the samples from the cells with active and inactive Cdk1, we measured the increased amounts of the Slx4 peptide containing phosphorylated S486 in the sample, which did not contain the 1NM-PP1 inhibitor (Figure 4.4b). Thus, we conclude that S486 of Slx4 is phosphorylated by Cdk1.

Figure 4.4. Phosphorylation of S486 of Slx4 is cell cycle regulated by Cdk1.
a) SILAC-based MS experiment of Slx4 phosphopeptides. Co-immunoprecipitation samples from G2/M- and G1-arrested cells using FLAG-tagged Slx4. On the vertical axis G2/M to G1 ratio is plotted. Values higher than one show enrichment of a peptide in G2/M. Experiment by L. N. Princz; b) SILAC-based MS experiment of Slx4 phosphopeptides. Co-immunoprecipitation samples from Cdk1 active (Cdk1+) and Cdk1 inactive (Cdk1−) cells using FLAG-tagged Slx4. On the vertical axis Cdk1+/Cdk1− ratio is plotted. Values higher than one show enrichment of a peptide in the presence of active Cdk1. Experiment by L. N. Princz.
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To further strengthen the cell cycle role in phosphorylation of Slx4 S486 for Slx4 binding to Dpb11, we investigated Slx4 and Dpb11 physical interaction. Since the DNA damage checkpoint and the cell cycle can function in parallel to regulate the specific pathways in a cell (Libreri et al., 2000; Baroni et al., 2004; Huertas et al., 2008), we also wondered whether DNA damage has an influence on the Dpb11-Slx4 complex formation. Therefore, we first compared wild type Slx4 and Slx4-S486A ability to interact with Dpb11. Second, to our analysis we included treatment with MMS to evaluate the DNA damage checkpoint influence on the Dpb11 binding to Slx4. For this particular experiment the strains, which had FLAG-tagged Slx4 or Slx4-S486A were generated. Co-immunoprecipitation was performed from the asynchronous cells, which were treated or untreated with MMS. Interestingly, the increase of slower migrating species of Slx4 were observed in WT cells after MMS damage (Figure 4.5a, lane 4). Also, using FLAG-tagged Slx4 more Dpb11 was pulled down from the MMS treated compared to untreated sample (Figure 4.5a, lanes 4 and 3). When we compared the samples from the slx4-5486A mutant cells, the Slx4-S486A interaction with Dpb11 was not detected even after treatment with MMS (Figure 4.5a, lane 6). Just after longer exposure of Western blot, faint band corresponding to Dpb11 was identified suggesting that there is some residual Dpb11 binding to Slx4-S486A (Figure 4.5a). These data confirms the requirement of S486 for binding of Slx4 to Dpb11. Moreover, it seems that the Dpb11-Slx4 interaction is promoted by the DNA damage checkpoint.

To verify the importance of Cdk1 phosphorylation to the Dpb11-Slx4 interaction, we compared the samples from G1 and G2/M cells after co-immunoprecipitation using FLAG-tagged Slx4. In this experiment cells were synchronized in G1 or in G2/M and treated with phleomycin. As observed in previous experiment (Figure 4.5a, lane 4), more Dpb11 was pulled-down from the samples where DNA damage was induced (Figure 4.5b, lanes 2 and 4). Moreover, the Slx4 interaction with Dpb11 was reduced in G1-phase comparing to G2/M-phase (Figure 4.5b, lanes 1 and 3). Interestingly, even treatment with phleomycin increased Dpb11 binding to Slx4 in G1 and G2/M, the amount of pulled-down Dpb11 after DNA damage was greater from G2/M sample compared to G1 sample (Figure 4.5b, lanes 2 and 4). This demonstrates that the Dpb11-Slx4 complex formation is dependent on two regulators - cell cycle and DNA damage checkpoint.
The cell cycle influence to Dpb11 binding to Slx4 was also evaluated using *cdc28-as1* allele. The *cdc28-as1* expression enables to manipulate the activity of the kinase by adding analog 1NM-PP1. In our experiment the cells expressing Slx4-3FLAG with active or inactivated Cdk1 were compared. Interestingly, Dpb11 was enriched in the wild type Cdk1 sample compared with the cells where Cdk1 was inhibited (Figure 4.5c, lanes 2 and 3).

---

**Figure 4.5.** Cdk1-dependent Dpb11-Slx4 interaction is impaired in the *slx4-S486A* mutant.

a) CoIP experiment showing Dpb11 interaction with Slx4 and Slx4-S486A. FLAG-tagged Slx4 and Slx4-S486A were pulled-down from MMS-treated or untreated cells. Experiment by L. N. Princz; b) CoIP experiment showing Dpb11-Slx4 interaction at different cell cycle stages. FLAG-tagged Slx4 and Slx4-S486A were pulled-down from G1 or G2/M cells, which were treated or untreated with phleomycin (Phleo). Experiment by L. N. Princz; c) CoIP experiment showing Dpb11-Slx4 interaction dependence on Cdk1. FLAG-tagged Slx4 was pulled-down from Cdk1 active and Cdk1 inactive (*cdc28-as1 + 1NM-PP1*) cells. Experiment by L. N. Princz.
All together, these experiments show that Slx4 is a target of Cdk1 and that Cdk1-phosphorylation of S486 in Slx4 is important for the interaction with Dpb11.

4.2 The Dpb11-Slx4 complex is required for the response to replication fork stalling

Having found the requirements for the interaction of Dpb11-Slx4, we were prompted to define the function of the Dpb11-Slx4 complex. The Slx4 protein is known to have several functions in DNA repair depending on its interaction partners Rad1, Slx1 and Rtt107 (Rouse, 2009). For that reason, we speculated that the Dpb11-Slx4 complex might also have a function in DNA repair.

Cells experience variety of DNA damage and have different mechanisms to repair a specific lesion (summarized in 2.1.1). So we aimed to find the conditions when the interaction of Dpb11 and Slx4 is important using the slx4- S486A mutant.

Different DNA damaging agents cause specific type of lesion. For example, phleomycin and zeocin give rise to single-strand and double-strand DNA brakes. UV light introduces thymidine dimers. A natural alkaloid camptothecin (CPT) inhibits the topoisomerase I thereby introducing single strand brakes. Cisplatin is known to induce inter-strand DNA crosslinking. Hydroxyurea (HU) is featured in decreasing dNTP levels in a cell. Methyl methanesulfonate alkylates DNA. 4-Nitroquinoline 1-oxide (4-NQO) mimics the effect of UV light and also might induce DNA damage indirectly by the production of the reactive oxygen species.

4.2.1 The slx4-S486A mutant is particularly sensitive to MMS

To find the type of the lesion that requires the action of the Dpb11-Slx4 complex, the slx4-S486A mutant sensitivity to UV, phleomycin, HU, CPT, cisplatin, 4-NQO and MMS was tested. Interestingly, similar to WT, the slx4-S486A mutant was not sensitive to UV, phleomycin, HU, CPT and cisplatin induced DNA damage (Figure 4.6a). However, a slight sensitivity to 4-NQO was observed in the slx4-S486A mutant cells (Figure 4.6a, lowest panel). Strikingly, the viability of the slx4-S486A mutant on MMS was markedly decreased compared to the WT cells (Figure 4.6b). This experiment suggests that the Dpb11-Slx4 complex is important after MMS induced DNA damage.
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4.2.2 The Dpb11-Slx4 complex is crucial after replication fork stalling in S-phase

The Dpb11-Slx4 complex mediates cell viability specifically after MMS damage. It is known that MMS alkylates the DNA leading to replication fork stalling in S-phase. To get more insight in how the Dpb11-Slx4 complex contributes to DNA repair, we tested the fate of the slx4-S486A mutant cells after a pulse of MMS damage in S-phase. So called recovery experiments were performed as follows. First, cells were synchronized in G1-phase with alpha factor. Then cells were released into S-
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phase in a medium supplemented with MMS for 30 minutes. After MMS treatment, cells were released into fresh medium and allowed to recover for 3 hours. During the recovery, samples were taken at different time points and analyzed by various methods. When measuring DNA content by FACS, we observed that the *sIx4*-S486A mutant progressed slower in S-phase compared to WT after MMS treatment (Figure 4.7a). Nevertheless, the cell cycle progression was the same in WT and the *sIx4*-S486A mutant as observed from the cyclin Clb2 expression profile and PCNA (Pol30) SUMOylation, which are M- and S-phase markers, respectively (Figure 4.7b). These data suggest that the slowed down DNA replication in the *sIx4*-S486A mutant is not due to impaired cell cycle progression but rather because of the inability of the *sIx4*-S486A mutant to cope with S-phase DNA damage.

**Figure 4.7. DNA repair kinetics but not the cell cycle progression is slowed down in the *sIx4*-S486A mutant.**

a) Recovery experiment of WT and the *sIx4*-S486A mutant showing slowed down S-phase in the *sIx4*-S486A mutant. Cells were synchronized in G1, released into S-phase to medium containing MMS. After 30 min cells were released into drug-free medium for 3 hours. The samples were taken at different time points and DNA content was measured by FACS; b) Recovery experiment as in a. Cell cycle progression was evaluated by Western blot using antibodies against Clb2 (upper panel) and Pol30 (lower panel). Asterisk indicates an unspecific band, which was used as a loading control.

The recovery of the *sIx4*-S486A mutant after the pulse of DNA damage was also studied using pulsed field gel electrophoresis (PFGE), which enables to visualize chromosomes and allows to follow DNA replication and repair processes. The important feature of the method is that the DNA structures arising from DNA repair and replication intermediates are not able to enter the gel. As expected, from the sample of MMS-damaged cells none of the chromosomes were detected in the PFGE gel. After the pulse of MMS damage most DNA content from WT and the *sIx4*-S486A mutant cells stayed in a well and some DNA fragments appeared like a smear on the
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gel (Figure 4.8a, lanes 2 and 7). After one hour of recovery yeast chromosomes from WT samples were detected on the gel (Figure 4.8a, lane 3). In contrast, the chromosomes of the slx4-S486A mutant entered the gel after two hours of recovery (Figure 4.8a, lane 9). This experiment demonstrates that the DNA replication or repair intermediates persist longer in the slx4-S486A mutant compared to WT cells.

![Diagram of gel with recovery experiment results](image)

Figure 4.8. DNA replication or repair intermediates, which trigger DNA damage checkpoint activation, persist longer in the slx4-S486A mutant.

a) Recovery experiment of WT and the slx4-S486A mutant showing slowed down DNA repair kinetics in the slx4-S486A mutant. Cells were synchronized in G1, released into S-phase to medium containing MMS. After 30 min cells were released into drug-free medium for 3 hours. The samples were taken at different time points and yeast chromosomes were visualized by PFGE. Quantification of the chromosome signal was performed using ImageJ software. The signal intensity in a lane of the gel was normalized to the whole signal including that in a well; b) Recovery experiment as in a. DNA damage checkpoint activation was evaluated by Western blot using antibodies against Rad53.

DNA repair intermediates containing single stranded DNA structures arising from the DNA replication stalling activate the DNA damage checkpoint. A critical
checkpoint response to DNA damage is the phosphorylation and thereby activation of the effector kinase Rad53 (Sanchez et al., 1999). To determine the DNA damage checkpoint activation kinetics in the slx4-S486A mutant during recovery after a pulse of DNA damage using the same experimental setup as described earlier, Rad53 bulk phosphorylation was analyzed. As assumed, a slow migrating band corresponding to the hyperphosphorylated Rad53 in the samples from WT and the slx4-S486A mutant cells after treatment with MMS were observed (Figure 4.8b). In WT cells, the phosphorylation of Rad53 gradually disappeared during recovery and after three hours of recovery mainly unphosphorylated Rad53 remained (Figure 4.8b, lane 5). In contrast, in the slx4-S486A mutant recovery was slower than in the WT and the hyperphosphorylation of Rad53 remained during the recovery of three hours (Figure 4.8b, lane 10). In conclusion, after a pulse of DNA damage in S-phase the single stranded DNA replication and repair intermediates, which are in turn responsible for activation of the DNA damage checkpoint, persist longer in the slx4-S486A mutant than in WT cells.

To prove that the Dpb11-Slx4 complex specifically acts in S-phase, we tested whether the slx4-S486A mutant has a phenotype after the pulse of DNA damage outside of S-phase. Since MMS alkylates DNA thereby stalling DNA replication and specifically effecting cells in S-phase but not in G1 and G2/M, the DNA damaging agents, which introduce single and double strand DNA brakes, were chosen. For this purpose the recovery experiment was performed as described previously using cells arrested in G1- or G2/M-phase, which were subsequently treated with single and double strand brakes inducing agents zeocin or phleomycin, respectively. In this experiment DNA replication kinetics were followed by FACS (Figure 4.9a and b) and the DNA damage checkpoint activation was detected by appearance of hyperphosphorylated Rad53 (Figure 4.9c and d). Strikingly, we did not observe any differences between WT and the slx4-S486A mutant in recovery after DNA damage in G1 and G2/M (Figure 4.9). Thus, these experiments support the hypothesis that the Dpb11-Slx4 complex has a role after DNA damage particularly in S-phase but not in G1- or G2/M-phases.
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Figure 4.9. The Dpb11-Slx4 complex is not important after DNA damage in G1- and G2/M-phase.
a) Recovery experiment of WT and the slx4-S486A mutant showing normal cell cycle progression after DNA damage in G1. Cells were synchronized in G1 and damaged by zeozin (+Zeo). After 30 min cells were released into drug-free medium for 5 hours. The samples were taken at different time points and DNA content was measured by FACS; b) Recovery experiment of WT and the slx4-S486A mutant showing normal cell cycle progression after DNA damage in G2. Cells were synchronized in G2 and damaged by phleomycin (+Phl). After 30 min cells were released into drug-free medium for 5 hours. The samples were taken at different time points and DNA content was measured by FACS; c) Recovery experiment as in a. DNA damage checkpoint activation was evaluated by Western blot using antibodies against Rad53; d) Recovery experiment as in b. DNA damage checkpoint activation was evaluated by Western blot using antibodies against Rad53.

4.3 The Dpb11-Slx4 complex promotes Mus81-Mms4-dependent X-shaped DNA structure resolution

DNA lesions in S-phase can be bypassed by post-replication repair (PRR) mechanisms. Error-prone PRR involves the Rev1, Rev3-Rev7 and Rad30 proteins, while error-free PRR requires Rad5 and Ubc13/Mms2 (Ulrich and Jentsch, 2000;
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Yang and Woodgate, 2007; Goodman and Woodgate, 2013). In the absence of bypass mechanisms stalled replication forks may collapse, thereby causing the occurrence of DNA double strand breaks (DSBs). In this case homologous recombination (HR) is required to repair the DSB. Since the Dpb11-Slx4 complex is important after DNA damage in S-phase, we questioned whether the complex is exclusively involved in PRR or HR.

4.3.1 The Dpb11-Slx4 complex is not exclusively involved in PRR or HR

The impairment of PRR or HR leads to increased spontaneous recombination and elevated mutation rates. To test the spontaneous recombination rates, we used a yeast strain, which carries a URA3 gene surrounded by two nonfunctional leu2 alleles. Both leu2 alleles have a mutation, namely leu2-112 and leu2-k. After recombination events a cell restores an active LEU2 gene and keep or loose URA3. The spontaneous recombination of WT and the slx4-S486A mutant cells was evaluated. For processing the data, the “Maximum-Likelihood” method was used to calculate recombination rates (Rosche and Foster, 2000). Interestingly, the slx4-S486A mutant shows minor increase in spontaneous recombination rates, which are similar to WT (Figure 4.10a).

To examine the spontaneous mutation rate, the yeast strains containing the CAN1 gene were used. The activity of plasma membrane arginine permease Can1 is lethal to the cells exposed to canavanine, a non-proteinogenic amino acid, which when incorporated to proteins may lead to a loss-of-function. Conversely, loss-of-function mutations in the CAN1 gene allow cells to grow in the presence of canavanine. In this experiment the rad5Δ deletion mutant was used as a control, since this mutant shows drastically increased spontaneous mutation rates. After plating WT, the slx4-S486A and rad5Δ deletion mutant cells on medium containing canavanine, the colonies, which gained a mutation in CAN1 gene and therefore were able to grow on the selective medium, were counted. The “Maximum-Likelihood” method was used to calculate the mutation rates (Rosche and Foster, 2000). As observed previously, we perceived a high spontaneous mutation rate in the rad5Δ deletion cells. However, the spontaneous mutation rate of the slx4-S486A mutant was similar to wild type (Figure 4.10b). In conclusion, the Dpb11-Slx4 complex seems not to have a specific role in PRR or HR as observed from the spontaneous recombination and mutagenesis experiments.
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To confirm that the Dpb11-Slx4 complex is not exclusively involved in post-replication repair or homologous recombination, we performed genetic interaction analysis. For this purpose, cell growth on MMS was evaluated. To investigate the genetic relationship with the error-prone PRR mechanism, the REV1, REV3 and RAD30 genes encoding the proteins involved in translesion synthesis were deleted in WT and in the slx4-S486A mutant background. Even though the mutants with single deletions of REV1, REV3 and RAD30 were not sensitive to MMS, these deletions increased the hypersensitivity of the slx4-S486A mutant cells (Figure 4.11). This result together with the mutagenesis experiments indicates that the Dpb11-Slx4 complex is not involved in the error-prone post-replication repair mechanism.
Next, we investigated the error-free PRR, in particular the ubiquitin-conjugating enzyme variant Mms2 and the DNA helicase/ubiquitin ligase Rad5, relation to the Dpb11-Slx4 complex. For genetic interaction, cell growth on MMS was tested. The strains with a deletion of MMS2 and mutations of RAD5 and the double mutants in combination with slx4-S486A were generated. To discriminate between different functional domains of Rad5, which might be involved in the genetic interaction with Dpb11-Slx4, we generated two different RAD5 point mutants. The KT538,539AA mutations of Rad5 abolishes Rad5 ATPase activity, while Rad5-C914S has a mutation in Rad5 RING finger domain. Using these mutants, we observed that the mms2Δ deletion, rad5-KT438,539AA and rad5-C914A mutants were sensitive to MMS. Importantly, the viability of all these mutants decreased in the background of slx4-S486A (Figure 4.12a).

To ascertain that the Dpb11-Slx4 complex is not involved in the error-free PRR, we tested the effect of deletion of SRS2 and SIZI in the slx4-S486A mutant background. Srs2 is a helicase, which disrupts the Rad51 recombinase loading and prevents unscheduled HR events. This activity of Srs2 is very important when the replication stalls and HR is not a preferred way to bypass the lesion. Importantly, the SUMOylation of PCNA by the SUMO ligase Siz1 recruits Srs2 to stalled replication forks. When the error free post-replication repair machinery is impaired, HR is beneficial to a cell. In such a situation absence of Srs2 and Siz1 promotes homologous
recombination and thereby rescues the repair defect of error-free PRR mutants (Pfander et al., 2005). Following this idea, we tested whether the slx4-S486A mutant sensitivity to MMS is rescued by deleting SIZ1 or the C-terminus of SRS2. We thus tested the growth on MMS of the slx4-S486A, srs2ΔC and siz1A deletion mutants and double mutant combinations. As shown before (Pfander et al., 2005), we did not detect the srs2ΔC and siz1A deletion mutant sensitivity to MMS. Importantly, deleting SIZ1 or the C-terminus of SRS2 was not able to rescue the slx4-S486A mutant sensitivity (Figure 4.12b). This experiment indicates that the Dpb11-Slx4 complex is not specifically involved in the error-free PRR.

Figure 4.12. The Dpb11-Slx4 complex is not involved in error-free PRR.
a) MMS sensitivity of WT, the slx4-S486A and mms2Δ deletion, rad5-KT538,539AA, rad5-C914S single mutants and in combination with slx4-S486A. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) MMS sensitivity of WT, the slx4-S486A and srs2ΔC, siz1A deletion single mutants and in combination with slx4-S486A. Cells were spotted as in a.

Apart from the PRR, the homologues recombination mechanism is used to repair the stalled replication forks. To test whether the Dpb11-Slx4 complex has a
specific role in HR repair, the epistasis analysis with the \textit{slx4-S486A} mutant and HR-deficient mutants was performed. Interestingly, we found that deletion of the recombinase \textit{RAD51} gene or the strand exchange stimulating protein \textit{RAD55} gene enhanced the \textit{slx4-S486A} mutant sensitivity to MMS. Moreover, an interfering with the resection step of HR by deleting the exonuclease \textit{EXO1} gene had an additive effect on the \textit{slx4-S486A} mutant sensitivity to MMS. Furthermore, the deletion of \textit{RAD1}, the subunit of the nuclease Rad1-Rad10, which is known to process 3’ tails after HR, increased the \textit{slx4-S486A} mutant sensitivity to MMS (Figure 4.13).

A possible involvement of Dpb11-Slx4 in 3’ tails processing is better illustrated by the experiment of 3’ tail cleavage after HR described previously (Lyndaker et al., 2008). In this experiment we examined how the \textit{slx4-S486A} mutant was able to process one or two non-homologous 3’ tails. If the mutant had the problems in processing one or two 3’ tails, this would be reflected in reduced cell viability. In this experiment DSBs were induced by activating HO endonuclease, which is expressed after adding galactose to a liquid medium. Next, after plating and incubation of the cells, the survival rate was calculated as the number of colonies arising from induced relative to uninduced cultures. In this assay we did not observe the difference between WT and the \textit{slx4-S486A} mutant cells (Figure 4.13b).

In line with HR experiments, we tested whether Dpb11-Slx4 is involved in HR-like mechanisms as single strand annealing (SSA), which is used to repair DSBs. Analysis of SSA was performed in the background of the yeast strain YMV45, which harbors a \textit{leu2} repeat at each sides of an galactose-inducible DSB (Clerici et al., 2005). To survive after DSB induction, cells have to repair the brake by resection followed by annealing of the homologous \textit{leu2} sequences. However, the \textit{slx4-S486A} mutant was not sensitive after the induction of DSB in YMV45 background (Figure 4.13c). In conclusion, the different lines of experiments testing a potential role of the Dpb11-Slx4 complex in HR show that this complex is not specifically involved in any step or kind of homologous recombination.
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**Figure 4.13. The Dpb11-Slx4 complex is not involved in HR.**

a) MMS sensitivity of WT, the slx4-S486A and rad51Δ, rad55Δ, exo1Δ and rad1Δ deletion single mutants and in combination with slx4-S486A. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) Cell survival rate of WT, the slx4-S486A and slx4Δ deletion mutants after processing one (1 NH t.) or two non-homologous tails (2 NH t.) during DSB repair. Cells were plated on YPD after induction of DSB and colonies were counted after 2 days at 30°C. Cell survival rate was calculated as the number of colonies arising from induced relative to uninduced cultures; c) Sensitivity of WT, the slx4-S486A and slx4Δ deletion mutants after induction of DSBs. Cells were spotted in serial dilutions on plates containing glucose as a control and galactose for DSB induction. The growth was evaluated after incubation for 2 days at 30°C.

All together, various assays and tests of different mutants demonstrate that the Dpb11-Slx4 complex does neither have a specific/exclusive role in the error-free or error-prone PRR nor in HR. The slx4-S486A mutant rather enhances the phenotype of PRR and HR mutants. This suggests that Dpb11-Slx4 might be involved in the common step shared by the post-replication repair and homologous recombination mechanisms. Alternatively, Dpb11-Slx4 might have a role in a pathway that is not
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directly related to DNA lesion bypass but rather important at the repair step after DNA lesion is bypassed.

4.3.2 The Dpb11-Slx4 complex functions in the Mus81-Mms4 pathway

A common feature of PRR and HR is resulting DNA repair intermediates which physically link sister chromatids. These DNA molecules are known as joint molecules or X-shaped DNA structures. There are two ways to repair X-shaped DNA structures. The dissolution mechanism enrolls the Sgs1 helicase together with the Top3 topoisomerase and the Rmi1 protein. The resolution is achieved by the action of structure-specific endonucleases like Mus81-Mms4 or Yen1 (Liberi et al., 2005; Mankouri and Hickson, 2006; Mankouri et al., 2007; Rass, 2013).

Having found that the Dpb11-Slx4 complex is not exclusively involved in the post-replication repair or homologous recombination, we asked whether Dpb11-Slx4 is important at a common step to both pathways, in particular in the dissolution or resolution of X-shaped DNA structures.

To visualize X-shaped DNA structures, we took an advantage of the 2D gel electrophoresis in collaboration with B. Szakal and D. Branzei (Instituto FIRC do Oncologia Molecolare, Milan, Italy). The kinetics of removing of X-shaped DNA structures in the slx4-S486A mutant was followed. Since the DNA helicase Sgs1 is able to move X-shaped DNA structures, the experiment was performed in sgs1Δ deletion background to stabilize and detect X-shaped DNA structures at the particular DNA region. X-shaped DNA structures look like a “spike” on a gel. Using the sgs1Δ deletion and sgs1Δ slx4-S486A mutants, the recovery after a pulse of DNA damage experiment was performed. The cells were synchronized in G2-phase and released to medium containing MMS. After a pulse of MMS damage, cells recovered in MMS-free medium. In this experiment a slower disappearance of X-shaped DNA structures in the sgs1Δ slx4-S486A mutant compared to the sgs1Δ deletion mutant was observed (Figure 4.14). This suggests that the Dpb11-Slx4 complex has a role in the repair of X-shaped DNA structures. Moreover, it appears that Dpb11-Slx4 is not involved in the dissolution mechanism, since the double mutant of sgs1Δ slx4-S486A has additive effect in resolution kinetics.
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Figure 4.14. The Dpb11-Slx4 complex is involved in repair of X-shaped DNA structures. Recovery experiment of the sgs1A deletion and slx4-S486A sgs1A mutants showing slower disappearance of X-shaped DNA structures in the slx4-S486A mutant. Cells were synchronized in G2 and release to MMS containing medium. After MMS damage cells were released into drug-free medium for 6 hours. The samples were taken at different time points and analyzed by 2D gel electrophoresis and FACS (upper panel). The fraction of X-shaped DNA structures was quantified (lower panel). For quantification see Szakal and Branzei, 2013. Experiment by B. Szakal and D. Branzei.

Knowing that the Dpb11-Slx4 complex, which consists of two scaffold proteins Dpb11 and Slx4, is important for the repair of X-shaped DNA structures and likely works in the resolution mechanism, we were prompted to find a member, which has an enzymatic activity in the Dpb11-Slx4 complex.

Next, we aimed to investigate the genetic relationship with the resolution enzymes. For this, cells carrying the slx4-S486A, sgs1A, mus81A, mms4A and yen1A deletion mutation were grown in presence of MMS. When the slx4-S486A and sgs1A deletion mutations were combined, the double mutant was more sensitive to MMS compared to the single slx4-S486A and sgs1A deletion mutants (Figure 4.15a). This suggests that Dpb11-Slx4 is not involved in dissolution mechanisms and confirms the results from the figure 4-14. Interestingly, we did find a genetic interaction with Mus81-Mms4. The mus81A and mms4A deletion mutants were as sensitive to MMS as the double mutants of slx4-S486A mus81A and slx4-S486A mms4A (Figure 4.15b). This indicates that the Dpb11-Slx4 complex functions in the Mus81-Mms4 pathway.
Moreover, this finding indicates the existence of the Dpb11-dependent DNA repair complex in yeast.
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Figure 4.15. The Dpb11-Slx4 complex is not a part of dissolution mechanism but has a role in resolution by Mus81-Mms4 but not Yen1.

a) MMS sensitivity of WT, the *slx4*-S486A, *sgs1A* deletion and *slx4*-S486A *sgs1A* mutant. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) MMS sensitivity of WT, the *slx4*-S486A and *mus81A*, *mms4A* deletion mutants and in combination with *slx4*-S486A. Cells were spotted as in a; c) MMS sensitivity of WT, the *slx4*-S486A and the *yen1A*, *sgs1A* deletion single mutants and double and triple mutant combinations. Cells were spotted as in a.

To investigate the Dpb11-Slx4 complex role in Yen1 pathway, the growth on MMS of the *yen1A*, *sgs1A* deletion, *slx4*-S486A single mutants and double and triple mutant combinations was evaluated. As it was shown before (Tay and Wu, 2010), the *YEN1* deletion did not have any effect to the cell viability in the presence of MMS. Furthermore, the *yen1A slx4*-S486A double mutant was as sensitive to MMS as the single *slx4*-S486A mutant. Interestingly, the triple mutant of *slx4*-S486A *sgs1A yen1A*
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was the most sensitive to MMS of the mutants tested (Figure 4.15c). This indicates that in the slx4-S486A sgs1A yen1A mutant three different pathways of resolution, which involve Mus81-Mms4, Sgs1 and Yen1 to repair X-shaped DNA structures, are disrupted. Furthermore, this result further supports the finding that the Dpb11-Slx4 complex is involved in X-shaped DNA structures resolution by Mus81-Mms4.

Previously in the study it was shown that Mus81-Mms4 influences crossover formation. Moreover, a phosphomimicry mutant of Mms4, which leads to constantly active Mus81-Mms4, displays increased crossover rates (Szakal and Branzei, 2013). Knowing that Dpb11-Slx4 is involved in the same pathway as Mus81-Mms4, we therefore asked how the Dpb11-Slx4 complex influences crossover formation.

To study the crossover rates in the slx4-S486A mutant, we took an advantage of the crossover assay described previously (Robert et al., 2006; Szakal and Branzei, 2013). The crossover strain for this assay carries two inactive ARG genes on chromosome V and VIII. After homologous recombination between two arg alleles of V and VIII chromosomes active ARG gene is restored leading to two possible outcomes of a homologous recombination event in the crossover strain. In case of a non-crossover the chromosomes V and VIII remain intact. In case of a crossover a reciprocal translocations between chromosomes V and VIII can be detected by PCR.

For the crossover assay besides WT and the slx4-S486A mutant, we used the mms4A and slx4A deletion mutants as controls. The cells were plated on -Arg medium to select recombinants. These recombinants were later classified as crossovers or non-crossovers by PCR. Using the “Maximum-Likelihood” method, the recombination and crossover rates were calculated (Rosche and Foster, 2000). We found that, even though the recombination rate was increased in the slx4-S486A mutant compared to WT, the crossover rate was lower comparing to the wild type. The slx4A deletion mutant had identical recombination and crossover rates compared to the slx4-S486A mutant, which were lower compared to WT. However, the mms4A deletion mutant had increased recombination and reduced crossover rates compared to wild type and similar recombination rate but a slightly higher crossover rates compared to the slx4-S486A mutant (Figure 4.16). From this experiment we conclude that the Dpb11-Slx4 complex is involved in the crossover formation. Moreover, it seems that in the slx4-S486A mutant the balance between dissolution and resolution is shifted. However, with this experiment we cannot distinguish, whether this effect comes from up-regulation of dissolution or down-regulation of resolution in the slx4-S486A mutant.
Figure 4.16. The Dpb11-Slx4 complex is involved in crossover formation. Recombination, crossover rates (left panel) and crossover/non-crossover ratio (right panel) of WT, the slx4-S486A, slx4Δ and mms4Δ deletion mutants. Cells were plated on -Arg medium and recombinants were counted after 4 days growth at 30°C. Crossover and non-crossover outcome was determined by PCR. Recombination and crossover rates were calculated using the “Maximum-Likelihood” method. Error bars represent standard deviation from two independent experiments.

4.3.3 Dpb11-Slx4 physically interacts with Mus81-Mms4

As we found that the Dpb11-Slx4 complex genetically interacts with Mus81-Mms4, we hypothesized that Dpb11-Slx4 might also bind physically to Mus81-Mms4. To test this, first, we performed Y2H experiment using the DPB11-BD and MMS4-AD. Strikingly, we found that Dpb11 and Mms4 interact physically (Figure 4.17a).

Previous studies showed that Mus81-Mms4 is activated in M-phase after hyper-phosphorylation by the Polo-like kinase Cdc5 (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Brnzei, 2013; Blanco et al., 2014). Knowing that the Dpb11-Slx4 complex forms already in S-phase and Mus81-Mms4 is active in M-phase, we asked when Dpb11-Slx4 interacts with Mus81-Mms4.

To investigate the cell cycle requirements for the Dpb11-Slx4 binding to Mus81-Mms4, a co-immunoprecipitation experiment was performed. For this, the strain, which expresses FLAG-tagged Mms4, was constructed. To compare the different cell cycle stages, cells were synchronized in G1-, S- and G2/M-phase and immunoprecipitation of Mms4-3FLAG from the arrested cells was carried out. As expected, we detected hypo-phosphorylated Mms4 in G1- and S-phase samples.
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Moreover, in G1- and S-phase no Dpb11 and Slx4 binding to FLAG-tagged Mms4 was observed (Figure 4.17b, lanes 2 and 3). In contrast to G1- and S-phase, in G2/M cells almost all Mms4 was hyper-phosphorylated. Importantly, we were able to co-immunopurify Dpb11 and Slx4 only from G2/M cells when Mms4 was hyper-phosphorylated (Figure 4.17b, lane 4). This experiment shows that Dpb11-Slx4 forms a complex with Mus81-Mms4 especially in the G2/M cell cycle stage when Mms4 is phosphorylated.

Figure 4.17. The Dpb11-Slx4 complex interaction with Mus81-Mms4 in G2/M depends on Cdc5.
a) Y2H experiment of Mms4 and Dpb11 showing Dpb11-Mms4 interaction. AD-fusion of \( MMS4 \) was co-transformed with BD-fusion of \( DPB11 \). Cells were spotted on control and selective plates and evaluated after 3 days growth at 30\(^\circ\)C; b) CoIP experiment of Dpb11, Slx4 and Mms4 showing Slx4-Dpb11-Mms4 interaction in G2/M. FLAG-tagged Mms4 was used for co-immunopurification from G1, S and G2/M cells. Experiment by L. N. Princz.; c) CoIP experiment of Dpb11, Slx4 and Mms4 showing that Cdc5 mediates the formation of Slx4-Dpb11-Mms4. FLAG-tagged Mms4 was immunopurified from \( cdc5-as1 \) containing cells which were untreated or treated with 2, 5 or 20 \( \mu \)M of CMK. Experiment by L. N. Princz.
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To investigate the regulation of Dpb11-Slx4 and Mus81-Mms4 interaction particularly in G2/M-phase, we tested the role of the Polo-like kinase Cdc5. Cdc5 is known to be active in M-phase and required for the phosphorylation and activation of the structure-specific endonuclease Mus81-Mms4 (Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Branzei, 2013; Blanco et al., 2014). We hypothesized that Cdc5 might promote Mus81-Mms4 binding to Dpb11-Slx4. To reveal the influence of Cdc5, we took an advantage of analog sensitive cdc5-as1 allele. In the cdc5-as1 background the activity of Cdc5 is controlled by adding an inhibitor chloromethylketone (CMK). For this study, the experiment was performed using the cdc5-as1 strain expressing FLAG-tagged Mms4. First, the cells were arrested in G2/M-phase and treated with different amounts of CMK. In the study 2 to 20 µM of the inhibitor CMK was used. After gradual increase of CMK, a decrease of Mms4 phosphorylation was observed (Figure 4.17c). Importantly, Dpb11-Slx4 interaction with Mms4 after adding 5 and 20 µM of CMK was not detectible (Figure 4.17c, lanes 5 and 6). These data demonstrate that Dpb11-Slx4 interaction with Mus81-Mms4 is dependent on Mms4 phosphorylation by the Polo-like kinase Cdc5.

Although Slx4-Dpb11 interacts with Mus81-Mms4, not all functions of Mus81-Mms4 depend on the Dpb11-Slx4 complex since the slx4-S486A mutant is less sensitive to MMS compared to the mms4Δ or mus81Δ deletion mutants (Figure 4-15b). These findings prompted us to find out whether it is possible to generate a specific Mms4 mutant that is not able to interact with Dpb11 and might lose specifically Dpb11-Slx4-dependent function. To address this question, the mms4 phosphorylation-site mutants, which have serine or threonine of putative Cdk1 sites replaced by alanine, were created. We chose S/TP sites because Dpb11 often interacts with proteins that are modified by Cdk1 (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011). In theory these Cdk1 sites could also prime for Cdc5 phosphorylation of Mms4. Therefore, the mms4 phosphorylation site mutants were compared in Y2H experiment. We found, that mms4-S184A interaction with Dpb11 was reduced comparing to wild type Mms4. Strikingly, mms4-S201A almost completely lost the interaction with Dpb11 (Figure 4.18a). These data suggest that S184 and S201 of Mms4 may be important for the interaction with Dpb11.

To further investigate the mms4 mutants, a strain which expresses mms4-SS184,201AA was generated and tested for sensitivity to MMS. Surprisingly, the mms4-SS184,201AA mutant was not sensitive to MMS similar to WT (Figure 4.18b).
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This might be explained by the existence of the compensatory mechanism, which could take over the task, when the Mus81-Mms4 function is reduced or absent.

Figure 4.18. S184 and S201 of Mms4 are important for interaction with Dpb11 and after DNA damage.

a) Y2H experiment of Mms4 and Dpb11 showing the reduced Dpb11 interaction with the mms4 mutants. AD-fusions of MMS4 and mms4 mutants were co-transformed with BD-fusion of DPB11. Cells were spotted on control and selective plates and evaluated after 3 days at 30°C; b) MMS sensitivity of WT, the mms4-SS184,201AA, sgs1Δ deletion and slx4-S486A mutants and the double and triple mutant combinations. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C.

Following this idea, we introduced the SGS1 deletion in the mms4-SS184,201AA mutant background and tested the double mms4-SS184,201AA sgs1Δ mutant sensitivity to MMS. Strikingly, the mms4-SS184,201AA sgs1Δ mutant was more sensitive to MMS compared to the sgs1Δ deletion or mms4-SS184,201AA single mutants, suggesting, that the double mutation interfered with two pathways of dissolution/resolution (Figure 4.18b). These data indicate that the Mms4 binding to Dpb11 is important after MMS damage especially in the absence of the DNA helicase Sgs1.
In this study, we generated Cdk1-phosphorylation deficient mutants of *slx4* and *mms4*. The S486A mutation of Slx4 and SS184,201AA of Mms4 result in strongly reduced interaction with Dpb11 (Figures 4.3, 4.5a and 4.18a). Moreover, the *slx4* S486A and *mms4* SS184,201AA sgs1A mutants are sensitive to MMS (Figures 4.6b and 4.18b). For that reasons we hypothesized that this MMS sensitivity of the *slx4* and *mms4* mutants comes from the interfering with the Slx4-Dpb11-Mms4-Mus81 complex formation. To test this hypothesis, the *slx4* and *mms4* mutant sensitivity to MMS was compared. As the *mms4* SS184,201AA mutant is sensitive to MMS just in the absence of Sgs1, we analyzed the *slx4* S486A and *mms4* SS184,201AA mutants in the SGS1 deletion background. Interestingly, the *slx4* S486A sgs1A mutant was less viable on MMS than the *mms4* SS184,201AA sgs1A mutant. Importantly, the triple mutant of *slx4* S486A *mms4* SS184,201AA sgs1A had increased sensitivity to MMS compared to the double mutants (Figure 4.18b). These findings suggest that S486 of Slx4 and SS184,201 of Mms4 are required for different functions. However, it is difficult to rationalize the results given the fact that Mms4 harbors plenty of putative phosphorylation sites and therefore the regulation of Mus81-Mms4 might be very complex. One possible explanation for hypersensitivity of the *slx4* S486A *mms4* SS184,201AA sgs1A mutant is as follows. In the *slx4* S486A or *mms4* SS184,201AA mutants there might be still a possibility to form Slx4-Dpb11-Mms4-Mus81 complex because of residual Slx4-S486A or Mms4-SS184,201AA binding to Dpb11 (Figures 4.5a and 4.18a). However, the potential to form the Slx4-Dpb11-Mms4-Mus81 complex gets lower when Slx4-S486A and Mms4-SS184,201AA are combined in one cell.

Recent studies suggested that S56 and S184 of Mms4 are required for the Mus81-Mms4 endonuclease function. The expression of Mms4-SS56,184ED leads to premature activation of Mus81-Mms4 (Szakal and Branzei, 2013). Therefore we hypothesized that premature activation of Mus81-Mms4 might rescue MMS sensitivity of the *slx4* S486A mutant by promoting the interaction with the Dpb11-Slx4 complex. To investigate S56, S184 of Mms4 importance in the context of the Dpb11-Slx4 complex, the *slx4* S486A *mms4* SS56,184ED mutant was constructed and tested for sensitivity to MMS. Interestingly, the *slx4* S486A *mms4* SS56,184ED mutant was as sensitive to MMS as the *slx4* S486A mutant (Figure 4.19). These data suggest that S56 and S184 of Mms4 seem not to be important for the formation of the Slx4-Dpb11-Mms4-Mus81 complex. Alternatively, Mms4-SS56,184ED is not
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sufficient to restore the function of the Slx4-Dpb11-Mms4-Mus81 complex. Moreover, premature activation of Mus81-Mms4 might become harmful to cell survival when replication fork stalling occurs in combination with impaired Dpb11-Slx4 interaction in the slx4-S486A mutant.

![Image](https://via.placeholder.com/150)

Figure 4.19. Premature activation of Mms4 does not restore the function of the Dpb11-Slx4 complex.

MMS sensitivity of WT, the slx4-S486A, mms4-SS56,184ED and slx4-S486A mms4-SS56,184ED mutants. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C.

4.4 The DNA damage checkpoint regulates Dpb11-Slx4-dependent Mus81-Mms4 function

The DNA damage checkpoint is crucial for regulating various processes that help to cope with DNA damage in a cell. The DNA damage checkpoint is known to have a particularly important role after DNA damage in S-phase. Checkpoint activation triggers various events leading to induced transcription of DNA repair genes, prevention of late origin firing and stabilization of replication forks (Segurado and Tercero, 2009).

4.4.1 Reduced DNA damage checkpoint activation promotes DNA repair in the absence of Dpb11-Slx4 interaction

Based on the finding that DNA damage checkpoint recovery after treatment with MMS is delayed in the slx4-S486A mutant (Figure 4.8b), we asked whether the partial inactivation of the DNA damage checkpoint would suppress the slx4-S486A mutant phenotype.

To test the hypothesis, we analyzed three checkpoint mutants that are characterized by partially impaired DNA damage checkpoint activation. First, we made us of a mutant deficient for the methyltransferase Dot1, which lacks the histone-
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dependent pathway of DNA damage checkpoint activation. Second, we analyzed the *ddc1-T602A* mutant that is not able to interact with Dpb11 and therefore shows an impaired Dpb11-dependent DNA damage checkpoint activation (Pfander and Diffley, 2011). Third, we took into consideration that tagging of Rad53 with a 3HA epitope also leads to a partially inactive DNA damage checkpoint (Conde et al., 2010). All three DNA damage checkpoint mutants in combination with *slx4-S486A* were tested for growth on plates containing MMS. Strikingly, all three mutants were able to rescue the *slx4-S486A* mutant sensitivity to MMS (Figure 4.20a).

Figure 4.20. DNA damage checkpoint regulates the Dpb11-Slx4 complex. a) MMS sensitivity of WT, the *slx4-S486A* and *dot1A* deletion, *ddc1-T602A*, *rad53-3HA*, *rad9A* deletion mutants and in combination with *slx4-S486A*. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) MMS sensitivity of WT, the *slx4-S486A*, *rad9A* deletion and *slx4-S486A rad9A* mutants. Cells were spotted as in a.

To better define the role of the DNA damage checkpoint for the regulation of the Slx4-Dpb11-Mms4-Mus81 complex function, we tested the effect of complete DNA damage checkpoint inactivation in the *slx4-S486A* mutant. For this purpose, a strain lacking the DNA damage checkpoint mediator protein Rad9 was constructed. The *rad9A* deletion mutant is not able to activate the DNA damage checkpoint (Pfander and Diffley, 2011; Ohouo et al., 2013). In contrast to the mutants characterized by a partial inactivation of the DNA damage checkpoint, the *rad9A* deletion mutant was more sensitive to MMS compared to WT cells and the *slx4-S486A* mutant. Consequently, we did not detect the rescue of the *slx4-S486A* mutant sensitivity to MMS by deleting *RAD9* (Figure 4.20b). These data indicate that a
RESULTS

partial but not a complete inactivation of DNA damage checkpoint is beneficial when the Dpb11-Slx4 interaction is impaired.

Figure 4.21. Reduced DNA damage checkpoint activation promotes faster DNA repair progression in the \textit{slx4-S486A} mutant.

a) Recovery experiment of WT, the \textit{slx4-S486A} and \textit{slx4-S486A ddc1-T602A} mutants. Cells were synchronized in G1, released to S-phase in the medium with MMS. After 30 min cells were released to drug-free medium for 3 hours. The samples were taken at different time points and yeast chromosomes were visualized by PFGE. Quantification of the chromosome signal was performed using ImageJ software. The signal intensity in a lane of the gel was normalized to the whole signal including that in a well; b) Recovery experiment as in a. DNA content was measured by FACS; c) Recovery experiment as in a. DNA damage checkpoint activation was evaluated by Western blot using antibodies against Rad53.
A possible explanation for the rescue of the slx4-S486A mutant sensitivity to MMS by partial DNA damage checkpoint inactivation may be that DNA repair is more efficient under these conditions. To test this hypothesis, we damaged yeast cells with a pulse of MMS and analyzed the chromosomal repair kinetics by pulsed-field gel electrophoresis. Strikingly, we observed that the appearance of chromosomes in the gel was basically identical in the samples of wild type cells and the slx4-S486A ddc1-T602A double mutant. After one hour, WT cells and the slx4-S486A ddc1-T602A double mutant showed the recovery (Figure 4.21a, lanes 3 and 13). In contrast, the slx4-S486A mutant recovered slower, which is in line with data shown previously in figure 4.8a (Figure 4.21a, lanes 6-10). Consistent with the observation obtained by PFGE analysis, DNA replication in the slx4-S486A ddc1-T602A mutant had the same kinetics as in WT in contrast to the slx4-S486A mutant (Figure 4.21b). Finally, we found that the DNA damage checkpoint during the recovery was deactivated faster in the slx4-S486A ddc1-T602A mutant compared to the slx4-S486A mutant (4.21c). Together, these results demonstrate that the reduced DNA damage checkpoint activation in the slx4-S486A mutant promotes faster repair after treatment with MMS.

4.4.2 Reduced DNA damage checkpoint activation promotes DNA repair by activating Mus81-Mms4

One possible explanation for the rescue of the slx4-S486A mutant by the DNA damage checkpoint mutants might be as follows. First, the partially inactive checkpoint might promote the activation of an alternative pathway to resolve X-shaped DNA structures in the slx4-S486A mutant. Alternatively, the repair of X-shaped DNA structures may be still dependent on Mus81-Mms4 allowing the Slx4-Dpb11-Mms4-Mus81 complex formation even in the slx4-S486A mutant background.

To ascertain whether the rescue of the slx4-S486A mutant sensitivity to MMS by the DNA damage checkpoint mutants depends on Mus81-Mms4, we analyzed the slx4-S486A ddc1-T602A mutant sensitivity to MMS in the absence of Mms4. Interestingly, we observed that after deleting MMS4 in the of slx4-S486A ddc1-T602A background, the cells became more sensitive to MMS than the slx4-S486A ddc1-T602A mutant (Figure 4.22a). Furthermore, after MMS treatment in S-phase, the mms4A deletion mutant was not able to recover after 3 hours as judged from the Rad53 phosphorylation status in the mms4A deletion mutant. Even the partial
inactivation of the DNA damage checkpoint did not promote faster recovery of the *mms4Δ* deletion mutant. In the *mms4Δ ddc1-T602A* mutant Rad53 remained phosphorylated during 3 hours of recovery similar to the *mms4Δ* mutant (Figure 4.22b). This confirms the hypothesis that the repair of X-shaped DNA structures in the *slx4-S486A* mutant is dependent on Mus81-Mms4.
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**Figure 4.22.** The DNA damage checkpoint promotes DNA repair by Mus81-Mms4 but not Sgs1 in the *slx4-S486A* mutant after MMS damage.

a) MMS sensitivity of WT and the *slx4-S486A, ddc1-T602A, mms4Δ* deletion mutants and double and triple mutant combinations. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) Recovery experiment of WT, the *mms4Δ* deletion, *ddc1-T602A* and *mms4Δ ddc1-T602A* mutants. Cells were synchronized in G1 and released into S-phase in medium containing MMS. After 30 min cells were released to drug-free medium for 3 hours. The samples were taken at different time points and DNA damage checkpoint activation was evaluated by Western blot using antibodies against Rad53; c) MMS sensitivity of WT and the *slx4-S486A, ddc1-T602A, sgs1Δ* deletion mutants and double and triple mutant combinations. Cells were spotted as in a.

Next, we also tested whether alternative dissolution pathway is important for the rescue of the *slx4-S486A* mutant when the DNA damage checkpoint is partially
inactive. For this purpose, *SGS1* was deleted in the *slx4-S486A ddc1-T602A* mutant and tested for the growth on MMS. In contrast to previous experiment when *MMS4* was deleted, in the absence of *SGS1* reduced DNA damage checkpoint activation was able to rescue the *slx4-S486A* mutant sensitivity to MMS (Figure 4.22c). Therefore we conclude that an alternative dissolution pathway is not important for the repair of X-shaped DNA structures in the *slx4-S486A ddc1-T602A* mutant.

**Figure 4.23. The DNA damage checkpoint regulates the formation of the Slx4-Dpb11-Mms4-Mus81 complex.**

Recovery experiment of WT, the *slx4-S486A*, *ddc1-T602A* and *slx4-S486A ddc1-T602A* mutants. Cells were synchronized in G1, released into S-phase in medium containing MMS. After 30 min cells were released to drug-free medium for 2 hours. The samples were taken at different time points and evaluated by Western blot using antibodies against Rad53.

A partially inactive DNA damage checkpoint is beneficial in the *slx4-S486A* mutant because it promotes Mus81-Mms4-dependent DNA repair. To investigate how this is achieved mechanistically, we followed the Slx4-Dpb11-Mms4-Mus81 complex formation after a pulse of MMS damage. As we observed in our previous experiments, Mus81-Mms4 interacts with Dpb11-Slx4 after phosphorylation of Mms4 by the Polo-like kinase Cdc5 in mitosis (Figure 4.17). Interestingly, after recovery from MMS damage in S-phase Mms4 phosphorylation in the *slx4-S486A* mutant was delayed for 30 minutes compared with the wild type (Figure 4.23, lanes 3 and 8). Strikingly, partial inactivation of the DNA damage checkpoint allowed Mms4 phosphorylation to occur earlier in the *slx4-S486A* mutant (Figure 4.23, lanes 8 and 13). After one hour of recovery Mms4 was phosphorylated in either WT or the *slx4-S486A ddc1-T602A* mutant (Figure 4.23, lanes 3 and 13). Moreover, Mms4 phosphorylation was consistent with Cdc5 expression. Interestingly, phosphorylation of Mms4 inversely correlated with the activation of DNA damage checkpoint. At the
time point when Rad53 was phosphorylated there was no phosphorylation of Mms4 and vice versa (Figure 4.23). All together, these data suggest that DNA damage checkpoint negatively regulates the formation of the Slx4-Dpb11-Mms4-Mus81 complex.

4.5 Dpb11-Slx4 belongs to a multi-protein complex

In a cell, proteins often form distinct complexes to perform a particular task. Scaffold proteins participate in forming and regulating the action of different protein groups. Since the Slx4-Dpb11-Mms4-Mus81 complex consists of three scaffold proteins, we wondered whether there are more interaction partners particularly enzymes in the complex. Such proteins may be responsible for the recruitment, regulation or activity of the Slx4-Dpb11-Mms4-Mus81 complex.

4.5.1 The Slx4-Dpb11-Mms4-Mus81 complex involves additional proteins

To obtain evidence of proteins interacting with the Slx4-Dpb11-Mms4-Mus81 complex, we analyzed the role of the additional binding surfaces of Dpb11. Within the DNA replication initiation complex BRCT1/2 and BRCT3/4 of Dpb11 binds to Sld3 and Sld2, respectively (Tanaka et al., 2007; Zegerman and Diffley, 2007). For the formation of the Dpb11-dependent DNA damage checkpoint activation complex, Rad9 interacts with BRCT1/2 of Dpb11, the 9-1-1 complex subunit Ddc1 binds to BRCT3/4 and Mec1-Ddc2 is connected to the complex via ATR activating domain (AAD) of the C-terminus of Dpb11 (Pfander and Diffley, 2011).

To determine which domains of Dpb11 are involved in the resolution function, we mutated DPB11 within the DPB11-slx4-S486A fusion. The T12A, T451A and WG700,701AA mutations interfere with the function of BRCT1/2, BRCT3/4 and AAD of Dpb11, respectively. MMS sensitivity of the strains that express the fusions which carry the T12A, T451A and WG700,701AA mutations together with the fusion protein where Dpb11 had the wild type sequence were compared. Interestingly, we found that all strains, which express fusion proteins with the mutation in Dpb11, had increased MMS sensitivity compared to the strain, which expresses Dpb11-slx4-S486A. Particularly, the dpb11-T451A-slx4-S486A mutant was the most sensitive to MMS of all mutants tested (Figure 4.24). These data demonstrate that BRCT1/2, C-
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terminus with AAD domain and especially BRCT3/4 of Dpb11 appear to have a role in the Slx4-Dpb11-Mms4-Mus81 complex.

Figure 4.24. BRCT1/2, AAD domain and BRCT3/4 of Dpb11 have a role in the Slx4-Dpb11-Mms4-Mus81 complex.

MMS sensitivity of WT and the slx4-S486A and Dpb11-slx4-S486A mutants. Yeast strains expressing the Dpb11-slx4-S486A fusions have wild type Dpb11 sequence or T12A, T451A and WG700, 701AA mutations. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C.

To better define the interaction partners of the Slx4-Dpb11-Mms4-Mus81 complex, we performed SILAC-based MS analysis of Dpb11, Slx4 and Mms4 interactors. When we monitored peptide intensity from co-immunoprecipitation samples of FLAG-tagged Dpb11, we found Dpb11, Slx1, Slx4 and Rtt107 as preferential binders (Figure 4.25a). Interestingly, the highest peptide intensity from FLAG-tagged Slx4 also corresponded to Dpb11, Slx1, Slx4 and Rtt107 (Figure 4.25b). Within the list of the best interactors of FLAG-tagged Mms4 we found Slx1, Rtt107 and Cdc5 (Figure 4.25c). This suggests that the Slx1, Rtt107 and Cdc5 are a part of the Slx4-Dpb11-Mms4-Mus81 complex.

The role of the Polo-like kinase Cdc5 was already evaluated in our previous experiments. Cdc5 phosphorylates Mms4 for the interaction with Dpb11-Slx4 (Figure 4.17c). The Slx1 and Rtt107 proteins are also known to physically interact with Slx4 (Fricke and Brill, 2003; Roberts et al., 2006). To better explain the role of Slx1 and Rtt107 in the Slx4-Dpb11-Mms4-Mus81 complex, we performed epistasis analysis. For this the SLX1 and RTT107 genes were deleted in the wild type and the slx4-S486A mutant background and the mutants were tested for the growth on MMS. As it was shown before (Flott et al., 2007) the slx1Δ deletion mutant was not sensitive to MMS (Figure 4.26a). However, the rtt107Δ deletion mutant was sensitive to MMS compared to WT. Interestingly, the rtt107Δ slx4-S486A mutant was also sensitive to MMS compared to wilt type and as sensitive as the rtt107Δ deletion mutant (Figure 4.26b).
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Figure 4.25. The Slx4-Dpb11-Mms4-Mus81 complex has additional interactors. a) SILAC-based MS experiment of Dpb11 interactors. Co-immunoprecipitation samples from WT and Dpb11-3FLAG cells. Dpb11-3FLAG to WT ratio was quantified. Red dots represent the top interactors of Dpb11. Experiment by L. N. Princz; b) SILAC-based MS experiment of Slx4 interactors. Co-immunoprecipitation samples from WT and the Slx4-3FLAG cells. Slx4-3FLAG to WT ratio was quantified. Red dots represent the top interactors of Slx4. Experiment by L. N. Princz; c) SILAC-based MS experiment of Mms4 interactors. Co-immunoprecipitation samples from G2/M arrested cells of WT and strain expressing FLAG-tagged Mms4. WT to Mms4-3FLAG ratio was quantified. Red dots represent the top interactors of Mms4. Experiment by L. N. Princz.

As we showed that partially inactive DNA damage checkpoint rescues the slx4-S486A mutant phenotype (Figures 4.20a and 4.21), we tested whether the DOT1 deletion and ddc1-T602A mutation similarly affect the rtt107Δ deletion mutant. Strikingly, a partial rescue of the rtt107Δ deletion mutant sensitivity to MMS by the DOT1 deletion and ddc1-T602A mutation was observed (Figure 4.26c). These findings imply that the scaffold protein Rtt107 is a part of the Slx4-Dpb11-Mms4-
RESULTS

Mus81 complex. Moreover, DNA damage checkpoint regulation of the Slx4-Dpb11-Mms4-Mus81 complex might depend also on Rtt107.

4.5.2 Rtt proteins have a role in the recruitment of Slx4-Dpb11-Mms4-Mus81

Having found that Rtt107 is involved in the Slx4-Dpb11-Mms4-Mus81 complex, we asked whether the Slx4-Dpb11-Mms4-Mus81 complex is recruited on damage sites via Rtt107.

Rtt107 is a scaffold protein containing six BRCT repeats which often serve as binding modules for phosphorylated proteins (Zappulla et al., 2006). Rtt107 is similar to Dpb11, which also harbors BRCT repeats that are known to bind mainly CDK phosphorylated proteins bringing them into complexes (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011). Rtt107 interacts with Slx4, Rad55, H2A, the Smc5/6 complex and Rtt101 (Chin et al., 2006; Roberts et al., 2006; Roberts et al., 2008; Leung et al., 2011; Li et al., 2012). It was shown that N-terminus of Rtt107, which has four BRCT repeats, is important for the interaction with Slx4
and the Smc5/6 complex (Leung et al., 2011). The C-terminal domain of Rtt107 with two BRCT repeats binds the phosphorylated histone H2A (Li et al., 2012). Here, we aimed to test which part of Rtt107 thereby which interactors of Rtt107 function together with the Slx4-Dpb11-Mms4-Mus81 complex.

At first, to narrow down the list of candidates, we examined whether C-terminus of Rtt107 with BRCT5/6 is important for the function of the Slx4-Dpb11-Mms4-Mus81 complex. For this, the strains that express Rtt107 without C-terminal part containing BRCT5/6 in the wild type and the slx4-S486A mutant background were generated and tested for the growth on MMS. Importantly, the rtt107ΔC mutant was more sensitive to MMS compared to WT. Moreover, the rtt107ΔC mutant was as sensitive to MMS as the slx4-S486A rtt107ΔC mutant (Figure 4.27a). This suggests that the C-terminus of Rtt107 is important for the Slx4-Dpb11-Mms4-Mus81 function. However, this experiment does not completely rule out the requirement of the N-terminus of Rtt107 with BRCT1/2/3/4, which might still have a role in the Slx4-Dpb11-Mms4-Mus81 complex.

![Figure 4.27. The C-terminus of Rtt107 is important for the Dpb11-Slx4 complex.](image)
a) MMS sensitivity of WT, the slx4-S486A, rtt107AC and slx4-S486A rtt107AC mutants. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) MMS sensitivity of WT, the slx4-S486A, hta-S129* and slx4-S486A hta-S129* mutants. Cells were spotted as in a.

After DNA damage the DNA damage checkpoint kinase Mec1/Tel1 phosphorylates the histone H2A on S129. This chromatin modification mediates the recruitment of the DNA repair proteins to damage sites (Downs et al., 2000). The C-terminus of Rtt107 with BRCT5/6 was shown to interact with phosphorylated H2A (Li et al., 2012). To find out whether the H2A branch of recruitment is important for the Slx4-Dpb11-Mms4-Mus81 complex, the h2a mutant, which cannot be
phosphorylated on S129 was generated. The h2a-S129* mutation was also introduced in the slx4-S486A mutant background. Interestingly, the h2a-S129* mutant did not show any sensitivity to MMS. Moreover, the slx4-S486A h2a-S129* mutant was as sensitive to MMS as the slx4-S486A mutant (Figure 4.27b). Since the absence of phosphorylated H2A does not affect cell viability on MMS, we are not able to conclude neither that phosphorylated H2A is involved in the complex nor that it does not play any role in function of the Slx4-Dpb11-Mms4-Mus81 complex.

To understand the influence of the N-terminus of Rtt107 on the Slx4-Dpb11-Mms4-Mus81 complex function, we tested the best-characterized interactor of the N-terminus of Rtt107 - the Smc5/6 complex. Since the deletion of any Smc5/6 complex subunit is lethal, the experiments were carried out using the smc6-9 temperature sensitive mutant. This particular mutant is viable at the permissive temperature of 30°C and is sensitive to MMS. Interestingly, the slx4-S486A smc6-9 mutant was as sensitive to MMS as the smc6-9 mutant suggesting the epistatic relationship (Figure 4.28a). These data suggest that the Smc5/6 complex is a part of the Slx4-Dpb11-Mms4-Mus81 complex.

Previously the cullin Rtt101, which assembles into a multi-subunit ubiquitin ligase, and the acetyltransferase Rtt109, which modifies histone H3, were shown to be involved in the accumulation of Rtt107 at the DNA damage sites in response to stalled replication forks (Roberts et al., 2008). Therefore, we next focused on Rtt101 and Rtt109. To ascertain that Rtt101 and Rtt109 are required for the recruitment of the Slx4-Dpb11-Mms4-Mus81 complex, we conducted epistasis analysis by testing MMS sensitivity of the rtt101Δ, rtt109Δ deletion, slx4-S486A mutants and the double mutant combinations. Strikingly, the rtt101Δ slx4-S486A and rtt109Δ slx4-S486A mutants were as sensitive to MMS as the rtt101Δ and rtt109Δ deletion mutants, respectively (Figure 4.28 b and c). These findings suggest that Rtt101 and Rtt109 are important for the function of the Slx4-Dpb11-Mms4-Mus81 complex.

All together, although these experiments do not completely role out the requirements for the recruitment of the Slx4-Dpb11-Mms4-Mus81 complex, it provides the first evidence of what members might be involved in this process.
RESULTS

Figure 4.28. Smc5/6, Rtt101 and Rtt109 genetically interact with Dpb11-Slx4.
a) MMS sensitivity of WT, the slx4-S486A, smc6-9 and slx4-S486A smc6-9 mutants. Cells were spotted in serial dilutions on plates containing MMS. The growth was evaluated after incubation for 2 days at 30°C; b) MMS sensitivity of WT, the slx4-S486A, rtt101Δ deletion and slx4-S486A rtt101Δ mutants. Cells were spotted as in a; c) MMS sensitivity of WT, the slx4-S486A, rtt109Δ deletion and slx4-S486A rtt109Δ mutants. Cells were spotted as in a.
5 DISCUSSION

In this study the role of the Dpb11-Slx4 complex in DNA repair was investigated. Our results demonstrate that the interaction of Dpb11 and Slx4 is mediated by Cdk1-dependent phosphorylation at S486 of Slx4 and that this interaction is important for cell survival after MMS damage. The interaction-deficient slx4-S486A mutant showed slower repair of X-shaped DNA structures, an epistatic relationship with the structure-specific endonuclease Mus81-Mms4 and higher crossover rates suggesting, that the complex is involved in X-shaped DNA structure resolution by Mus81-Mms4. Interestingly, Dpb11-Slx4 binds Mus81-Mms4 in G2/M after Mms4 phosphorylation by Cdc5, thus forming the Slx4-Dpb11-Mms4-Mus81 complex. Moreover, in cells expressing Slx4-S486A the DNA damage checkpoint stays active longer after MMS damage. Partial inactivation of the checkpoint alleviates the slx4-S486A mutant phenotype due to increased Dpb11-Slx4 interaction with Mus81-Mms4. Thus, our research presented in this thesis uncovers a novel mechanism how Dpb11-Slx4 promotes X-shaped DNA structure resolution.

5.1 Dpb11 forms a complex with Slx4 and Mus81-Mms4

Molecular scaffolds, including Dpb11, are of great significance in regulating different processes in a cell. A feature of such molecular bridges is to bring particular proteins together and mediate the formation of functional complexes. To date, three individual Dpb11 complexes were described (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011; Ohouo et al., 2013). Here, we discovered a novel Dpb11 complex, which is composed of the scaffold protein Slx4 and the structure-specific endonuclease Mms4-Mus81.

Although Dpb11 binding to Slx4 was detected previously (Ohouo et al., 2010; Ohouo et al., 2013), here we present the first report that Dpb11 interacts with Mms4 and bridges Mus81-Mms4 with Slx4. This may be seen as apparent contradiction to other studies where Mus81-Mms4 was shown not to form a complex with Slx4 (Schwartz et al., 2012), but could be explained by a different experimental procedure,
as we detected the Slx4-Dpb11-Mms4-Mus81 complex formation exclusively in G2/M arrested cells.

Interestingly, the full Slx4-Dpb11-Mms4-Mus81 complex formation occurs in two steps. First, Dpb11 interaction with Slx4 is needed already in S-phase since we observed the remarkable increase of Dpb11 binding to Slx4 after MMS treatment when most of the cells are in S-phase. Second, Dpb11-Slx4 physically interacts with Mus81-Mms4 in G2/M phase and forms the entire Slx4-Dpb11-Mms4-Mus81 complex.

While Slx4 interaction with Dpb11 occurs in S-phase and G2/M, the Mms4 binds to Dpb11 only in G2/M. The different cell cycle stage requirements for a full Slx4-Dpb11-Mms4-Mus81 complex formation might increase the complexity of Slx4-Dpb11-Mms4-Mus81 regulation. Alternatively, the Dpb11-Slx4 pool detected earlier during the cell cycle may have additional physical interactions unrelated to Mus81-Mms4.

Importantly, the Dpb11-Slx4 interaction depends not only on the cell cycle stage but also on the absence or presence of DNA damage. After DNA damage more Dpb11 binds Slx4 suggesting a particular regulation of the Slx4-Dpb11-Mms4-Mus81 complex. This regulation can be achieved via the three molecular scaffolds Slx4, Dpb11 and Mms4 in the complex.

5.2 The Slx4-Dpb11-Mms4-Mus81 complex is regulated by the cell cycle

In general, scaffold proteins may work as readers of posttranslational modifications (PTMs) such as CDK phosphorylation. This example applies to Dpb11 which was previously shown to interact mainly with Cdk1 phosphorylated proteins (Tanaka et al., 2007; Zegerman and Diffley, 2007; Pfander and Diffley, 2011). On the other hand, scaffold proteins may themselves be targets of PTMs as it was shown for Slx4 and Mms4 (Toh et al., 2010; Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Branzei, 2013).

The Slx4-Dpb11-Mms4-Mus81 complex is regulated during cell cycle based on several evidences. First, Dpb11 binding to Slx4 is far stronger in G2/M compared to G1-phase. Second, Dpb11-Slx4 interaction with Mus81-Mms4 can only be observed
in G2/M-phase. Third, for Dpb11-Slx4 binding to Mms4 Cdk1 and Polo-like kinase Cdc5 are required.

Moreover, we identified specific sites in Slx4 and Mms4 required for the Slx4-Dpb11-Mms4-Mus81 complex formation and regulation. These sites are S486 of Slx4 and S184 and S201 of Mms4. Importantly, S486 of Slx4 and S184 and S201 of Mms4 match the CDK consensus motif. Analysis of Slx4 phosphorylation by quantitative mass spectrometry consistently demonstrates that S486 of Slx4 is in fact a Cdk1-phosphorylation site.

Phosphorylation of S486 stimulates Slx4 binding to Dpb11 but Slx4-S486A shows some residual binding to Dpb11. The same may be true for Mms4-SS184,201AA which may also have a residual binding to Dpb11 since the Mms4-S184A and Mms4-S201A interaction with Dpb11 in our Y2H experiment is not completely abolished.

Currently, it is unclear whether SS184,201 of Mms4 constitute the direct binding site for Dpb11, given the requirement for Polo-like kinase Cdc5. One possibility is that SS184,201 of Mms4 could prime Mms4 for the phosphorylation by Cdc5 since Cdk1 is thought to pre-phosphorylate Cdc5 targets (Golan et al., 2002; Yamaguchi et al., 2005). Therefore, it would be interesting to map the Cdc5 phosphorylation site(s) of Mms4, which are required for Dpb11 binding.

An important concept that emerges from our studies is that the regulation of the Slx4-Dpb11-Mms4-Mus81 complex is achieved in two steps. The interaction of Dpb11-Slx4 requires Cdk1, whereas Dpb11-Slx4 binding to Mus81-Mms4 additionally requires Cdc5. An intriguing possibility is that Slx4 may be an upstream regulator of the Slx4-Dpb11-Mms4-Mus81 complex, as Slx4 might bring Polo-like kinase Cdc5 into the complex, similarly as it was observed in mammalian cells (Svendsen et al., 2009). Slx4 might thus enable phosphorylation of Mms4 by Cdc5 and facilitate the second step of Slx4-Dpb11-Mms4-Mus81 regulation. This hypothesis could explain why Mms4 phosphorylation is delayed in the slx4-S486A mutant during recovery after MMS damage. However, in the absence of DNA damage in the slx4-S486A mutant background Mms4 is phosphorylated and binds to Dpb11 (Gritenaite et al., 2014).

So the Slx4-Dpb11-Mms4-Mus81 complex incorporates different kinase regulation signals at different cell cycle stage. Why is such a complex regulation
required? The most straightforward answer is to temporally regulate X-shaped DNA structure resolution by Mus81-Mms4.

To repair X-shaped DNA structures, cells evolved two different mechanisms: dissolution and resolution. Dissolution by Sgs1-Top3-Rmi1 is known to be the major pathway, whereas resolution by Mus81-Mms4 and Yen1 is restricted to M-phase and thereby will only face the remaining pool of X-shaped DNA structures (Liberi et al., 2005; Karras and Jentsch, 2010; Matos et al., 2011; Gallo-Fernandez et al., 2012; Matos et al., 2013; Szakal and Branzei, 2013; Blanco et al., 2014). It is possible that this temporal restriction of structure-specific nucleases represents a pathway to protect replication forks from cleavage since structure-specific endonucleases are able to cut replication forks structures (Osman and Whitby, 2007). Consequently, by regulating the Dpb11-Slx4 complex the cell cycle regulates the repair of X-shaped DNA structures.

5.3 The Dpb11-Slx4 complex is important for X-shaped DNA structure resolution

To date, yeast Dpb11 was shown to be involved in DNA replication initiation and DNA damage checkpoint activation (Tanaka et al., 2007; Zegerman and Diffley, 2007; Mordes at al., 2008; Navadgi-Patil and Burgers, 2008; Pfander and Diffley, 2011). The mammalian orthologous protein of Dpb11 TopBP1 functions not only in DNA replication initiation and the DNA damage checkpoint but also in DNA repair and transcription. Here, we identified a novel Dpb11 complex in yeast, which is involved in DNA repair, particularly in the resolution of X-shaped DNA structures.

For functional studies we generated the slx4-S486A mutant. Importantly, Slx4-S486A is not able to interact with Dpb11, but shows normal binding to other Slx4 interactors like Rtt107 and Slx1. Therefore, slx4-S486A is a separation of function mutant. However, it seems that S486 of Slx4 is also important for the regulation of the DNA damage checkpoint (Ohouo et al., 2013) suggesting that the S486A mutation in Slx4 influences two different functions of Dpb11-Slx4.

Interestingly, the experiment presented in figure 4.14 using the slx4-S486A mutant shows the involvement of Dpb11-Slx4 in the resolution of X-shaped DNA structure resolution. Notably, the slx4-S486A mutant is hypersensitive to MMS but
not to other types of DNA damaging agents. These results led to the conclusions that the Dpb11-Slx4 complex is involved in the repair of stalled replication forks. Indeed, slower recovery of the slx4-S486A mutant after MMS damage and slowed down S-phase progression highlight the slx4-S486A problems in S-phase. Importantly, the cell cycle progression is the same as in wild type suggesting that problems might result from the repair defect of the slx4-S486A mutant.

Stalled replication forks can be repaired by post-replication repair (PRR) or homologous recombination (HR). Surprisingly, testing an extensive array of HR or PRR mutants, we did not find an epistatic relationship of the slx4-S486A mutant with either pathway. This suggests that the complex is not exclusively involved in PRR or HR. One possible interpretation is that Dpb11-Slx4 functions in a common step subsequent to HR or error-free PRR, in particular, the resolution of X-shaped DNA molecules.

X-shaped DNA structures form bridges which keep sister chromatids together, therefore disturbing proper segregation of chromosomes. These DNA structures originate from DNA replication and repair processes and, importantly, must be resolved before anaphase. Unresolved X-shaped DNA structures lead to chromatin bridges, consequently, to insertions, deletions and translocations and thereby threaten genome stability.

Our analysis of the slx4-S486A mutant suggests a role of the Dpb11-Slx4 complex in the resolution of X-shaped DNA structures based on following observations. First, using 2D gel electrophoresis we found that in the slx4-S486A sgs1Δ mutant X-shaped DNA structures are resolved with slower kinetics. Consistently, the same result was obtained by using a slx4Δ deletion mutant and conditionally inactivated Sgs1 in form of the Tc-sgs1 allele. Second, RPA foci persist in the slx4-S486A mutant after MMS damage suggesting that ssDNA repair intermediates are present in the slx4-S486A mutant background. Third, Dpb11-chromatin bridges are increased in the slx4-S486A mutant, especially, in combination with SGS1 deletion (Gritenaite et al., 2014). Importantly, since the sgs1Δ deletion mutant shows a stronger phenotype in the absence of the Dpb11-Slx4 interaction, this excludes Dpb11-Slx4 from the Sgs1-dependent dissolution pathway of X-shaped DNA structures and conversely suggests a role for Dpb11-Slx4 in the resolution pathway.
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Interestingly, three structure-specific nucleases – Slx1-Slx4, Mus81-Mms4 and Yen1 - were reported to have roles in X-shaped DNA structure resolution mechanisms (Rass, 2013). Although Slx1 was observed to bind to Dpb11 and Slx4, suggesting that Slx1 could be a part of the Dpb11-Slx4 complex, we found that the slx1Δ deletion mutant is not sensitive to MMS. This suggests that the endonuclease Slx1 is not participating with Dpb11 and Slx4 in the resolution of X-shaped DNA structures, or, alternatively Slx1 is involved in Dpb11-Slx4 complex function but acts redundantly with another protein. Consequently, there is the possibility that other protein compensates for Slx1 in the respective deletion background, which should be confirmed experimentally.

Intriguingly, while our data show that Mus81-Mms4 genetically and physically interacts with Dpb11-Slx4, not all Mus81-Mms4 functions depend on Dpb11-Slx4. This is highlighted by the finding that the MUS81 or MMS4 deletion mutants show a higher sensitivity to MMS than the slx4-S486A mutant. This suggests that Mus81-Mms4 might function in a Dpb11-dependent as well as Dpb11-independent manner.

Importantly, in contrast to dissolution, which always generates non-crossover products, the outcomes of resolution are crossover or non-crossover products. Previous work suggests that Mus81-Mms4 is involved in crossover formation (Szakal and Branzei, 2013). Notably, constantly active Mms4 leads to increased crossover rates. Strikingly, we observed a role of Dpb11-Slx4 in crossover formation as well, since crossover rates are reduced in the slx4-S486A mutant.

Recently it was observed that Dpb11 is important for the processing of anaphase bridges (Germann et al., 2014). Anaphase bridges form when DNA replication and repair intermediates such as X-shaped DNA structures are not resolved before mitosis. In line with this study, we observed a co-localization of Dpb11 and Slx4 as well as Mus81 on anaphase bridges. Moreover, we observed that the number of the Dpb11-positive anaphase bridges is increased in the slx4-S486A mutant and that this phenotype is even more pronounced in the sgs1Δ deletion background. This is in line with the 2D gel electrophoresis experiment, which demonstrated that X-shaped DNA structures are resolved slower in the slx4-S486A mutant and in particular in the sgs1Δ deletion background. Our finding that there are more Dpb11-positive anaphase bridges in the slx4-S486A mutant therefore further supports the model that Dpb11-Slx4 is involved in the repair of X-shaped DNA structures.
Our analysis of the \textit{mms4-SS184,201AA} mutant showed that S184 and S201 of Mms4 are not only important for the interaction with Dpb11 but also the function of Mus81-Mms4. In the absence of \textit{SGS1} the \textit{mms4-SS184,201AA} mutant is hypersensitive to MMS indicating that these particular sites, which are possibly required for Mms4 binding to Dpb11, are important for the Mus81-Mms4 function. Interestingly, \textit{mms4-SS184,201AA} in combination with \textit{slx4-S486A} increases the sensitivity to MMS compared to the single mutants. This lack of epistasis could be explained by the assumption that the \textit{slx4-S486A} and \textit{mms4-SS184,201AA} mutants only partially abrogate the interaction with Dpb11 (see above). In this situation a combination of both would further reduce the number of functional Slx4-Dpb11-Mms4-Mus81 complexes and hence increase the sensitivity to MMS.

Importantly, we tested not only phosphorylation deficient Mms4 mutant but also the phosphomimicry mutant of Mms4 to get more functional insights of the Slx4-Dpb11-Mms4-Mus81 complex. The \textit{mms4-SS56,184ED} mutant of Mms4 was shown to lead to premature activation of Mus81-Mms4 and to increase the crossover formation in yeast (Szakal and Branzei, 2013). However, the \textit{mms4-SS56,184ED} mutant does not rescue the MMS sensitivity of the \textit{slx4-S486A} mutant. We suggest two possible explanations. First, the SS56,184ED mutations introduced to Mms4 by Szakal and Branzei only partially overlap with those sites we found to be important for the Mms4 interaction with Dpb11. Second, the stimulation of Mus81-Mms4 activity might depend on Dpb11-dependent and Dpb11-independent mechanisms, thus these two scenarios might require different sites for Mus81-Mms4 regulation. This hypothesis is in line with our observation that the deletion of \textit{MUS81} or MMS4 results in higher sensitivity of the mutants to MMS than the \textit{slx4-S486A} mutant. Moreover, it is currently not clear if the SS56,184ED mutations in Mms4 actually enhance the binding to Dpb11.

In conclusion, our study shows that besides DNA replication initiation and DNA damage checkpoint activation complexes, Dpb11 forms at least one DNA repair complex in yeast, which functions in the resolution of X-shaped DNA structures by Mus81-Mms4.
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5.4 The DNA damage checkpoint has a role in the resolution of X-shaped DNA structures

The DNA damage checkpoint is known to have an important role after DNA damage in S-phase. Checkpoint activation triggers various events leading to induced transcription of DNA repair genes, prevention of late origin firing and stabilization of replication forks. Our results provide novel insights into the regulation of the repair of stalled replication forks by the DNA damage checkpoint.

In this study we observed that a defect in Dpb11-Slx4 complex formation can be overcome by the partial inactivation of the DNA damage checkpoint. We evaluated three different scenarios of checkpoint activity: normal, partially active and inactive. Interestingly, when the formation of the Dpb11-Slx4 complex is impaired, partial inactivation of DNA damage checkpoint is beneficial to cell survival after DNA damage. In this scenario, partial DNA damage checkpoint inactivation leads to an earlier activation of the structure-specific endonuclease Mus81-Mms4 and thereby to DNA repair by resolution. However, when the checkpoint is completely inactivated, cells are not able to cope with MMS damage, probably due to the collapse of replication forks (Lopes et al., 2001). This observation suggests that DNA damage checkpoint activation needs to be balanced in slx4-S486A mutant cells in order to ensure survival after MMS damage.

Why may a fully active checkpoint be harmful in slx4-S486A mutant cells? A fully active DNA damage checkpoint in the Dpb11-Slx4 interaction deficient mutant might lead to a disturbed balance between dissolution and resolution pathways. We speculate that delayed phosphorylation of Mms4 and activation of Mus81-Mms4 might reduce the time to repair X-shaped DNA structures by resolution thereby entering anaphase with a pool of unresolved X-shaped DNA structures. This could result in more severe defects like breakage of chromosomes, thus decreasing the ability of the slx4-S486A mutant to maintain genome stability leading to cell death.

Consistently, when the DNA damage checkpoint is partially inactive, Mms4 phosphorylation occurs earlier in the slx4-S486A mutant after MMS damage. We suggest two possible explanations. First, the DNA damage checkpoint inhibits Cdc5, thus delaying Mms4 phosphorylation and Mus81-Mms4 activation. Second, the DNA damage checkpoint could regulate Mus81-Mms4 function directly via Mms4.
It has been observed in fission yeast that the active DNA damage checkpoint kinase Rad3 phosphorylates Eme1, the Mms4 orthologous protein in fission yeast. However, inconsistent with the idea of checkpoint inhibition, Eme1 phosphorylation activates Mus81-Eme1 in contrast to our studies where the DNA damage checkpoint inhibits the activity of Mus81-Mms4 (Dehe et al., 2013).

The DNA damage checkpoint might influence DNA repair by resolution also indirectly via regulation of Polo-like kinases. It has previously been observed that the Polo-like kinase PLK1 is inhibited by the DNA damage checkpoint in mammalian cells (Smits et al., 2000; Taylor and Stark, 2001). Initially it was suggested that the activity of Cdc5 is high in DNA damage-arrested cells of budding yeast (Hu et al., 2001). In contrast, another study showed that in the presence of DNA damage Cdc5 activity is partially reduced and dependent on Rad53 (Zhang et al., 2009). Since Mms4 is a target of the Polo-like kinase Cdc5 and we found that after MMS treatment of the slx4-S486A mutant Cdc5 expression and Mms4 phosphorylation are delayed, we conclude that the active DNA damage checkpoint inhibits Cdc5 thus delaying Mus81-Mms4 activation.

Yet another model that potentially could explain the relationship of Dpb11, Slx4 and the checkpoint has been suggested recently (Ohouo et al., 2013). The authors suggested Dpb11-Slx4 as a regulator of the checkpoint and therefore explained the MMS hypersensitivity of the slx4-S486A mutant by an impaired Slx4-Rtt107 function in DNA damage checkpoint regulation. It is known that Dpb11 is involved in checkpoint activation by forming a complex with Rad9, the 9-1-1 complex and Mec1-Ddc2 (Mordes at al., 2008; Navadgi-Patil and Burgers, 2008; Pfander and Diffley, 2011). In the Ohouo et al. model Slx4 competes with Rad9 for Dpb11 binding, thus inhibiting the DNA damage checkpoint. However, this does not seem to be the case in our hands, as we find that Slx4 binds to a different domain of Dpb11 than Rad9. Furthermore, we obtained results that suggest a Dpb11-Slx4 function in DNA repair by resolution, but it is difficult to rule out an involvement of the checkpoint in those experiments. Furthermore, the experiment with the linear fusion of Dpb11-Slx4 is in contrast to the checkpoint dampening model suggested by Ohouo et al. In the Dpb11-slx4-S486A strain the Dpb11-slx4-S486A fusion protein is expressed as a second copy of Dpb11, therefore the possibility for Rad9 to form a checkpoint complex with Dpb11 is even higher in this background. If the function of Slx4 was to reduce the
number of Dpb11 checkpoint complexes, we would expect to see an increased rather than decreased MMS sensitivity.

In summary, our experiments suggest an intricate relationship of the DNA damage checkpoint and the resolution of X-shaped DNA structures. As it is almost impossible to manipulate DNA repair without influencing the checkpoint and vice versa, we currently cannot rule out a function of Dpb11-Slx4 as checkpoint regulator.

5.5 Dpb11-Slx4 is a part of a multi-protein complex

Various processes in a cell are carried out by multi-protein complexes. This allows the distribution of tasks within the complex. In such complexes scaffold proteins often work as platforms allowing the higher organization or transient interactions of proteins acting in the same pathway.

In our study we evaluated the Slx4-Dpb11-Mms4-Mus81 complex, which consist of three scaffold proteins and the structure-specific endonuclease Mus81. Importantly, we found that besides these four components there are more interactors within the complex, suggesting a perhaps even more complex architecture.

First, Dpb11 could bind at least one or two additional proteins via the BRCT1/2 and the C-terminal AAD domains, similarly as in DNA replication initiation and DNA damage checkpoint activation complexes (Tanaka et al., 2007; Zegerman and Diffley, 2007; Mordes et al., 2008; Navadgi-Patil and Burgers, 2008; Pfander and Diffley, 2011). In contrast to well described Dpb11 complexes, where one domain of Dpb11 binds one interaction partner, it seems that not only BRCT1/2 and the C-terminus of Dpb11 are important for proper function of the Dpb11-slx4-S486A fusion but also BRCT3/4. Therefore, BRCT3/4 of Dpb11 in Slx4-Dpb11-Mms4-Mus81 function serves not only for the binding of Slx4 but also for binding of additional partners like Mms4. Indeed our initial data suggest a Mms4 interaction with BRCT3/4 of Dpb11 (unpublished data). How can two proteins bind one pair of BRCT repeats? This is possibly achieved via Dpb11 oligomerization which might also involve BRCT3/4. Dpb11 oligomerization is very likely as it was observed in mammalian cells (Liu et al., 2006; Liu et al., 2013), but it needs to be confirmed in yeast.

Another important part of the complex is Rtt107. Previously it was found that Rtt107 interacts with Slx4 and it is important after MMS induced DNA damage
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(Roberts et al., 2006). Our data are in line with this study since we found similar and epistatic phenotypes for the rtt107Δ deletion and slx4-S486A mutants. Moreover, the physical interaction of Rtt107 with Slx4 and Dpb11 is robust. Therefore, Rtt107 is a part of Dpb11-Slx4 complex and we hypothesize that it functions to recruit the Slx4-Dpb11-Mms4-Mus81 complex to DNA damage sites.

Rtt107 is a scaffold protein and besides Slx4 it has several interaction partners, which are important for genome integrity processes. Li and colleagues proposed that the Rtt107 protein is recruited to sites of MMS induced damage by interacting with phosphorylated histone H2A (Li et al., 2012). Moreover, it was found that the recruitment of Rtt107 depends on the presence of the acetyltransferase Rtt109 and the Rtt101-containing ubiquitin ligase complex, which is also known to physically interact with Rtt107 (Roberts et al., 2008). Furthermore, Rtt107 binds to Nse6 which is a subunit of the Smc5/6 complex (Leung et al., 2011).

The different interactors - phosphorylated H2A, Rtt101 and Smc5/6 proteins - may all be part of one mechanism of Rtt107 recruitment or alternatively different proteins might recruit Rtt107 under different conditions or to different DNA damage sites. We therefore asked, which Rtt107 interactors may function together with the Slx4-Dpb11-Mms4-Mus81 complex. We found a genetic interaction between the slx4-S486A and rtt101Δ and rtt109Δ deletion mutants. These results lend further credence to an earlier suggestion that chromatin modification by Rtt101 and Rtt109 is required after the damaged or stalled replication forks (Roberts et al., 2008).

Chromatin modifications are required for the regulation of different processes on genomic DNA. The acetyltransferase Rtt109 targets H3K9, H3K23 and H3K27 and H3K56 (Schneider et al., 2006; Recht et al., 2006; Berndsen et al., 2008; Fillingham et al., 2008; Burgess et al., 2010). Interestingly, the acetylation of H3K56 was shown to have a role after DNA damage in S-phase, but it seems not to be required for the recruitment of Rtt107 (Masumoto et al., 2005; Ozdemir et al., 2005). Therefore, the nature of chromatin for the recruitment of the Slx4-Dpb11-Mms4-Mus81 complex remain to be elucidated.

Further evaluation of the Rtt107 interactors, however, could not rule out an involvement of phosphorylated H2A and the Smc5/6 complex. In the case of phosphorylated H2A the limitation was that the h2a-S129* mutant is not sensitive to MMS, perhaps due to a functional overlap with the phosphorylated H2B. Importantly, we provide evidence that Smc5/6 may be a part of the Slx4-Dpb11-Mms4-Mus81 complex.
complex since the slx4-S486A mutant is epistatic with the smc6-9 mutant. However, closer inspection of the Smc5/6 complex, for example investigation of a physical interaction with Slx4-Dpb11-Mms4-Mus81, is required to confirm this finding.

In summary, here, we provide the first evidence for the protein and chromatin modification requirements of the Slx4-Dpb11-Mms4-Mus81 complex function and perhaps recruitment. This is achieved by the presence of the ubiquitine ligase subunit Rtt101 and the acetyltransferase Rtt109. Phosphorylated H2A and the Smc5/6 complex might also be important. However, further studies are required to address the question of the recruitment of the Slx4-Dpb11-Mms4-Mus81 complex more in detail.

5.6 The Dpb11-Slx4 complex exists in mammalian cells

Recent efforts have shown that a complex similar to Dpb11-Slx4 also exists in human cells and is formed by the orthologous proteins TopBP1 and SLX4 (Gritenaite et al., 2014). The TopBP1-SLX4 interaction is CDK-dependent similar as in yeast, but further details, for example the complex architecture, remain to be investigated.

Additionally, it has been shown that in mammalian cells CDK- and PLK1-mediated phosphorylation brings SLX1-SLX4 and MUS81-EME1 to one SLX-MUS complex where MUS81 binds SLX4 directly in G2/M phase. The complex formation increases the endonuclease activity (Wyatt et al., 2013). As our data show formation of a similar complex in yeast, the difference is that in S. cerevisiae Dpb11 is required as a bridge, while in humans SLX4 directly binds to MUS81. Since there is no evidence about a direct Slx4-Mms4 interaction in yeast (Gritenaite et al.), closer inspection of bridged SLX4 and EME1 interaction by TopBP1 in mammalian system is interesting as it could uncover an additional layer of MUS81-EME1 regulation in human cells.

In mammalian systems the SLX-MUS interaction increases resolvase activity. However, our studies did not show any influence of the Dpb11-Slx4 complex on Mus81-Mms4 activity in vitro (Gritenaite et al., 2014). One possible explanation to this is that the experimental design is not optimal to visualize the Dpb11-Slx4 influence on X-shaped DNA structure resolution. Another explanation is that Dpb11-Slx4 does not directly affect the activity of Mus81-Mms4, but rather works as a recruitment mode for the resolvase.
One more open question comparing the mammalian and yeast Dpb11-Slx4 complexes is the role of Slx1. We find that Slx1 is a part of the Dpb11-Slx4 complex, however, the deletion of SLX1 does not lead to MMS sensitivity. In contrast, human SLX1 contributes to activity of the SLX-MUS complex. One explanation is that Slx1 function in the yeast Dpb11-Slx4 complex can be replaced by another protein, which could be recruited via Dpb11. This hypothesis may also explain why in yeast Slx4 and Mus81-Mms4 are bridged by Dpb11.

Taken together, the Dpb11-Slx4 complex is conserved as TopBP1-SLX4 also exists in human cells. Despite the similarities and differences of these complexes, the overall function of Dpb11-Slx4 and TopBP1-SLX4 might be the same. Since mutations of TopBP1 are related to human disease (Forma et al., 2013; Forma et al., 2014), future studies should be conducted in order to further elucidate the mechanism and function of Dpb11-Slx4 and TopBP1-SLX4 complexes.
6 MATERIALS AND METHODS

Chemicals and reagents were provided by Amersham-Pharmacia, Applied Biosystems, Biomol, Biorad, Difco, Fluka, Invitrogen, Merck, New England Biolabs, Promega, Roth, Roche, Riedel de Haen, Serva, Sigma and Thermo Scientific. Standard techniques were used for microbiological, molecular biological and biochemical methods or the instructions of the manufacturer were followed. De-ionized sterile water, sterile solutions and sterile flasks were used for the described methods.

6.1 Computational analyses

For DNA and protein sequence search and comparison, protein physical and genetic interactions, mutant phenotypes, scientific literature search electronic services were applied using Saccharomyces Genome Database (http://www.yeastgenome.org/) and Information of National Center for Biotechnology (http://www.ncbi.nlm.nih.gov/). DNA Star software (EditSeq, SeqBuilder, SeqMan) was used for the DNA restriction enzyme maps, DNA sequencing analysis and primer design.

Quantification of the PFGE signal was performed using ImageJ software (http://rsb.info.nih.gov/ij/). Microsoft Office package 2008 (Microsoft Corp.) and Adobe Photoshop (Adobe Systems Inc.) were used for the presentation of text, tables, graphs and figures.
6.2 Microbiological and genetic techniques

6.2.1 *E. coli* techniques

<table>
<thead>
<tr>
<th><em>E. coli</em> strain</th>
<th>Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL21-Gold</td>
<td><em>B F' ompT hsdS (rB mB) dcm</em> Tef' gal endA Hte*</td>
<td>Agilent Technologies</td>
</tr>
<tr>
<td>Stellar</td>
<td><em>F–, endA1, supE44, thi-l, recA1, relA1, gyrA96, phoA, Φ80d lacZΔ M15, Δ (lacZYA - argF) U169, Δ (mrr - hsdRMS - mcrBC), ΔmcrA, λ–</em></td>
<td>Clontech</td>
</tr>
</tbody>
</table>

*E. coli* media:

**LB medium/(plates):**
- 1% Tryptone (Difco)
- 0.5% Yeast extract (Difco)
- 1% NaCl
- (1.5% Agar)
- sterilized by autoclaving

**SOC medium:**
- 2% Tryptone
- 0.5% Yeast extract
- 10 mM NaCl
- 2.5 mM KCl
- 10 mM MgCl$_2$
- 20 mM Glucose
- sterilized by autoclaving

**Cultivation and storage of *E. coli* cells**

LB media was used to grow liquid cultures at 37°C with constant shaking. Cultures on solid media were incubated at 37°C. Ampicillin concentration of 50 µg/ml in the media was used for selection of transformed *E. coli*. Cultures on solid media were stored at 4°C for no longer than 5 days.
Transformation of plasmid DNA into competent *E. coli* cells

Competent *E. coli* cells were thawed on ice shortly before transformation. For transformation of DL21-Gold cells 50 µl of competent cells were mixed with 0.5-2 µl of ligation sample or 10 ng of plasmid DNA and incubated on ice for 15 min. Next, the heat-shock was performed for 45 s and the transformation mixture was placed for 2 min on ice. Then, the cells were resuspended in 1ml LB media without antibiotics and recovered at 37°C on a shaker for 1 h. After incubation, cells were plated on the solid media containing ampicillin and incubated overnight at 37°C.

For transformation of Stella cells, 50 µl of competent cells were mixed with 5 ng of DNA and incubated for 30 min on ice. Heat-shock was performed for 45 s at 42°C. Then, cells were kept for 5 min on ice. Prewarmed SOC medium was added to final volume of 500 µl and cells were incubated by shaking at 37°C for 1 h. Next, cells were plated on selective media and incubated overnight at 37°C.

### 6.2.2 *S. cerevisiae* techniques

<table>
<thead>
<tr>
<th><strong>S. cerevisiae vectors</strong></th>
<th><strong>Purpose</strong></th>
<th><strong>Reference</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>pYIplac128, pYIplac211</td>
<td>INT plasmids</td>
<td>(Gietz and Sugino, 1988)</td>
</tr>
<tr>
<td>pRS303, pRS304, pRS306</td>
<td>INT plasmids</td>
<td>(Sikorski and Hieter, 1989)</td>
</tr>
<tr>
<td>pGAD-C1-3, pGBD-C1-3</td>
<td>Two-hybrid</td>
<td>(James et al., 1996)</td>
</tr>
</tbody>
</table>

**S. cerevisiae plasmids**

In this study all generated yeast two-hybrid constructs were based on pGAD-C1-3 vectors for the AD N-terminal fusions and pGBD-C1-3 vectors for the BD N-terminal fusions. The particular ORFs (full-length or fragments) were amplified by PCR from genomic DNA of W303 yeast extracts using specific primers and compatible restriction enzyme sites. Site-directed mutagenesis with specific primers was used to introduce mutations. For all PCR reactions Phusion and Pfu Turbo high-fidelity polymerases were used, and restriction enzymes were provided by NEB.

Integrative plasmids were based on Yiplac and pRS vectors. In order to express proteins at their endogenous levels, the full-length ORFs surrounded by the upstream promoter and downstream terminator were amplified and cloned into integrative plasmids. All *slx4*, *dpb11*, *mms4* mutant plasmids were constructed by site-directed mutagenesis using specific primer pairs.
S. cerevisiae strains

All yeast strains are based on W303 (Thomas and Rothstein, 1989). Two-hybrid analyses were performed in the strain PJ69-7A (James et al., 1996). Chromosomally tagged yeast strains and mutants used in this study were constructed by PCR-based, genetic crossing and standard techniques (Knop et al., 1999; Janke et al., 2004).

<table>
<thead>
<tr>
<th>Strain</th>
<th>Relevant genotype</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1093-5A</td>
<td>ADE2+ RAD5+ CAN1+ ura3-1 his3-11,15 trp1-1 leu2-3,112</td>
<td>Klein, 2001</td>
</tr>
<tr>
<td>CCG1908</td>
<td>smc6-9</td>
<td>Torres-Rosell et al., 2005</td>
</tr>
<tr>
<td>FY1485</td>
<td>arg4deltaBglII CAN1 URA3::arg4deltaEcoRV::ura3-1 (au locus)</td>
<td>Szakal and Branzei, 2013</td>
</tr>
<tr>
<td>HY2295</td>
<td>arg4deltaBglII CAN1 URA3::arg4deltaEcoRV::ura3-1 (au locus) mms4::hphMX4</td>
<td>Szakal and Branzei, 2013</td>
</tr>
<tr>
<td>Y2050</td>
<td>ade2-1 trp1-1 his3-11 his3-15 can1-100 leu2-112::URA3::leu2-k</td>
<td>Aguilera and Klein, 1988</td>
</tr>
<tr>
<td>YDG5</td>
<td>pMBV13 hml::ADE1 mata::hisG hmr::ADE1 leu2-cs ade3::GAL::HO slx4::kanMx4</td>
<td>This study</td>
</tr>
<tr>
<td>YDG32</td>
<td>pMBV13 hml::ADE1 mata::hisG hmr::ADE1 leu2-cs ade3::GAL::HO slx4::kanMx4 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG40</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG66</td>
<td>rad51::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG71</td>
<td>ho HML@ hmr::ADE1 ade3::GAL::HO slx4A::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG74</td>
<td>ho HML@ hmr::ADE1 ade3::GAL::HO MATa-kanMx4 slx4::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG77</td>
<td>ho HML@ hmr::ADE1 ade3::GAL::HO slx4::natNT2 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG79</td>
<td>ho HML@ hmr::ADE1 ade3::GAL::HO MATa-kanMx4 slx4::natNT2 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG82</td>
<td>ho HML@ hmr::ADE1 ade1-100 leu2-3,112 lys5 trp1::hisG' ura3-52 ade3::GAL::HO MATa-kanMx4</td>
<td>This study</td>
</tr>
<tr>
<td>YDG96</td>
<td>leu2-112::URA3::leu2-k slx4::kanMx slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG126</td>
<td>rad1::hphNTI</td>
<td>This study</td>
</tr>
<tr>
<td>YDG127</td>
<td>rtt107::hphNTI</td>
<td>This study</td>
</tr>
<tr>
<td>YDG134</td>
<td>slx1::hphNTI</td>
<td>This study</td>
</tr>
</tbody>
</table>
### MATERIALS AND METHODS

<table>
<thead>
<tr>
<th>YDG Code</th>
<th>Strain Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>YDG135</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{slx1::hphNT1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG136</td>
<td>( \text{rtt101::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG137</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rtt101::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG138</td>
<td>( \text{rtt109::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG139</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rtt109::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG140</td>
<td>( \text{rad55::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG141</td>
<td>( \text{slx4::kanMx4 \ trp1-1::slx4-S486A::TRP1} ) ( \text{rad55::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG142</td>
<td>( \text{rtt107dC::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG143</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rtt107dC::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG150</td>
<td>( \text{mms2::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG151</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{mms2::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG153</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rtt107::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG167</td>
<td>( \text{slx4::kanMx \ trp1-1::dpb11-T12A-slx4-S486A::TRP1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG168</td>
<td>( \text{slx4::kanMx \ trp1-1::dpb11-T451A-slx4-S486A::TRP1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG169</td>
<td>( \text{slx4::kanMx \ trp1-1::dpb11-WG700,701AA-slx4-S486A::TRP1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG175</td>
<td>( \text{rad5::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG180</td>
<td>( \text{hta1S129*:hphNT1 hta2S129*:natNT2} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG181</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{hta1S129*:hphNT1 hta2S129*:natNT2} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG182</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rad51::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG183</td>
<td>( \text{rev1::hphNT1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG184</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rev1::hphNT1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG185</td>
<td>( \text{rev3::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG186</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rev3::hphNTI} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG187</td>
<td>( \text{rad30::hphNT1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG188</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} ) ( \text{rad30::hphNT1} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG189</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1 \ his3-11,15::sgs1::HIS3} )</td>
<td>This study</td>
</tr>
<tr>
<td>YDG190</td>
<td>( \text{slx4::kanMx \ trp1-1::slx4-S486A::TRP1} )</td>
<td>This study</td>
</tr>
<tr>
<td>Yeast Strain</td>
<td>Genetic Markers</td>
<td>Notes</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>-------</td>
</tr>
<tr>
<td>YDG206</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG207</td>
<td>CAN1+ ADE2+ ura3-1 his3-11,15 trp1-1 leu2-3,112 rad5::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG209</td>
<td>rad5::hphNT1 ura3-1::RAD5+::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG211</td>
<td>rad5::hphNT1 ura3-1::rad5-C914S::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG212</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 rad5::hphNT1 ura3-1::RAD5+::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG214</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 rad5::hphNT1 ura3-1::rad5-C914S::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG215</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 smc6-9</td>
<td>This study</td>
</tr>
<tr>
<td>YDG217</td>
<td>srs2AC::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG218</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 srs2AC::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG219</td>
<td>siz1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG220</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 siz1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG240</td>
<td>rad5::hphNT1 ura3-1::rad5+::KT538,539AA::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG241</td>
<td>rad5::hphNT1 ura3-1::rad5+::KT538,539AA::URA3 slx4::kanMx4 trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG251</td>
<td>his3-11,15::rad53-3HA::HIS3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG252</td>
<td>slx4A::kanMx4 trp1-1::slx4-S486A::TRP1 his3-11,15::rad53-3HA::HIS3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG278</td>
<td>exo1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG279</td>
<td>slx4A::kanMx4 trp1-1::slx4-S486A::TRP1 exo1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG287</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 dot1::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG288</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 ddc1-T602A::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG289</td>
<td>mms4::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG290</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 mms4::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG291</td>
<td>yen1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG292</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 yen1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG293</td>
<td>slx4::kanMx4 trp1-1::DPB11-slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG305</td>
<td>dot1::natNT2 rtt107::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG306</td>
<td>ddc1-T602A::natNT2 rtt107::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG309</td>
<td>sgs1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG303</td>
<td>ddc1-T602A::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG304</td>
<td>dot1::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG309</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 ddc1-T602A::natNT2 mms4::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG310</td>
<td>ddc1-T602A::natNT2 mms4::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG313</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 ddc1-T602A::natNT2 sgs1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG314</td>
<td>ddc1-T602A::natNT2 sgs1::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG335</td>
<td>mus81Δ::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG336</td>
<td>slx4::kanMx4 trp1-1::slx4-S486A::TRP1 mus81::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG339</td>
<td>MMS4-3FLAG::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG340</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 MMS4-3FLAG::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG355</td>
<td>mms4::hphNTI leu2-3,112::mms4SS184,201AA::LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG356</td>
<td>mms4::hphNTI leu2-3,112::mms4SS184,201AA::LEU2 his3-11,15::sgs1::HIS3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG357</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 mms4::hphNTI leu2-3,112::mms4SS184,201AA::LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG358</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 mms4::hphNTI leu2-3,112::mms4SS184,201AA::LEU2 his3-11,15::sgs1::HIS3</td>
<td>This study</td>
</tr>
<tr>
<td>YDG363</td>
<td>rad9::hphNTI</td>
<td>This study</td>
</tr>
<tr>
<td>YDG364</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 rad9::hphNTI</td>
<td>This study</td>
</tr>
<tr>
<td>YDG366</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 ddc1-T602A::natNT2 MMS4-3FLAG::hphNT1</td>
<td>This study</td>
</tr>
<tr>
<td>YDG367</td>
<td>mms4::hphNTI leu2-3,112::mms4SS56,184ED::LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG368</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 mms4::hphNTI leu2-3,112::mms4SS56,184ED::LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG376</td>
<td>yen1::hphNTI sgs1::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YDG377</td>
<td>slx4::kanMx trp1-1::slx4-S486A::TRP1 yen1Δ::hphNTI sgs1::natNT2</td>
<td>This study</td>
</tr>
<tr>
<td>YLGW1</td>
<td>arg4deltaBglII CAN1 URA3::arg4deltaEcoRV::ura3-1 (au locus) slx4::kanMx</td>
<td>This study</td>
</tr>
<tr>
<td>YLGW4</td>
<td>arg4deltaBglII CAN1 URA3::arg4deltaEcoRV::ura3-1 (au locus) slx4::kanMx trp1-1::slx4-S486A::TRP1</td>
<td>This study</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>YMS540</th>
<th>ho HML@ hmr::ADE1 ade1-100 leu2-3,112 lys5 trp1::hisG’ ura3-52 ade3::GAL::HO</th>
<th>Sugawara et al., 2003</th>
</tr>
</thead>
<tbody>
<tr>
<td>YMV45</td>
<td>pMBV13 hml::ADE1 mata::hisG hmr::ADE1 leu2-cs ade3::GAL::HO ade1 lys5 ura3-52</td>
<td>Vaze et al., 2002</td>
</tr>
</tbody>
</table>

**S. cerevisiae media and solutions**

YPD/YPGal (plates): 1% Yeast extract (Difco)

  2% Bacto-peptone (Difco)
  2% D-(-)-Glucose or Galactose
  (2% Agar)
  sterilized by autoclaving

YPD G148/NAT/Hph/CAN plates: YPD medium containing 2% agar was autoclaved and cooled to 50°C prior to addition of G418 (geneticine disulfate; Sigma), NAT (noursethricin, HKI Jena) or Hph (hygromycin B, PAA Laboratories) to 200 mg/l, 100 mg/l, 500 mg/l and 600 mg/l final concentration, respectively.

SC-media (plates): 0.67% Yeast nitrogen base (Difco)

  0.2% Drop out amino acid mix
  (according to the requirements)
  2% Glucose
  (2% Agar)
  sterilized by autoclaving

Drop out amino acid mix: 30 mg Arg, Tyr, Leu, Lys

  50 mg Phe
  100 mg Glu, Asp
  150 mg Val
  200 mg Thr
  400 mg Ser
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Rich sporulation plates: 0.5% Yeast extract
3% Potassium acetate
0.2% Glucose
4% Agar
sterilize by autoclaving, then add filter sterilized amino acid solution

Zymolase 100T solution: 0.9 M Sorbitol
0.1 M Tris-HCl, pH 8.0
0.2 M EDTA, pH 8.0
50 mM DTT
0.5 mg/ml Zymolase 100T (Seikagaku Corp., Japan)

SORB: 100 MM LiOAc
10 mM Tris-HCl, pH 8.0
1 mM EDTA, pH 8.0
1 M Sorbitol
sterilized by filtration

PEG: 100 mM LiOAc
10 mM Tris-HCl, pH 8.0
1 mM EDTA, pH 8.0
40 % PEG-3350
sterilized by filtration

Cultivation and storage of *S. cerevisiae*

A single yeast colony from freshly streaked plates was inoculated as a liquid culture and incubated ON at 30°C with constant shaking. From this preculture the main culture was inoculated to an OD\textsubscript{600} of 0.1-0.2 and incubated in baffled-flasks (size ≥ 5x liquid culture volume) on a shaking platform (150-220 rpm) at 30°C until mid-log growth phase had been reached (equals to OD\textsubscript{600} of 0.6-0.9). Photometer was used to determine the density of the culture (OD\textsubscript{600} of 1 is equal to 1.5x10\textsuperscript{7} cells/ml).
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Cultures on agar plates were stored at 4°C up to 1-2 months. For long-term storage, stationary cultures were frozen in 15% (v/v) glycerol solutions at -80°C.

Preparation of competent yeast cells

For preparation of competent cells, a mid-log phase growing culture was used. Yeast cells from 50 ml at OD$_{600}$ of 0.5-0.7 were harvested by centrifugation (500g, 3 min, room temperature), washed with 1/2 volume sterile water, then with 1/10 volume SORB solution, pelleted and suspended in 360µl SORB solution. Next, 40µl of carrier DNA (heat denatured salmon sperm DNA, 10 mg/ml) was added and competent cells were resuspended and stored in 50µl aliquots at -80°C.

Transformation of competent yeast cells

For transformation, 200ng of circular or 2µg of linearized plasmid DNA/PCR product were mixed with 10µl or 50µl competent yeast cells, respectively. Then, six volumes of PEG solution were added and the cell suspension was incubated for 30 min at 30°C. Subsequently, DMSO (10% final concentration) was added and a heat-shock was performed at 42°C for 15 min. Cell were centrifuged (500g, 3 min, room temperature), resuspended in 100µl sterile water and plated on the selective media plates. If antibiotics were used for selection, the transformed cells were incubated for 3 h in 5 ml liquid YPD medium prior to plating. The transformants were selected after 2-3 days growth at 30°C. If necessary, the transformants were replica-plated on selective media plates to remove the background of false-positive colonies.

Genomic integration by homologous recombination

The YIplac and pRS vector series were used for stable integration of DNA into the yeast genome. Only stably integrated vectors are propagated in yeast since YIplac and pRS plasmids do not contain autonomous replication elements. The ORFs of the respective genes were cloned into YIplac and pRS vectors including the endogenous promoter and terminator. A restriction enzyme that specifically cuts within the auxotrophy marker gene was used to linearize vectors before transformation. These linearized plasmids were then integrated into the genome by homologous recombination with the endogenous locus of the marker gene.

In order to delete, truncate, C-terminally tag endogenous genes with epitopes a similar approach was used. For this method, PCR products were used to transform
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competent yeast cells. To allow homologous recombination with the endogenous locus of a particular gene, PCR products were generated using the primers that contain nucleotide sequences for amplification of special cassettes or regions of interest in the genome (including the marker gene for selection) as well as sequences complementary to the gene of interest required for proper integration. For gene deletions, the forward primer contains 55 bp of the promoter sequence 5’ of the start codon of the respective gene, while the reverse primer includes 55 bp of the terminator sequence 3’ of the stop codon. A forward primer containing 55 bp 5’ of the stop codon were used instead for C-terminal epitope tagging of a gene. In a similar fashion, gene truncations and point mutations were introduced through homologous recombination. In general, after amplification PCR products were purified and concentrated using ethanol precipitation, and competent yeast cells were transformed and plated on selective media plates. The correct recombination was confirmed by yeast colony PCR, Western blot analysis (if possible) and sequencing of the modified genomic loci.

PCR screening of genomic recombination events

For the verification of chromosomal gene disruptions, correct recombination events, “yeast colony-PCR” was used. The screening strategy is based on oligonucleotide probes, which anneal upstream/downstream of altered chromosomal locus (primer I) and within the introduced selection marker gene (primer II). To prepare for PCR, a single yeast colony from a selective media plate was resuspended in 50µl of 0.02M NaOH and incubated at 95°C for 5min with rigorous shaking (1400 rpm). Then, the solution was briefly centrifuged (13000 rpm, room temperature) and 2µl of supernatant was directly used as a template for PCR. For PCR DNA oligonucleotides were custom-made by Eurofins MWG Operon.

<table>
<thead>
<tr>
<th>PCR reaction mix:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2µl template DNA</td>
<td></td>
</tr>
<tr>
<td>2.5µl 10x ThermoPol buffer</td>
<td></td>
</tr>
<tr>
<td>0.9µl dNTPs (10mM)</td>
<td></td>
</tr>
<tr>
<td>1.6µl primer I (10 µM)</td>
<td></td>
</tr>
<tr>
<td>1.6µl primer II (10 µM)</td>
<td></td>
</tr>
<tr>
<td>0.25µl Taq DNA polymerase</td>
<td></td>
</tr>
<tr>
<td>16.15µl dH2O</td>
<td></td>
</tr>
</tbody>
</table>
Cycling parameters (30 amplification cycles):

<table>
<thead>
<tr>
<th>PCR step</th>
<th>Temperature (°C)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial denaturation</td>
<td>94</td>
<td>5 min</td>
</tr>
<tr>
<td>Denaturation</td>
<td>94</td>
<td>30 s</td>
</tr>
<tr>
<td>Annealing</td>
<td>50</td>
<td>30 s</td>
</tr>
<tr>
<td>Elongation</td>
<td>72</td>
<td>1 min/kb</td>
</tr>
<tr>
<td>Final elongation</td>
<td>72</td>
<td>10 min</td>
</tr>
<tr>
<td>Cooling</td>
<td>4</td>
<td>∞</td>
</tr>
</tbody>
</table>

30 cycles

Mating type analysis of haploid yeast strains

For the identification of yeast mating types, the tester strains RH448a and RC757alpha were used. These strains are hypersensitive to the pheromone secreted by yeast strains of the opposite mating type. A dense suspension of 1ml of a tester strain in sterile water was mixed with 50ml of molten agar (1% w/v water, pre-cooled to 40°C) and 5ml mixture was poured over YPD plate. Plates containing cultures to be analyzed were either replica-plated on the a- and alpha-tester plates, or single colonies of unknown mating type were streaked on each tester plate. A so-called “halo” of a clear agar is generated since the tester strains cannot grow in proximity to colonies of different mating type. Therefore, after 1-2 days of incubation at 30°C, a “halo” appears around a haploid colony, if the mating type of the strain is different. Since the diploid cells do not secrete any mating type pheromones, they do not give “halo” on both mating type tester plates.

Mating of haploid yeast strains

Freshly streaked haploid strains of opposite mating types were mixed and spotted together on YPD plates allowing the mating at 30°C. Cells were then either streaked on respective selection plates to identify diploids or mating type analysis was performed for individual colonies.

Sporulation and tetrad analysis of diploid yeast strains

Diploid yeast cells were streaked on rich sporulation media plates and incubated for 3 days at 30°C. After incubation, yeast cells were mixed with water and 10 µl of this mixture was added to 10 µl Zymolase 100T solution and incubated at room
temperature for 10 min. The spores were dissected in tetrads with a micromanipulator (Singer MSM System) and grown on YPD plates at 30°C for 2-3 days. Tetrads were analyzed genotypically by replica-plating on selective media plates or by their phenotypes when applicable.

**Analysis of protein-protein interactions using the two-hybrid system**

The full-length ORFs, fragments and mutant variants of proteins used for yeast two-hybrid assays in this study were fused to the C-terminus of the DNA-binding domain (BD) or activation domain (AD) of the Gal4 transcription factor by cloning them into pGBD-C1 or pGAD-C1 vectors, respectively. PJ69-7A cells were used to transform the expression constructs (James et al., 1996). Physical interaction between BD- and AD-fusion proteins leads to reconstitution of the Gal4 transcription factor, which induces expression of *HIS3* and *ADE2* reporter genes and allows cell growth in the respective selection plates. Cells and interactions were evaluated after growth for 3 days at 30°C.

**Synchronization by alpha-factor and nocodazole**

Treatment of a mating type cells with the alpha-factor pheromone or nocodazole results in cell cycle arrest at G1- or G2/M-phase, respectively. For such cell cycle synchronization, mid-log phase cell cultures were supplemented with 5-10 µg/ml alpha-factor (stock solution in water) or 5 µg/ml nocodazole (stock solution in DMSO). After 1.5 h incubation at 30°C, the arrest efficiency was determined microscopically (typically >90%) or by FACS analysis. The release from synchronization was performed by washing once in YPD, and suspending cells in YPD with 0.033% or 0.04% MMS. For recovery experiments, cells were washed after 30' of damage treatment, and suspended in drug free YPD media with or without nocodazole.

**Phenotypic analysis of yeast mutants, growth and cell survival assays**

Nonessential gene knockout strains and mutants were tested for growth impairments and DNA damage sensitivity by spotting equal amounts of cells in serial dilutions onto solid YPD media containing DNA damage inducing agents such as MMS, phleomycin, HU, CPT or 4-NQO. For UV treatment, cells were spotted on YPD before treatment by UV light in the irradiation chamber BS-03 (Dr. Groebel
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UV-Elektronik GmbH) and incubated in the dark. For all growth and cell survival analysis, overnight cultures were harvested and resuspended in sterile water to OD$_{600}=0.5$. Five-fold serial dilutions were prepared and spotted onto the respective plates. Cells were evaluated after 2-3 days growth at 30°C.

Liquid cultures were incubated for 30-45 min at 30°C in the presence of MMS (0.033%), zeocin (0.2 mg/ml) or phleomycin (0.2 mg/ml).

**Mutation and recombination assays**

Mutation rates were determined using a CAN1 forward mutation assay (Klein, 2001). Interchromosomal recombination rates were determined using a direct-repeat system using leu2 heteroalleles (Aquilera and Klein, 1988) and crossover rates were determined using a system harbouring two arg4 alleles on chromosome V and VIII (Robert et al. 2006, Szakal and Branzei, 2013). In all cases mutation/recombination rates were determined using fluctuation analysis and a maximum-likelihood approach. Therefore, for each strain ten independent cultures originated from the single cell were analyzed. To get single colonies 100 cells were plated or streaked for single colonies on YPD media plates and incubated for 2 days at 30 °C. The frequency of mutants/recombinants in all cultures was determined by plating on selective media. The total cell number was determined by plating an appropriate dilution on non-selective media. For determination of CO rates, for each culture ten ARG+ colonies were picked, analyzed by PCR for CO or NCO events (Szakal and Branzei 2013) and the overall number of crossover recombinants was extrapolated. From the number of mutants/recombinants/crossover recombinants the number of mutational/recombinational/crossover events was determined using a maximum-likelihood approach and rates were determined by dividing by the number of cell divisions (Pfander et al., 2005). For each strain 2-3 independent experiments were performed to determine mean and standard deviation.

**Mating type switching assay (HO-sensitivity)**

To determine the cell survival after processing 1 or 2 non-homologues tails after homologues recombination, cell were grown in YPRaff to OD$_{600}=0.5$. The liquid culture then was split in half and to one half 2% galactose was added to induce double strand brake. The other half was supplemented with 2% glucose and used as a control. After 30 min particular amount of cells were plated on YPD plates and colonies were
counted after 2-3 days growth at 30°C. The cell survival was calculated by dividing the colonies number after galactose treatment from the number of colonies after glucose treatment.

**FACS analysis**

1x10^7 - 2x10^7 cells were harvested by centrifugation and resuspended in 70% ethanol + 50 mM Tris pH 7.8. After centrifugation cells were washed with 1 ml 50 mM Tris pH 7.8 (Tris buffer) followed by resuspending in 520 µl RNase solution (500 µl 50 mM Tris pH 7.8 + 20 µl RNase A (10 mg/ml in 10 mM Tris pH 7.5, 10 mM MgCl₂) and incubation for 4 h at 37 °C. Next, cells were treated with proteinase K (200 µl Tris buffer + 20 µl proteinase K (10 mg/ml in 50% glycerol, 10 mM Tris pH 7.5, 25 mM CaCl₂) and incubated for 30' at 50 °C. After centrifugation cells were resuspended in 500 µl Tris buffer. Before measuring the DNA content, samples were sonified (5"; 50% CYCLE) and stained by SYTOX solution (999 µl Tris buffer + 1 µl SYTOX). Measurement was performed using FL1 channel 520 for SYTOX-DNA on a BD FACSCalibur system operated via the CELLQuest software (Becton Dickinson).

**6.3 Molecular biology techniques**

General molecular biology and cloning techniques including DNA amplification/site-directed mutagenesis by PCR, restriction digest, ligation or analysis of DNA by agarose gel electrophoresis were performed according to standard (Sambrook and Russell, 2001) or manufacturer’s protocols.

**General buffers and solutions**

- TE buffer: 10 mM Tris-HCl, pH 8.0
- 1 mM EDTA
- sterilized by autoclaving
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TBE buffer 5x: 90 mM Tris
               90 mM Boric acid
               2.5 mM EDTA, pH 8.0
               sterilized by autoclaving

DNA loading buffer 6x: 0.5% SDS
                       0.25% (w/v) Bromophenol blue
                       0.25% Glycerol
                       25 mM EDTA, pH 8.0

6.3.1 Isolation of DNA

Isolation of plasmid DNA from *E. coli*

A single *E. coli* colony carrying the DNA plasmid of interest was inoculated to
5 ml LB medium containing ampicillin and incubated overnight at 37°C. Plasmids
were isolated using the AccuPrep plasmid extraction kit (Bioneer Corp.) according to
the manufacturer’s instructions. NanoDrop spectrophotometer was used to determine
the yield of isolated DNA.

Isolation of chromosomal DNA from *S. cerevisiae*

Breaking buffer: 2% Triton X-100
                 1% SDS
                 100 mM NaCl
                 10 mM Tris-HCl, pH 8.0
                 1 mM EDTA, pH 8.0

Yeast genomic DNA was isolated for further use as a template for amplification
of genes via PCR. A stationary culture cells from 10 ml were centrifuged (1500g, 5
min), washed in 0.5 ml water and resuspended in 200 µl breaking buffer. Next, 200 µl
phenol/chloroform/isoamyl alcohol (24:24:1 v/v/v) and 300 mg acid-washed glass
beads (425-600 µm; Sigma) were added and the mixture was vortexed for 5 min. The
lysate was mixed with 200 µl TE buffer, centrifuged (14000 rpm, 5 min, room
temperature) and the supernatant was transferred to a new microcentrifuge tube.
Precipitation of DNA was carried by adding 1 ml ethanol (absolute) and centrifugation (14000 rpm, 3 min, room temperature). The pellet was resuspended in 0.4 ml TE buffer and RNA contaminants were destroyed by treatment with 30 µl of DNase-free RNase A (1 mg/ml) for 5 min at 37°C. Then, 10 µl ammonium acetate (3 M) and 1 ml ethanol (absolute) were added to precipitate DNA. After brief centrifugation (14000 rpm, room temperature), the pellet was resuspended in 100 µl TE buffer.

**Precipitation of DNA**

For ethanol precipitation, 1/10 volume sodium acetate (3 M, pH 4.8) and 2.5 volumes ethanol (absolute) were added to the DNA solution and incubated at -20°C for 30 min. Then, the mixture was centrifuged (13000 rpm, 15 min, room temperature) and the pellet was washed with 0.5 ml ethanol (70%). The DNA pellet was air-dried and resuspended in sterile water.

** Determination of DNA concentration**

The DNA concentration was photometrically determined by measuring the absorbance at a wavelength of 260 nm (OD\(_{260}\)) using the NanoDrop ND-1000 spectrophotometer (PeqLab). An OD\(_{260}\) of 1 equals to a concentration of 50 µg/ml double-stranded DNA.

**6.3.2 Molecular cloning**

**Digestion of DNA with restriction enzymes**

Standard protocols (Sambrook and Russell, 2001) and the instructions of the manufacturer (NEB) were used to perform the sequence-specific cleavage of DNA with restriction enzymes. In general, 5 to 10 units of the respective restriction enzyme were used for digestion of 1 µg DNA. Normally, the restriction reaction samples were incubated for 2 h in the recommended buffers (NEB) and at the permissive temperature. To avoid re-ligation of linearized vectors, the 5’ end of the vector was dephosphorylated by adding 1 µl of Calf Intestinal Phosphatase (CIP; NEB) and incubating at 37°C for 1 h.
Separation of DNA by agarose gel electrophoresis

To isolate DNA fragments, DNA samples were mixed with 6x DNA loading buffer and subjected to electrophoresis using 1% agarose gels containing 0.5 µg/ml ethidium bromide at 120V in TBE buffer. Since ethidium bromide intercalates to DNA, an UV transilluminator (324 nm) was used to visualize separated DNA fragments. The size of the fragments was estimated according to standard size DNA markers (1 kb DNA ladder; Invitrogen).

Isolation of DNA fragments from agarose gels

After separation by gel electrophoresis, DNA fragments were excised from the agarose gel using a sterile razor blade. Then, QIAquick Gel Extraction Kit (Qiagen) according to manufacturer’s instructions was used to extract DNA from the agarose block. DNA was eluted with an appropriate volume of sterile water.

Ligation of DNA fragments

The amounts of the linearized vector and insert required for the ligation reaction were measured by NanoDrop ND-1000 spectrophotometer (PeqLab). For the ligation reaction, a ratio of 1:3 to 1:10 of vector to insert was used. The 10 µl ligation reaction sample contained 100 ng of vector DNA and 10 units of T4 DNA ligase (NEB). The ligation reaction was performed at 16°C for 4 to 12 h.

Sequence- and ligation-independent (SLIC) cloning

For the SLIC reaction, 10-200 ng (<0.5 kb: 10-50 ng, 0.5 to 10 kb: 50-100 ng, >10 kb: 50-200 ng) purified PCR fragment and 50-200 ng (<10 kb: 50-100 ng, >10 kb: 50-200 ng) linearized vector were used. The 10 µl SLIC reaction sample contained 1 µl 5x In-Fusion HD Enzyme Premix (Clontech). The total reaction volume was adjusted to 10 µl using dH₂O and the reaction was mixed. After incubation for 15 min at 50°C, then the sample was placed on ice and used for the transformation procedure. For long-term storage SLIC reaction sample can be stored at -20°C.

DNA sequencing

The Core Facility of the Max Planck Institute of Biochemistry carried out the DNA sequencing reactions using the ABI-Prism 3730 DNA sequencer (Applied
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Biosystems Inc.). The 7.5 µl sequencing samples contained 300 ng DNA and 2 µl primer (10 µM). The sequencing reactions and the subsequent sample preparation steps were done with the DYEnamic ET terminator cycle sequencing kit (GE Healthcare), according to the manufacturer’s instructions.

6.3.3 Polymerase chain reaction

To specifically amplify DNA fragments from small amounts of DNA templates the polymerase chain reaction (PCR) technique was used. For amplification of DNA fragments for subsequent cloning, amplification of yeast targeting cassettes (e.g., for chromosomal gene disruption), screening/sequencing of genomic recombination events and site-directed mutagenesis, PCR was applied.

Amplification of genomic DNA fragments

For the generation of genomic DNA fragments for subsequent cloning, direct yeast transformation and sequencing, full-length ORFs or selected sequences were amplified from genomic DNA using the Phusion High-Fidelity DNA polymerase (NEB). PCR reactions in a volume of 50 µl were prepared in 0.2 ml tubes (Biozym) on ice. A PCR Mastercycler (Eppendorf) was used for the reaction.

PCR reaction mix:

200 ng Genomic DNA
10 µl 5x GC buffer
1.75 µl dNTP-Mix (10 mM each; NEB)
3.2 µl Forward primer (10 µM)
3.2 µl Reverse primer (10 µM)
1 µl DMSO
1 µl MgCl₂ (50 mM)
0.5 µl Phusion DNA polymerase
adjust to 50 µl with dH₂O
Cycling parameters (30 amplification cycles):

<table>
<thead>
<tr>
<th>PCR step</th>
<th>Temperature (°C)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial denaturation</td>
<td>98</td>
<td>4 min</td>
</tr>
<tr>
<td>Denaturation</td>
<td>98</td>
<td>30 s</td>
</tr>
<tr>
<td>Annealing</td>
<td>50</td>
<td>30 s</td>
</tr>
<tr>
<td>Elongation</td>
<td>72</td>
<td>1 min/kb</td>
</tr>
<tr>
<td>Final elongation</td>
<td>72</td>
<td>10 min</td>
</tr>
<tr>
<td>Cooling</td>
<td>4</td>
<td>∞</td>
</tr>
</tbody>
</table>

Amplification of chromosomal targeting cassettes

A PCR strategy based on the targeted introduction of heterologous DNA sequences into genomic locations via homologous recombination was used to perform chromosomal gene deletions, epitope tagging and other alterations of the yeast genome (Knop et al., 1999; Janke et al., 2004). Targeting cassettes were amplified by PCR using primers containing homology to the genomic target locus. The 50 µl PCR reactions were prepared and cycling conditions were used as described above (Amplification of genomic DNA fragments). After amplification, PCR products were concentrated by ethanol precipitation, dissolved in 10 µl sterile water and used directly for the transformation of competent yeast cells or stored at -20°C.

PCR reaction mix:
- 100 ng plasmid DNA
- 10 µl HF buffer
- 1.75 µl dNTP-Mix (10 mM each; NEB)
- 3.2 µl Forward primer (10 µM)
- 3.2 µl Reverse primer (10 µM)
- 0.5 µl Phusion DNA polymerase
- adjust to 50 µl with dH₂O

Site-directed mutagenesis

To introduce specific point mutations in plasmid DNA sequences, a PCR-base strategy according to the Quick-change protocol (Strategene) was used. This method is based on two complementary oligonucleotide primers with the codon to be mutated in the middle of the sequence flanked by at least 15-20 additional nucleotides, each
corresponding to the target sequence. The *Pfu Turbo* DNA polymerase (Strategene) has proven to be the enzyme of choice for this technique. DNA oligonucleotides for PCR were custom-made by Eurofins MWG Operon.

**PCR reaction mix:**
- 50-100 ng plasmid DNA
- 2.5 µl 10x Pfu buffer
- 0.63 µl Forward primer (10 µM)
- 0.63 µl Reverse primer (10 µM)
- 0.63 µl dNTPs (10mM)
- 0.5 µl *Pfu Turbo* DNA polymerase
- adjust to 25 µl with dH₂O

**Cycling parameters (20 amplification cycles):**

<table>
<thead>
<tr>
<th>PCR step</th>
<th>Temperature (°C)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial denaturation</td>
<td>95</td>
<td>3 min</td>
</tr>
<tr>
<td>Denaturation</td>
<td>95</td>
<td>30 s</td>
</tr>
<tr>
<td>Annealing</td>
<td>55</td>
<td>60 s</td>
</tr>
<tr>
<td>Elongation</td>
<td>68</td>
<td>2 min/kb</td>
</tr>
<tr>
<td>Final elongation</td>
<td>72</td>
<td>10 min</td>
</tr>
<tr>
<td>Cooling</td>
<td>4</td>
<td>∞</td>
</tr>
</tbody>
</table>

To eliminate template plasmid DNA that does not contain the mutation, 25 µl of the PCR reaction were treated with 1 µl of DpnI endonuclease for 1-2 hours at 37°C. DpnI endonuclease is specific for methylated and hemimethylated DNA. Since most plasmid DNA from *E. coli* is methylated, DpnI treatment of the PCR product leads to the selective digestion of the parental DNA template. After digestion, the PCR product was directly used for *E. coli* transformation. DNA sequencing was performed to identify mutated plasmids.
6.3.4 Separation and visualization of yeast chromosomes

Solutions

Zymolyase solution: 50 mM EDTA
10 mM Tris, pH 8.0
20 mM NaCl
1 mg/ml Zymolyase (T100)

Proteinas K solution: 0.5 M EDTA, pH 8.0
1 mg/ml Proteinase K
10 mg/ml Sodium lauryl sarcosine

Pulsed-field gel electrophoresis (PFGE)

In the recovery experiments 8x10^7 of cells were taken for every time point and centrifuged at 5000 x g 10 min at 4 °C. Cells were resuspended in 1 ml cold 0.1% sodium azide and centrifuged at 3000 rpm for 3 min. Remaining pellets were resuspended in 50 µl zymolyase buffer and mixed with equal amount of 2% agarose. The samples were transferred to the plug mold. The plugs were incubated in zymolyase buffer at 37 °C for 1 h, followed by treatment with proteinase K at 50 °C for 24-48 h. Next, the plugs were washed 3 times with 50 mM EDTA and loaded. Electrophoresis was performed using the CHEF-DRIII pulsed-field electrophoresis system (Bio-Rad) according to the manufacturer’s instructions. The gel was stained with 1 µg/ml ethidium bromide and scanned under UV light. Quantification of PFGE signals was performed using ImageJ. For every time point the signal from the bands that have entered the gel was normalized to the total signal in the lane including that from the well, and the values from every time point were normalized relative to the G1 signal.
6.4 Biochemistry techniques

General buffers and solutions

HU sample buffer: 8 M Urea
5% SDS
1 mM EDTA
1.5% DTT
1% Bromphenol blue

MOPS running buffer: 50 mM MOPS
50 mM Tris base
3.5 mM SDS
1 mM EDTA

SDS-PAGE running buffer: 25 mM Tris base
192 mM Glycine
0.1% SDS

Transfer buffer: 250 mM Tris base
192 mM Glycine
0.1% SDS
20% Methanol

TBST: 25 mM Tris-HCl, pH 7.5
137 mM NaCl
2.6 mM KCl
0.1% Tween 20

6.4.1 Preparation of yeast protein extracts

Preparation of denatured protein extracts (TCA-precipitation)

In most cases yeast cells were lysed under denaturing conditions to preserve post-translational modifications. For preparation of denatured protein extracts for
every time point, 2x10^7 cells were harvested and frozen in liquid nitrogen. Cells were suspended in 1 ml water and 150 μl 1.85 M NaOH/7.5% β-mercaptoethanol was added. After 15 min incubation on ice, 150 μl 55% TCA was added and incubated for 10 min. Proteins were pelleted by centrifugation (13000 rpm, 4°C, 2 min) and suspended in 50 μl HU-buffer. The samples were boiled at 65 °C for 10 min and used for analysis by Western blot or stored at -20°C.

6.4.2 Gel electrophoresis and immunoblot techniques

SDS-polyacrylamide gel electrophoresis (SDS-PAGE)

For separation of proteins, SDS-PAGE was performed using self-poured (see recipe below) or pre-cast 4-12% gradient NuPAGE Bis-Tris polyacrylamide gels (Invitrogen). These gels allow resolution of proteins over a large range of different molecular weight (from 10 to 200 kDa) and do not require stacking gels. Samples for electrophoresis were prepared by TCA-precipitation, desolved in HU sample buffer and heated for 5 min at 95°C. Electrophoresis was carried out at a constant voltage of 140V using MOPS running buffer and pre-cast gels or at 200V using SDS-PAGE running buffer and self-poured gels. The Novex Sharp pre-stained protein standard (Invitrogen) was used as a molecular weight marker. The gels were subsequently subjected to immunoblotting.

Solution for pouring 10% SDS-PAGE gels:

Separating gel (4 mini gels): 5 ml 40% Acrylamide
1.32 ml 2% Bis-Acrylamide
5 ml 1.5 M Tris-HCl, pH 8.8
200 μl 10% SDS
8.7 ml dH2O
25 μl TEMED
100 μl 10% APS
MATERIALS AND METHODS

Stacking gel (4 mini gels):

- 640 µl 40% Acrylamide
- 350 µl 2% Bis-Acrylamide
- 625 µl 1M Tris-HCl, pH 6.8
- 50 µl 10% SDS
- 3.32 ml dH₂O
- 20 µl TEMED
- 40 µl 10% APS

Western blot analysis

For western blot analysis, proteins separated by PAGE were transferred to polyvinylidene fluoride (PVDF) membranes (Immonilion-P, 0.45 µm pore size; Millipore) using a wet tank blot system (Hoefer). Fresh transfer buffer and a constant voltage of 90V for 90 min at 4°C were used for the blotting procedure. Subsequently, membranes were blocked for 30 min in 5% skim milk powder (Fluka) dissolved in TBST and further incubates ON with primary antibody at 4°C with constant shaking. Then, membranes were washed three times with TBST (5 min incubation) and incubated with the respective horseradish peroxidase HRP-coupled secondary antibody (1:5000 dilution; Dianova) for 1-3 h in TBST at room temperature. After five further washes with TBST (5 min incubation), the protein signals were obtained by chemiluminescence using ECL kit (Amersham) according to the manufacturer’s instructions. Signal detection was performed taking qualitative exposures with a film.

Primary antibodies

Proteins were detected using specific antibodies: rabbit-anti-Rad53 (JD147, J. Diffley), rabbit-anti-Slx4 (2057, Pfander lab), goat-anti-Cdc5 (sc-6733, Santa Cruz), rabbit-anti-Clb2 (sc-9071, Santa Cruz), rabbit-anti-FLAG (Sigma), rabbit-anti-Pol30 PCNA (a0031, Pfander lab).
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>4-NQO</td>
<td>4-Nitroquinoline 1-oxide</td>
</tr>
<tr>
<td>aa</td>
<td>amino acid</td>
</tr>
<tr>
<td>AAD</td>
<td>ATR-activating domain</td>
</tr>
<tr>
<td>AD</td>
<td>Gal4 activation domain</td>
</tr>
<tr>
<td>Ade</td>
<td>adenine</td>
</tr>
<tr>
<td>APS</td>
<td>ammonium persulfate</td>
</tr>
<tr>
<td>Arg</td>
<td>arginine</td>
</tr>
<tr>
<td>Asp</td>
<td>aspartate</td>
</tr>
<tr>
<td>BD</td>
<td>Gal4 binding domain</td>
</tr>
<tr>
<td>BER</td>
<td>base excision repair</td>
</tr>
<tr>
<td>bp</td>
<td>base pair</td>
</tr>
<tr>
<td>BRCT</td>
<td>BRCA1 carboxy terminal</td>
</tr>
<tr>
<td>BTR</td>
<td>BLM-TOPOIIIα-RMI1 complex</td>
</tr>
<tr>
<td>C</td>
<td>Celsius</td>
</tr>
<tr>
<td>C-terminal</td>
<td>carboxy terminal</td>
</tr>
<tr>
<td>C-terminus</td>
<td>carboxy terminus</td>
</tr>
<tr>
<td>CAN</td>
<td>canavanine</td>
</tr>
<tr>
<td>CDK</td>
<td>cyclin-dependent kinase</td>
</tr>
<tr>
<td>CMK</td>
<td>chloromethylketone</td>
</tr>
<tr>
<td>CO</td>
<td>crossover</td>
</tr>
<tr>
<td>CoIP</td>
<td>co-immunoprecipitatin</td>
</tr>
<tr>
<td>CPT</td>
<td>camptothecin</td>
</tr>
<tr>
<td>DDR</td>
<td>DNA damage response</td>
</tr>
<tr>
<td>DDT</td>
<td>DNA damage tolerance</td>
</tr>
<tr>
<td>DMSO</td>
<td>dimethylsulfoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>dNTP</td>
<td>deoxyribonucleoside triphosphate</td>
</tr>
<tr>
<td>DSB</td>
<td>double-strand brake</td>
</tr>
<tr>
<td>dsDNA</td>
<td>double-stranded DNA</td>
</tr>
<tr>
<td>DTT</td>
<td>dithiothreitol</td>
</tr>
<tr>
<td>EDTA</td>
<td>ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>FACS</td>
<td>fluorescence-activated cell sorting</td>
</tr>
<tr>
<td>g</td>
<td>gram</td>
</tr>
<tr>
<td>G1</td>
<td>gap 1 phase of the cell cycle</td>
</tr>
<tr>
<td>G2</td>
<td>gap 2 phase of the cell cycle</td>
</tr>
<tr>
<td>G418</td>
<td>geneticin</td>
</tr>
<tr>
<td>GAL</td>
<td>galactose</td>
</tr>
<tr>
<td>Glu</td>
<td>glutamine</td>
</tr>
<tr>
<td>h</td>
<td>hour(s)</td>
</tr>
<tr>
<td>H3</td>
<td>histone 3</td>
</tr>
<tr>
<td>His</td>
<td>histidine</td>
</tr>
<tr>
<td>HJ</td>
<td>Holiday junction</td>
</tr>
<tr>
<td>HO</td>
<td>HO endonuclease</td>
</tr>
<tr>
<td>Hph</td>
<td>hygromycin</td>
</tr>
<tr>
<td>HR</td>
<td>homologous recombination</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>HU</td>
<td>hydroxyurea</td>
</tr>
<tr>
<td>INT</td>
<td>integrative</td>
</tr>
<tr>
<td>IP</td>
<td>immunoprecipitation</td>
</tr>
<tr>
<td>JM</td>
<td>joined molecule</td>
</tr>
<tr>
<td>K</td>
<td>lysine</td>
</tr>
<tr>
<td>kb</td>
<td>kilo base pairs</td>
</tr>
<tr>
<td>l</td>
<td>liter</td>
</tr>
<tr>
<td>LB</td>
<td>Luria-Bertani</td>
</tr>
<tr>
<td>leu</td>
<td>leucine</td>
</tr>
<tr>
<td>log</td>
<td>logarithmic</td>
</tr>
<tr>
<td>Lys</td>
<td>lysine</td>
</tr>
<tr>
<td>M</td>
<td>molar</td>
</tr>
<tr>
<td>m</td>
<td>milli (x10^-3)</td>
</tr>
<tr>
<td>µ</td>
<td>micro (x10^-6)</td>
</tr>
<tr>
<td>M-phase</td>
<td>mitosis phase of the cell cycle</td>
</tr>
<tr>
<td>min</td>
<td>minute(s)</td>
</tr>
<tr>
<td>MMR</td>
<td>mismatch repair</td>
</tr>
<tr>
<td>MMS</td>
<td>methyl methanesulfonate</td>
</tr>
<tr>
<td>MRX</td>
<td>Mre11-Rad50-Xrs2 complex</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectrometry</td>
</tr>
<tr>
<td>n</td>
<td>nano (x10^-9)</td>
</tr>
<tr>
<td>N-terminal</td>
<td>amino terminal</td>
</tr>
<tr>
<td>N-terminus</td>
<td>amino terminus</td>
</tr>
<tr>
<td>NAT</td>
<td>noursethricin</td>
</tr>
<tr>
<td>NCO</td>
<td>non-crossover</td>
</tr>
<tr>
<td>NER</td>
<td>nucleotide excision repair</td>
</tr>
<tr>
<td>NHEJ</td>
<td>non-homologous end joining</td>
</tr>
<tr>
<td>NLS</td>
<td>nuclear localization signal</td>
</tr>
<tr>
<td>OD</td>
<td>optical density</td>
</tr>
<tr>
<td>ON</td>
<td>over night</td>
</tr>
<tr>
<td>ORF</td>
<td>open reading frame</td>
</tr>
<tr>
<td>P</td>
<td>proline</td>
</tr>
<tr>
<td>PAGE</td>
<td>polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>PBD</td>
<td>Polo-box domain</td>
</tr>
<tr>
<td>PCNA</td>
<td>proliferating cell nuclear antigen</td>
</tr>
<tr>
<td>PCR</td>
<td>polymerase chain reaction</td>
</tr>
<tr>
<td>PEG</td>
<td>polyethylene glycol</td>
</tr>
<tr>
<td>PFGE</td>
<td>pulsed-field gel electrophoresis</td>
</tr>
<tr>
<td>Ph</td>
<td>phenylalanine</td>
</tr>
<tr>
<td>PLK</td>
<td>Polo-like kinase</td>
</tr>
<tr>
<td>pS</td>
<td>phosphorylated serine</td>
</tr>
<tr>
<td>pT</td>
<td>phosphorylated threonine</td>
</tr>
<tr>
<td>PTM</td>
<td>post-translational modification</td>
</tr>
<tr>
<td>RNase</td>
<td>ribonuclease</td>
</tr>
<tr>
<td>rNMP</td>
<td>ribonucleotide monophosphates</td>
</tr>
<tr>
<td>RPA</td>
<td>replication protein A</td>
</tr>
<tr>
<td>rpm</td>
<td>rounds per minute</td>
</tr>
<tr>
<td>PRR</td>
<td>post-replication repair</td>
</tr>
<tr>
<td>S</td>
<td>serine</td>
</tr>
<tr>
<td>s</td>
<td>second(s)</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>S-phase</td>
<td>synthesis phase of the cell cycle</td>
</tr>
<tr>
<td>SC</td>
<td>synthetic complete</td>
</tr>
<tr>
<td>SDS</td>
<td>sodium dodecylsulfate</td>
</tr>
<tr>
<td>Ser</td>
<td>serine</td>
</tr>
<tr>
<td>SLIC</td>
<td>sequence- and ligation-independent cloning</td>
</tr>
<tr>
<td>Smc</td>
<td>structural maintenance of chromosome</td>
</tr>
<tr>
<td>SSA</td>
<td>single-strand annealing</td>
</tr>
<tr>
<td>ssDNA</td>
<td>single-stranded DNA</td>
</tr>
<tr>
<td>STR</td>
<td>Sgs1-Top3-Rmi1 complex</td>
</tr>
<tr>
<td>T</td>
<td>threonine</td>
</tr>
<tr>
<td>TBST</td>
<td>tris-bufferes saline with Tween-20</td>
</tr>
<tr>
<td>TCA</td>
<td>trichloro acidic acid</td>
</tr>
<tr>
<td>TE</td>
<td>Tris-EDTA</td>
</tr>
<tr>
<td>TEMED</td>
<td>tetramethylethylenediamine</td>
</tr>
<tr>
<td>Thr</td>
<td>threonine</td>
</tr>
<tr>
<td>TLS</td>
<td>translesion synthesis</td>
</tr>
<tr>
<td>Top3</td>
<td>topoisomerase 3</td>
</tr>
<tr>
<td>Tris</td>
<td>Tris(hydroxymethyl)aminomethane</td>
</tr>
<tr>
<td>Tyr</td>
<td>tyrosine</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet light</td>
</tr>
<tr>
<td>V</td>
<td>Volt</td>
</tr>
<tr>
<td>Val</td>
<td>valine</td>
</tr>
<tr>
<td>v/v</td>
<td>volume per volume</td>
</tr>
<tr>
<td>WT</td>
<td>wild type</td>
</tr>
<tr>
<td>w/v</td>
<td>weight per volume</td>
</tr>
<tr>
<td>Y2H</td>
<td>yeast two hybrid</td>
</tr>
<tr>
<td>YPD</td>
<td>yeast bactopeptone dextrose</td>
</tr>
</tbody>
</table>
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