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Abstract

Currently descriptor systems, i.e., the systems whose dynamics obey differential-algebraic equations (DAEs), play important roles in various disciplines of science and technology. In general, such systems are generated by finite element or finite difference methods. If the grid resolution becomes very fine, because many details must be resolved, the systems become very large. Moreover they are sparse, i.e., most of the elements in the matrices of the system are zero, which are not stored. A high dimensional system will always be complex, requiring a great deal of memory, thereby hindering computational performance significantly in simulation. Sometimes the systems are too large to store due to memory restrictions. Therefore, we seek to reduce the complexity of the model by applying model order reduction (MOR), i.e., we seek an approximation of the original model that well-approximates the behavior of the original model, yet is much faster to evaluate. We investigate efficient model reduction of sparse large-scale descriptor systems. We focus on the balancing based method balanced truncation (BT). A balanced truncation based method for such systems is introduced by Stykel (see, e.g., her PhD thesis, published in 2002). The author discusses a general framework of the BT method for a descriptor system. In general, the method is based on explicit computation of the spectral projectors onto the left and right deflating subspaces of the matrix pencil corresponding to the finite and infinite eigenvalues. Although these projectors are available for particular systems, computation is expensive. In this thesis, we focus on how to avoid computing such kind of projectors explicitly. Besides balanced truncation, the idea of avoidance of the projectors is extended to interpolation of transfer function, via iterative rational Krylov algorithms (IRKA) and projection onto dominant eigenspace, of the Gramian (PDEG) based model reduction methods. First, we discuss the model reduction problem for index 2 first order unstable descriptor systems arising from spatially discretized linearized Navier-Stokes equations. We apply our algorithms to the linearization of the von Kármán vortex shedding at a moderate Reynolds number. We demonstrate that the resulting reduced model can be used to accurately simulate the unstable linearized model and to design a stabilizing controller. Future work will include the realization of the resulting control law for the full nonlinear model. Second, we investigate model reduction of a finite element model of a spindle head configuration in a machine tool. The special feature of this spindle head is that it is partially driven by a set of piezo actuators. Due
to this piezo actuation, the resulting model is a second order differential-algebraic system of index 1. We develop algorithms for both second-order-to-first-order and second-order-to-second-order reduction methods. We prove the real world capability of our methods in application to a very large-scale sparse FEM model of an adaptive spindle support employing piezo actuators. Finally, we focus on the model reduction of DAE systems with mechanical applications. In the constraint mechanics or multibody dynamics, the linearized equation of motion with holonomic constraints leads to second order index 3 descriptor systems. We develop efficient techniques to obtain second-order-to-first-order and second-order-to-second-order reduced models of such index 3 descriptor systems. The efficiency of the techniques is tested by applying them to several test examples. For implementing the BT and PDEG methods, we need to compute approximate low rank Gramian factors of the system by solving two continuous-time Lyapunov equations. Recently one of the most powerful methods to compute these Gramian factors for large-scale sparse dynamical systems is the low-rank Cholesky factor alternating direction implicit (LRCF-ADI) iteration. We also present updated versions of the LRCF-ADI method to solve the Lyapunov equations arising from descriptor systems. Moreover, several approaches for computing ADI shift parameters are discussed and proposed for an improvement of an existing method.
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Chapter 1

Introduction

1.1 Motivation

Before implementing new ideas or decisions in different disciplines of science, engineering, and technology, an experiment is required. The classical approach of this experiment would require a laboratory with a lot of new equipment, which is an expensive method to demonstrate a concept. The modern approach, rather less expensive and often easier to apply than experiments, to explore scientific ideas to convince others of their validity is through computer simulation. In simulation, one needs to convert a physical model into a mathematical model. Often also in real-life applications the mathematical models are represented by linear time-invariant (LTI) continuous-time systems. In many cases, these systems are subject to additional algebraic constraints, leading to differential-algebraic equations (DAEs) or descriptor systems. These descriptor systems are in either first or second order form. The mathematical models are generated in many different ways. In many applications, the systems are obtained by finite element (FEM) or finite difference (FDM) discretization. In order to model a system accurately, a sufficient number of grid points must be generated because many geometrical details must be resolved. Sometimes physical systems consist of several bodies and each body is composed of a large number of disparate devices. Therefore, the mathematical models become more detailed and different coupling effects must be included. In either case, the resulting systems are typically very large and sparse. Moreover, often they might be well-structured.

A large\textsuperscript{1} -scale system leads to additional memory requirements and enormous computational efforts. They also prevent frequent simulations which is often required in many applications. Sometimes, the generated systems are too large to store due to the restriction of computer memory. To circumvent these complexities reducing the

\textsuperscript{1}the notation of large is constantly changing with the increasing capability of the computational hardware.
size of the systems is unavoidable. The method to reduce a higher dimensional to a lower one is called model order reduction (MOR). See e.g., [5, 23, 18, 95, 106, 7] for motivations, applications, restrictions, and techniques of MOR.

The fundamental aim of MOR is to replace the high dimensional dynamical systems by substantially lower dimensional systems, while the responses of the original and reduced systems should be approximated to the largest possible extent. In some cases, some important features such as stability, passivity, definiteness, symmetry and so forth of the original system must be preserved in the reduced systems.

The techniques to reduce the state space dimension for a LTI continuous-time ODE system are well established. See e.g., [5, 23, 7, 63] for an overview. In a broad sense, there are two techniques, namely, Gramian based methods and moment matching based methods. The Gramian based methods include optimal Hankel norm approximation [59], singular perturbation approximation [52, 83, 27], dominant subspaces projection [80, 94], frequency weighted balanced truncation [50, 134], dominant pole algorithm and balanced truncation (BT) [89, 117, 103]. On the other hand, moment matching can be implemented efficiently via rational Krylov methods discussed in [49, 51, 54, 129, 56, 6]. The concept of projection for rational interpolation of the transfer function was first proposed in [124]. In [62] Grimme showed how to obtain the required projection using the rational Krylov method of Ruhe [98]. Later on, the authors in [64, 6] generalize Grimme’s idea to generate a reduced model which is an optimal H2 approximation to the original system in the sense that it minimizes the H2 norm. There the implementing algorithm is called IRKA, i.e., iterative rational Krylov algorithm.

Among all the aforementioned methods, currently balanced truncation (BT) and the interpolatory method via IRKA are the most commonly used techniques for large-scale dynamical systems. In this thesis we also focus on these two prominent methods.

The system theoretic method balanced truncation has an a priori error bound. That means for a given system, the method can generate a best approximate system with respect to a given tolerance. Besides this, balanced truncation preserves the stability of the original systems, i.e., if the given system is stable, the method ensures a stable reduced system. Although these two important properties make balanced truncation superior to the other methods, the main disadvantage of this method is to solve two continuous-time algebraic Lyapunov equations for the original model which requires enormous computational resources. On the other hand, the recently developed, interpolatory method via IRKA is attractive to the model reduction community since it is computationally efficient. It requires only matrix-vector products or linear solves. Unfortunately, this prominent method has neither an a priori error bound nor guaranteed stability preservation.

The idea of both BT and IRKA has been extended to large-scale descriptor systems. Another model reduction method for DAE systems was introduced in [2, 3], which
is called index-aware model order reduction (IMOR). However, this thesis is not concerned with the IMOR method. The balanced truncation based model reduction technique for DAE systems was first introduced by Stykel in [111]. See, for example [112, 113, 87] for details. The author discusses the general framework of the BT method for a descriptor system. In principle, the proposed method is based on splitting the descriptor system into proper and improper subsystems corresponding to the deflating subspaces of the associated matrix pencil with respect to the finite and infinite eigenvalues, and then reducing only the order of the proper subsystem. To implement the method one requires explicit computation of the spectral projectors onto the deflating subspaces. Although the projectors are available for particular structured systems, they are expensive to compute.

Recently, the BT methods for the large-scale structured (first order) descriptor systems of index 1 and 2 have been developed respectively, in [53] and [70], that avoid the computation of spectral projectors. Instead, they implicitly perform an index reduction by elimination of the algebraic part of the system and conversion into the equivalent form of ODE systems. However, the conversion technique from DAEs to equivalent ODEs, and implementation criterion for index 1 and index 2 systems are separate. The authors in [53] show that for the structured index 1 systems, from the algebraic element of the system, one can find the value of the algebraic variables, and by inserting it into the differential equation and into the output equation, one can get rid of the algebraic element and find an equivalent ODE system. The BT method is then applied to the ODE system. At the end they show that an explicit implementation of the ODE system is not required, but all computations can be performed based on the original DAE matrices.

In [70], the author shows that for the structured index 2 DAEs, an index reduction can be performed by projection to the inherent or hidden manifold on which the solution evolves. It is possible to explicitly construct the projector onto the differential element of the system from the given problem data. Finally, by exploiting the properties of the projector, the paper shows that explicit formulation of the projected ODE system is not necessary.

The BT technique discussed in [70] is only applicable for stable systems. In applications such as in the flow control problem, we may obtain structured index 2 unstable descriptor systems. Zhou et. al. [135] discuss an efficient BT technique for an unstable standard system. One of the major contributions of this thesis is the development of a BT algorithms of a class of structured index 2 unstable descriptor systems by combining the results in [70, 135]. For such systems, we also show that a Riccati-based boundary feedback stabilization matrix for the original model (one of the challenging tasks in the flow control problems, see e.g., [12]) can be computed efficiently from the ROM.

Recently, the idea of interpolatory MOR via IRKA was extended to descriptor systems in [68]. There, the theory of the techniques is based on spectral projectors. For a particularly structured (index 1 and index 2) DAE system, the authors show
that in the implementation, explicit computation of the projectors is not required.

In many applications in real life, particularly in structural mechanics, multibody
dynamics, multiphysics, electric circuits and so forth, the governing mathematical
models are in second order form. In many cases the systems are in descriptor form. For the MOR of second order systems, in general, one first converts the
systems into first order form. The reduction methods are then applied to the con-
verted system. In this case the structure of the original system is dissolved. And
hence one can not go back to the second order form if it is required for the sim-
ulation using any software designed for second order systems. Moreover, struc-
ture preserving reduced models allow meaningful physical interpretation and pro-
vide more accurate approximation, which we will see later. Model reduction of
second order systems, including second-order-to-first-order and second-order-to-
second-order, has received lot of attention during the recent decades. See, e.g.
[76, 11, 104, 105, 16, 96, 29, 66, 20] and references therein for motivations and
techniques. All of these articles are devoted to second order standard systems. In
this thesis we show the efficient model reduction of structured second order DAEs,
which arise in different applications. We discuss both second-order-to-first-order
and second-order-to-second order reducing techniques. In the case of second-order-
to-first-order reduction, we develop algorithms for the BT and interpolatory meth-
ods following the concepts in [70, 68]. For second-order-to-second-order reduction
besides balanced truncation, we also investigate the dominant subspaces projection
method, which is computationally efficient. Note that this technique originated in
[80, 94] for a standard state space system. In this thesis we call this PDEG (projec-
tion onto dominant eigenspace of the Gramian) method.

For implementing BT and PDEG based model reduction, the most expensive task is
the computation of two Gramian factors by solving two continuous-time algebraic
Lyapunov equations. During the recent decades several efficient approaches have
been proposed in the literature [46, 93, 81, 108, 22], exploiting the fact that of-
ten all coefficient matrices are sparse and the number of inputs and outputs are
very small compared to the number of DoFs. The alternating direction implicit
(ADI) based method low-rank Cholesky factor (LRCF-)ADI iteration [81, 22] is the
most attractive for a large-scale sparse dynamical system. The recent update of this
prominent method is available in [19, 20]. This thesis also discusses an updated
version of the LRCF-ADI iteration to solve the Lyapunov equations of the structured
DAE systems.

A set of ADI shift parameters plays a crucial role in the fast convergence of the
LRCF-ADI iteration. Several approaches are proposed in the literature for select-
ing a set of shift parameters. See for example [21] for an overview of different
shift selection approaches. The Penzl's heuristic [93] is one of the most applied ap-
proaches for large-scale dynamical systems. For the descriptor systems considered
here, computing some large magnitude Ritz values (approximated eigenvalues) is
in particular a challenging task. We discuss the issues involved to resolve such prob-
1.2 Thesis outline

Chapter 2 is a review of the literature. This chapter contains notations, fundamental concepts, and results from linear algebra, system theory, model reduction and related issues. The concepts of this chapter are used throughout the thesis.

In Chapter 3, we discuss model reduction techniques for unstable index 2 descriptor systems arising from flow control problems. In particular, we consider linearized Navier-Stokes equations. Their spatial discretization by finite elements leads to index-2 DAEs. This causes some technical difficulties for the application of model reduction based on balanced truncation. This chapter shows how to overcome these challenges. To compute the controllability and observability Gramian factors, we need to solve two projected algebraic Lyapunov equations of the Bernoulli stabilized system. We present an algorithm to solve such Lyapunov equations efficiently. To ensure fast convergence of the algorithm we also discuss shift parameter computation approaches. As an illustrative example, we apply our algorithms to the linearization of the von Kármán vortex shedding at a moderate Reynolds number. It is demonstrated that the resulting reduced model can be used to accurately simulate the unstable linearized model and to design a stabilizing controller. The balancing based results are compared with that of IRKA.

Chapter 4 focuses on model reduction of a class of second order index 1 systems arising from constraint mechanics, multiphysics, mechatronics, or electrics fields. Particularly, we consider a finite element model of a spindle head configuration in a machine tool. The special feature of this spindle head is that it is partially driven by a set of piezo actuators. Due to this piezo actuation the resulting model is a second order differential algebraic system of index 1. In the first part of this chapter, we show that a suitable first order companion form of the second order system reduces the computational demands in the implementation. Then we focus on second-order-to-first-order reduction methods. In this case we discuss both the BT and IRKA techniques elaborately. Next we discuss the second-order-to-second-order reduction methods using the BT and PDEG methods. We also discuss efficient
techniques, including an adaptive shift selection approach, to solve a Lyapunov equation obtained from second order index 1 DAEs. The proposed methods are applied to a structural FEM model of a micro-mechanical piezo-actuators based adaptive spindle support (ASS). Numerical results illustrate the capability of the techniques.

Chapter 5 is about the MOR of second order index 3 descriptor systems. In particular, we consider the models arising from constraint mechanics or multibody dynamics. In the beginning of the chapter we review the index reduction techniques to convert the DAEs to equivalent ODEs. As in Chapter 4, this chapter also first contributes second order to first order reduction. In this case both BT and IRKA are discussed elaborately. Then we include the BT and PDEG methods for structure preserving model reduction techniques of second order index 3 DAEs. This chapter also discusses the LRCF-ADI iteration for solving projected algebraic Lyapunov equations arising from second order index 3 descriptor systems. Computation of ADI shift parameters, the crucial objects of the LRCF-ADI method, is also discussed here for both heuristic and adaptive approaches. The proposed strategies are applied to several test examples and numerical results are discussed to demonstrate the performance.

We summarize our work in Chapter 6, including some important remarks regarding future directions of research.
Chapter 2

Preliminaries

The purpose of this chapter is to establish notation and introduce important concepts or results from the literature. First we discuss some important properties of the linear time-invariant (LTI) continuous-time systems as they are involved in this thesis. Then we briefly introduce the ideas of model reduction and the techniques of model reduction used throughout the thesis. In the implementation of some model reduction methods, the low-rank factors of the system Gramians are the important ingredients. One of the powerful methods for computing the Gramian factors is the LRCF-ADI iteration. The LRCF-ADI method and related issues are discussed to compute the low-rank Gramian factors by solving the Lyapunov equations. We discuss the background theory only for the non-descriptor generalized systems. This is relevant since the model reduction approach for our descriptor systems is applied to the converted ODE systems. This issue is also discussed at the end of the chapter. The profound discussion of a topic or proofs of the theorems, lemmas, etc. are omitted in this chapter since details are available in the referenced literature.

2.1 Theory of systems

This section gives the fundamental properties of the systems and their realizations from the system theory and linear algebra points of view. The generalized state space form of the systems is considered first. The results of the second order and descriptor systems are discussed subsequently.

2.1.1 State space form of dynamical systems

We describe generalized LTI continuous-time systems as

\[ \begin{align*}
\mathcal{E} \dot{x}(t) &= A x(t) + B u(t); \\
x(t_0) &= x_0, \quad t \geq t_0 \\
y(t) &= C x(t) + D_x u(t)
\end{align*} \] (2.1)
where \( x(t) \in \mathbb{R}^n \) are the states, \( u(t) \in \mathbb{R}^m \) are the inputs and, \( y(t) \in \mathbb{R}^p \) are the measurement outputs. The matrices \( E, A, B, C \) and \( D_a \) are of appropriate dimensions. If \( m = p = 1 \), the system is referred to as a single-input single-output (SISO) system, otherwise it is called a multi-input multi-output (MIMO) system. In the MIMO case, we assume that the number of inputs and outputs are much less than the number of states, i.e., \( m, p \ll n \). The dynamical system (2.1) is called asymptotically stable if all the finite eigenvalues of the matrix pencil [60]

\[
\mathcal{P}_c(\lambda) = \lambda E - A,
\]

with \( \lambda \in \mathbb{C} \) lie in the left complex plane (\( \mathbb{C}^- \)). If any eigenvalue of the pencil \( \mathcal{P}_c(\lambda) \) lies in \( \mathbb{C}^+ \) (right complex plane), then the system is called unstable. If \( E = I \), the identity matrix, the system is called a standard state space system. For an invertible \( E \), one can convert the generalized state space system (2.1) into standard state space form.

Let the matrix \( E \) be invertible and \( A_s = E^{-1}A, B_s = E^{-1}B \). Then the solution of the system (2.1) is

\[
\begin{align*}
x(t) &= e^{A_s(t-t_0)}x_0 + \int_{t_0}^{t} e^{A_s(t-\tau)}B_s u(\tau) d\tau, \\
y(t) &= C e^{A_s(t-t_0)}x_0 + \int_{t_0}^{t} C e^{A_s(t-\tau)}B_s u(\tau) d\tau + D_a u(t).
\end{align*}
\]

(2.3a)

(2.3b)

Given the initial value \( x_0 \) and the input \( u(t) \), the behavior of the dynamical system (2.1) can be characterized by \( y(t) \) in (2.3), which is called system response. In the time domain analysis of the LTI system, the two most commonly used responses are the step-response and the impulse-response. In a relaxed system (i.e., \( x(0) = 0 \)), the unit step response and the unit impulse response are the respective outputs of the systems when the unit step function and the unit impulse are used. Another important measurement to study the characteristic of the LTI system is the frequency response. In order to determine the frequency response, applying the Laplace transformation, \(^1\) the system in (2.1) turns out to be

\[
\begin{align*}
sE X(s) - x_0 &= A X(s) + B U(s), \\
Y(s) &= C X(s) + D_a U(s).
\end{align*}
\]

(2.4a)

(2.4b)

where \( X(s), U(s) \) and \( Y(s) \) are, respectively, the Laplace transformations of \( x(t) \), \( u(t) \) and \( y(t) \). Considering \( x_0 = 0 \) and inserting \( X(s) \) from (2.4a) into (2.4b) we obtain

\[
Y(s) = G(s) U(s),
\]

(2.5)

\(^1\) The Laplace transformation of a function \( f(t) \), defined for all real numbers \( t \geq 0 \), is the function \( F(s) \), defined by \( F(s) = \mathcal{L}[f(t)] = \int_{0}^{\infty} f(t)e^{-st} dt \). The parameter \( s \) is the complex number: \( s = a + ib \), with real number \( a, b \).
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where

\[ G(s) = C(sE - \mathcal{A})^{-1}B + \mathcal{D}_a, \]  

(2.6)

known as the transfer function (in the SISO case) of the system (2.1). In the case of MIMO systems, \( G(s) \) is the \( p \times m \) transfer matrix and can be written as

\[
G(s) = \begin{bmatrix}
G_{11}(s) & G_{12}(s) & \cdots & G_{1m}(s) \\
G_{21}(s) & G_{22}(s) & \cdots & G_{2m}(s) \\
\vdots & \vdots & & \vdots \\
G_{p1}(s) & G_{p2}(s) & \cdots & G_{pm}(s)
\end{bmatrix},
\]

(2.7)

where \( G_{il} = C(i,:)(sE - \mathcal{A})B(:,l) + \mathcal{D}_a(i,l) \) with \( i = 1, 2, \cdots, p \) and \( l = 1, 2, \cdots, m \). In fact, the transfer function is the input-output relation of the dynamical system in the complex domain. The behavior of the dynamical systems can be fully characterized by its transfer function.

**Definition 2.1.** The transfer function \( G(s) \) as defined in (2.5) is called proper if \( \lim_{s \to \infty} G(s) < \infty \) and strictly proper if \( \lim_{s \to \infty} G(s) = 0 \). Otherwise \( G(s) \) is called improper.

The frequency response of the dynamical system (2.1) which is defined by

\[ G(j\omega) = C(j\omega E - \mathcal{A})^{-1}B + \mathcal{D}_a, \]

(2.8)

where \( \omega \in \mathbb{R} \) is the frequency, is the value of the transfer function on the imaginary axis.

### 2.1.2 Controllability and observability of the systems

**Controllability** and **observability** are basic concepts in control theory; they are useful tools for solving many problems in system theory. The applications of these concepts can be found in [78, 41, 61, 133, 82, 109]. The ideas of controllability and observability of the system also play crucial roles in the MOR methods. The Gramian based MOR methods are in general based on the principle of the system controllability Gramian and observability Gramian.

**Definition 2.2.** The system in (2.1) is said to be controllable in \( t_0 \leq t \leq t_f \), if there exists an admissible input \( u(t) \) such that the system can be driven from initial state \( x(t_0) \) to any final state \( x(t_f) \).

To explain the idea of controllability, at the time \( t_0 = 0 \), let \( x_0 = 0 \). Then the
relation in (2.3a) yields \([109]\)
\[
x(t_f) = \int_0^{t_f} e^{A_s(t_f-\tau)} B_s u(\tau) d\tau,
\]
\[
= \int_0^{t_f} \left\{ I + A_s(t_f - \tau) + \frac{A_s^2}{2!} (t_f - \tau)^2 + \cdots \right\} B_s u(\tau) d\tau,
\]
\[
= B_s \int_0^{t_f} u(\tau) d\tau + A_s B_s \int_0^{t_f} (t_f - \tau) u(\tau) d\tau + A_s^2 B_s \int_0^{t_f} \frac{(t_f - \tau)^2}{2!} u(\tau) d\tau + \cdots
\]
\[
(2.9)
\]
We see in (2.9) that \(x(t_f)\) is the linear combination of \(B_s, A_s B_s, \ldots, A_s^{n-1} B_s\). Therefore, it can be said that a final state \(x(t_f)\) is controllable iff the controllability matrix
\[
\begin{bmatrix}
B_s & A_s B_s & \cdots & A_s^{n-1} B_s
\end{bmatrix}
\]
has full rank. The system (2.1) is said to be controllable if every state of the system is controllable, i.e. the controllability matrix is full \([78]\).

**Definition 2.3.** The system in (2.1) is said to be observable in \(t_0 \leq t \leq t_f\), if for a given input \(u(t)\) the initial state \(x(t_0)\) can be uniquely determined from the given output \(y(t)\).

Observability is the dual concept of the controllability. Analogous to the controllability, one can observe that the system (2.1) is observable if the observability matrix
\[
\begin{bmatrix}
C \\
CA_s \\
\vdots \\
CA_s^{n-1}
\end{bmatrix}
\]
is nonsingular.

For a controllable, observable, and stable LTI system (2.1) the controllability Gramian and observability Gramian are defined respectively by
\[
P = \int_0^\infty e^{A_s t} B_s B_s^T e^{A_s^T t} dt
\]
\[
(2.10)
\]
and
\[
\tilde{Q} = \int_0^\infty e^{A_s^T t} C^T C e^{A_s t} dt,
\]
\[
(2.11)
\]
where \(A_s\) and \(B_s\) are defined above. It can be shown that the controllability Gramian \((P)\) as defined in (2.10) is the solution of the continuous-time algebraic Lyapunov equation \([55]\)
\[
A_s P + P A_s^T = -B_s B_s^T,
\]
\[
(2.12)
\]
which is denoted as the controllability Lyapunov equation. Analogously, the observability Gramian defined in (2.11) is the solution of the continuous-time algebraic observability Lyapunov equation

$$\mathcal{A}^T \mathcal{Q} \mathcal{E} + \mathcal{E}^T \mathcal{Q} \mathcal{A} = -C^T C,$$  \hfill (2.13)

where $\mathcal{Q} = \mathcal{E}^{-T} \mathcal{Q} \mathcal{E}^{-1}$. If the system (2.1) is asymptotically stable, both of the Lyapunov equations have unique solutions. The following Lemma is important to relate the stability, controllability, and observability of a system.

**Lemma 2.1 ([42]).** For a stable system (2.1), the solutions of the Lyapunov equations (2.12) and (2.13) are unique and symmetric positive definite iff the system is controllable and observable, respectively.

The controllability and observability Gramians also have an interpretation from a physical point of view [59]. Consider the following two relations

$$J_c = \min_u \int_{-\infty}^{0} u^*(t)u(t)dt, \quad x(0) = x_0, \; t \leq 0, \quad \hfill (2.14a)$$

$$J_o = \int_{0}^{-\infty} y^*(t)y(t)dt, \quad u(t) = 0, \; x(0) = x_0, \; t \geq 0, \quad \hfill (2.14b)$$

where $J_c$ defines the required minimum energy to drive the system from zero state to the state $x_0$ and $J_o$ is the obtained energy observed at the output under the zero input and the initial condition $x_0$. The functionals $J_c$ and $J_o$ can be determined from

$$J_c = x_0^* P^{-1} x_0 \quad \hfill (2.15)$$

and

$$J_o = x_0^* Q x_0. \quad \hfill (2.16)$$

The relation in (2.15) states that any state $x_0 = x(t)$ that lies in an eigenspace of $P^{-1}$ corresponding to large eigenvalues requires more input energy to control. Since the eigenvectors of $P^{-1}$ corresponding to large eigenvalues are equal to the eigenvectors of $P$ with small eigenvalues, it can be said that the state $x_0 = x(t)$ is difficult to control if it lies in an eigenspace of $P$ corresponding to a small eigenvalue. Likewise, from (2.16) it can be said that the state that lies along one of the eigenvectors of $Q$ with small eigenvalues is difficult to observe. We can assume that the states that are difficult to control and observe are less important. The balancing based MOR methods are based on identifying and truncating the less important states from the systems. We will revisit these issues later in this chapter.
2.1.3 System Hankel singular values

The system Hankel singular values, or more simply, Hankel singular values (HSVs), play a crucial role in the balancing based model reduction that we will see later. In general, the HSVs of the system are the singular values of the Hankel operator (see e.g., [5]). In [59], Glover shows that the system’s HSVs are the positive square roots of the eigenvalues of the product of the controllability and observability Gramians, i.e.,

\[ \sigma_i^h = \sqrt{\lambda_i(PQ)} = \sqrt{\lambda_i(QP)}, \quad i = 1, 2, \ldots, n, \]  

(2.17)

where \( \lambda_i \) denotes the eigenvalues. Since the controllability Gramian and the observability Gramian are symmetric positive definite, they have always Cholesky decomposition:

\[ P = \Re_c \Re_c^T \quad \text{and} \quad Q = \La_c \La_c^T. \]  

(2.18)

It can be shown that (see, e.g., [117, 77])

\[ \sigma_i^h = \sqrt{\lambda_i(PQ)} \]

\[ = \sqrt{\lambda_i((\Re_c \Re_c^T \La_c \La_c^T)^T)} \]

\[ = \sqrt{\lambda_i((\Re_c^T \La_c)^T(\Re_c^T \La_c))} \]

\[ = \sigma_i(\Re_c^T \La_c), \quad \text{for } i = 1, 2, \ldots, n, \]

where \( \sigma_i \) denotes a singular value of \( \Re_c^T \La_c \). This means, the HSVs of the systems are the singular values of the product of the two Gramian factors. To compute the system’s HSVs in practice, we therefore use the Gramian factors of the systems.

2.1.4 Realizations

The transfer function of an LTI system is invariant under state space transformations or coordinate transformations [17]. For instance, if we replace \( x(t) \) in (2.1) with

\[ \tilde{x}(t) = T x(t), \]  

(2.19)

where the nonsingular matrix \( T \) is a coordinate transformation [17], we obtain a transformed system in which

\[ (\mathcal{E}, \mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}_a) \leftrightarrow (T \mathcal{E} T^{-1}, T \mathcal{A} T^{-1}, T \mathcal{B}, T \mathcal{C} T^{-1}, \mathcal{D}_a). \]  

(2.20)

The invariance of the transfer function under coordinate transformations of the system can be shown by

\[ \tilde{G}(s) = (\mathcal{C} T^{-1})(s T \mathcal{E} T^{-1} - T \mathcal{A} T^{-1})^{-1}(T \mathcal{B}) + \mathcal{D}_a \]

\[ = \mathcal{C}(s \mathcal{E} - \mathcal{A})^{-1} \mathcal{B} + \mathcal{D}_a = G(s). \]
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Here we see that \((E, A, B, C, D_a)\) and \((TET^{-1}, TAT^{-1}, TBT, CT^{-1}, D_a)\) are essentially two different realizations of the same transfer function \(G(s)\). Since the input/output relations of a system is not changing under coordinate transformations, a system may have infinitely many realizations. Among them there exist realizations where the dimension \(r\) of the system is minimum or the system consists of minimum number of degree of freedoms (DoF). This number \(r\) is called the McMillan degree of the system.

**Definition 2.4.** A realization \((E_r, A_r, B_r, C_r, D_a)\) of the transfer function \(G(s)\) in (2.5) of McMillan degree \(r\) is called a minimal realization.

A state space realization of a transfer function \(G(s)\) is minimal iff the system is controllable and observable. Note that although the McMillan degree is unique, the coordinate transformations leads to many minimum realizations of the same system. Fundamentally, the concept of MOR is to find a realization of a given system where the dimension of the system is as small as possible. We will study this in the coming section.

2.1.5 Second order systems

We consider second order LTI continuous-time systems

\[
\begin{align*}
M\ddot{\xi}(t) + D\dot{\xi}(t) + K\xi(t) &= \mathcal{H}u(t), \\
y(t) &= L_1\xi(t) + L_2\dot{\xi}(t) + D_a u(t),
\end{align*}
\] (2.21)

where \(M, D, K \in \mathbb{R}^{n_\xi \times n_\xi}\), input matrix \(\mathcal{H} \in \mathbb{R}^{n_\xi \times p}\) and output matrices \(L_1, L_2 \in \mathbb{R}^{m \times n_\xi}\). Such systems usually appear in mechanics [8] or structural and multibody dynamics [48, 40], where the velocity is taken into account in the modeling, and thus the acceleration becomes part of the system. In mechanics, usually, the matrices \(M, D, K\) are known as mass, damping and stiffness matrices, respectively, and the vector \(\xi(t)\) is known as mechanical displacement. Such systems also appear in electrical engineering when RLC circuits are designed for nodal analysis [131]. There the matrices \(M, D, K\) are called the conductance, capacitance and susceptance matrices, respectively, and the vector \(\xi(t)\) is denoted as electric charge. However, the second order form of the system (2.21) can be converted into the first order form (2.1). In the literature [116] several transformations are shown to convert the second order system into the first order from which can all be proved.
to be equivalent. The most common transformation using \( z(t) := \begin{bmatrix} \xi(t) \\ \dot{\xi}(t) \end{bmatrix} \) is

\[
\begin{bmatrix} F & 0 \\ 0 & M \end{bmatrix} \begin{bmatrix} \xi(t) \\ \dot{\xi}(t) \end{bmatrix} = \begin{bmatrix} 0 & F \\ -K & -D \end{bmatrix} \begin{bmatrix} \xi(t) \\ \dot{\xi}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ \mathcal{H} \end{bmatrix} u(t),
\]

(2.22)

where \( F \) is any nonsingular matrix with appropriate size. For simplicity, one can consider \( F = I \). If the matrices \( M, D, K \) are all symmetric, perhaps one of the suitable first order representations of the system (2.21) can be

\[
\begin{bmatrix} 0 & \mathcal{F} \\ \mathcal{M} & \mathcal{D} \end{bmatrix} \begin{bmatrix} \dot{\xi}(t) \\ \dot{\xi}(t) \end{bmatrix} = \begin{bmatrix} \mathcal{F} & 0 \\ 0 & -K \end{bmatrix} \begin{bmatrix} \xi(t) \\ \dot{\xi}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ \mathcal{H} \end{bmatrix} u(t),
\]

(2.23)

where \( \mathcal{F} \) is any nonsingular matrix with appropriate size. For simplicity, one can consider \( \mathcal{F} = I \). If the matrices \( \mathcal{M}, \mathcal{D}, \mathcal{K} \) are all symmetric, perhaps one of the suitable first order representations of the system (2.21) can be

\[
y(t) = \begin{bmatrix} L_1 & L_2 \end{bmatrix} \begin{bmatrix} \xi(t) \\ \dot{\xi}(t) \end{bmatrix} + \mathcal{D}_a u(t),
\]

(2.24)

where \( s \in \mathbb{C} \). Therefore, the transfer function for the second order model (2.21) can directly be defined from (2.8) as

\[
G(s) = (L_1 + L_2 s) (\mathcal{M} s^2 + \mathcal{D} s + \mathcal{K})^{-1} \mathcal{H} + \mathcal{D}_a.
\]

(2.25)

The Gramians for the second order systems can be defined from an energy interpretation perspective as mentioned above for the first order systems. Let us consider that \( P \) is the controllability Gramian of the system (2.22). By defining \( J(u) = \int_0^0 u^*(t)u(t)dt \), it can be shown that

\[
z_0^* P^{-1} z_0
\]

(2.26)

is the solution of the problem

\[
\min_u J(u) \quad \text{s. t.} \quad \mathcal{E} \dot{z}(t) = \mathcal{A} z(t) + \mathcal{B} u(t), \quad z(0) = z_0.
\]

(2.27)
with $z_0 = \begin{bmatrix} \xi_0 \\ \dot{\xi}_0 \end{bmatrix}$. Equation (2.26) in fact represents the required minimal energy to reach to the state $z_0$ from $t = -\infty$ at time $t = 0$. Now consider the two optimization problems

$$\min_{\xi_0} \min_u J(u)$$

s. t. $\mathcal{M}\ddot{\xi}(t) + \mathcal{D}\dot{\xi}(t) + \mathcal{K}\xi(t) = \mathcal{H}u(t), \; \xi(0) = \xi_0,$

and

$$\min_{\xi_0} \min_u J(u)$$

s. t. $\mathcal{M}\ddot{\xi}(t) + \mathcal{D}\dot{\xi}(t) + \mathcal{K}\xi(t) = \mathcal{H}u(t), \; \dot{\xi}(0) = \dot{\xi}_0.$

Due to the structure, the controllability Gramian $P$ of the system (2.22) can be compatibly partitioned as

$$P = \begin{bmatrix} P_p & P_o \\ P^T_o & P_v \end{bmatrix}.$$

The authors in [88] (see also [38]), show the optimal solution to the problem (2.28) is $\xi_0 P_v^{-1} \xi_0$, which is the minimal energy required to reach the given position $\xi_0$ over all past inputs and initial values. And the problem (2.29) is $\dot{\xi}_0 P_v^{-1} \dot{\xi}_0$, which is the minimal energy required to reach the given velocity $\dot{\xi}_0$ over all past inputs and initial values. Therefore, $P_p$ and $P_v$ are called the second order controllability position Gramian and the velocity Gramian, respectively. Similarly, partitioning the observability Gramian $Q$ of the the systems (2.22) as

$$Q = \begin{bmatrix} Q_p & Q_o \\ Q^T_o & Q_v \end{bmatrix},$$

we can denote $Q_p$ and $Q_v$ as the second order observability velocity and position Gramians, respectively.

### 2.2 Model reduction

The aim of model reduction is to replace the system (2.1) by a substantially lower dimensional system

$$\hat{\mathcal{E}}\dot{x}(t) = \hat{\mathcal{A}}\dot{x}(t) + \hat{\mathcal{B}}u(t), \; \hat{y}(t) = \hat{\mathcal{C}}\dot{x}(t) + \hat{\mathcal{D}}a u(t),$$

where $\hat{\mathcal{E}}, \hat{\mathcal{A}} \in \mathbb{R}^{r \times r}, \hat{\mathcal{B}} \in \mathbb{R}^{r \times m}, \hat{\mathcal{C}} \in \mathbb{R}^{m \times r}, \hat{\mathcal{D}}a := \mathcal{D}_a$. Here the goal is to ensure that the approximation error $\|y - \hat{y}\|$, ($\|\cdot\|$ denotes a suitable norm) must be sufficiently small. Analogous to (2.5), applying the Laplace transformations to the system (2.30) we get

$$\hat{Y}(s) = \hat{\mathcal{G}}(s)U(s),$$

where
\[ \hat{G}(s) = \hat{C}(s\hat{E} - \hat{A})^{-1}\hat{B} + \hat{D}_a \] (2.32)
is the transfer function for the reduced model. We know that
\[ \|Y - \hat{Y}\|_2 = \|GU - \hat{G}U\|_2 \leq \|G - \hat{G}\|_{\mathcal{H}_\infty}\|U\|_2, \] (2.33)
where \(\|\cdot\|_{\mathcal{H}_2}\) and \(\|\cdot\|_{\mathcal{H}_\infty}\) are respectively, the \(\mathcal{H}_2\) norm and \(\mathcal{H}_\infty\) norm of a complex matrix-valued function.

**Definition 2.5.** For a stable (SISO) system (2.1) the \(\mathcal{H}_2\) norm is defined by
\[ \|G\|_{\mathcal{H}_2} = \sqrt{\frac{1}{2\pi} \int_{-\infty}^{\infty} |G(j\omega)|^2d\omega}. \] (2.34)

**Lemma 2.2.** If \(P\) and \(Q\) are the solutions of the controllability and observability Lyapunov equations defined in (2.12) and (2.13), then the \(\mathcal{H}_2\) norm can be computed from
\[ \|G\|_{\mathcal{H}_2} = \sqrt{B^TQB} = \sqrt{CPCT}. \] (2.35)

**Definition 2.6.** The \(\mathcal{H}_\infty\) norm of the stable system (2.1) is defined by
\[ \|G\|_{\mathcal{H}_\infty} = \sup_{\omega \in \mathbb{R}} \sigma_{\text{max}}(G(j\omega)), \] (2.36)
where \(\sigma_{\text{max}}\) denotes the maximum singular value of \(G(j\omega)\).

From (2.33) it is clear that, in the frequency domain, for the same input, the difference between two output responses can be bounded by \(\|G - \hat{G}\|_{\mathcal{H}_\infty}\). By minimizing \(\|G - \hat{G}\|_{\mathcal{H}_\infty}\) we can guarantee that \(\|Y - \hat{Y}\|_{\mathcal{H}_2}\) is minimized. Hence in model reduction, the approximation error between original and reduced model can be shown by computing the \(\mathcal{H}_\infty\) norm of the difference of two transfer functions, i.e., \(\|G - \hat{G}\|_{\mathcal{H}_\infty}\) in a certain range of the frequency domain. In most cases, the MOR methods for a dynamical system are performed by projecting the system onto a lower dimensional subspace.

**Definition 2.7.** A matrix \(\Pi \in \mathbb{R}^{n \times n}\) which satisfies \(\Pi^2 = \Pi\) is called projector or projection matrix. If \(S_1 = \text{Range}(\Pi)\), then \(\Pi\) is the projector onto \(S_1\). Let \(V = [v_1, \cdots, v_r]\), and \(S_1 = \text{Range}(V)\), then \(\Pi = V(V^TV)^{-1}V^T\) is the projector onto \(S_1\).

**Lemma 2.3.** Suppose \(\Pi\) is a projector. The following are then true for \(\Pi\):

1. The matrix \(I - \Pi\) is also a projector, called complementary projector.
2. The projector \(\Pi\) is orthogonal if \(\Pi = \Pi^T\), otherwise it is an oblique projector.
3. Let \(S_2\) be another \(r\) dimensional subspace and \(S_2 = \text{Range}(W)\), where \(W = [w_1, \cdots, w_r]\), then \(\Pi = V(W^TV)^{-1}W^T\) is called an oblique projector.
Recalling the system (2.1), let us assume that the state vector \( x(t) \) is contained in a lower dimensional subspace \( S_1 \). Thus, we can project \( x(t) \) onto \( S_1 \) along \( S_2 \) by applying an orthogonal or an oblique projector. To achieve this goal, construct \( V = [v_1, \ldots, v_r] \) and \( W = [w_1, \ldots, w_r] \) such that

\[
V = \text{Range}(S_1) \quad \text{and} \quad W = \text{Range}(S_2).
\]

Now approximating \( x(t) \) by \( VW^T x(t) \) in (2.1) and defining \( \hat{x}(t) = W^T x(t) \) we obtain

\[
\dot{E}V\hat{x}(t) \approx AV\hat{x}(t) + Bu(t),
\]

\[
y(t) \approx CV\hat{x}(t) + Da u(t).
\]

Since there exists an error \( e = E\dot{V}\hat{x}(t) - AV\hat{x}(t) - Bu(t) \) in the state equation we write \( \approx \) instead of \( = \). This error is called residual. By construction, each column of \( W \) is perpendicular to \( e \), i.e., \( W^T e = 0 \). Thus, (2.38) becomes

\[
W^T E\dot{V}\hat{x}(t) = W^T AV\hat{x}(t) + W^T Bu(t),
\]

\[
\dot{y}(t) = CV\hat{x}(t) + Da u(t),
\]

which is exactly the reduced model as in (2.30) with

\[
\hat{E} = W^T E, \quad \hat{A} = W^T AV, \quad \hat{B} = W^T B \quad \text{and} \quad \hat{C} = CV.
\]

At a glance, in the projection based model reduction methods to compute the reduced models (2.30), one needs to compute the reduced coefficient matrices (2.40) by applying thin rectangular matrices \( V \) and \( W \) which are called the right and left transformation matrices, respectively. In this method the basic task is to construct the transformations by using the bases vectors of the subspaces \( S_1 \) and \( S_2 \). However, the choice of the basis for \( S_1 \) and \( S_2 \) is not unique. Therefore, different types of model reduction methods are available in the literature based on the different choices of the basis for these subspaces. In the following, we discuss some prominent MOR methods which compute the transformation matrices \( V \) and \( W \) in different ways.

### 2.2.1 Balanced truncation

A good motivation of balanced truncation can be found in [5]. The fundamental idea of balanced truncation is to truncate the less-important states from the systems. A less-important state is a state that is difficult to control and observe. Those states essentially correspond to the smallest HSVs. In reality, the states which are difficult to control may not be difficult to observe and vice versa. This implicates if we eliminate the states that are hard to be controlled directly from the original system, then we may also eliminate some states that are easy to observe. However, in an application, the easily observable states are essential to be preserved. The same
contradiction might appear for those states that are difficult to be observed but easily controlled. This problem can be resolved by transforming the system into a balanced form. In a balanced, system the degree of controllability and the degree of observability of each state are the same. A balanced system can also be defined as follows.

**Definition 2.8.** A stable and minimal LTI system is called balanced if the controllability Gramian and the observability Gramian of the system are equal and diagonal. The diagonal elements are the system’s HSVs.

Now if we eliminate those states of the balanced system that are hard to be controlled, we have eliminated the hard to observe states at the same time. The systems can be balanced via a balancing transformation.

**Definition 2.9.** A state space transformation $T$ as defined in (2.19) is called balancing transformation if it causes

$$T^*PT = T^{-1}QT^{-1} = \begin{bmatrix} \Sigma_1 & \cdot \\ \cdot & \Sigma_2 \end{bmatrix},$$

(2.41)

where $P$ and $Q$ are the controllability and observability Gramians, $\Sigma_1 = \text{diag}(\sigma_1, \cdots, \sigma_r)$, $\Sigma_2 = \text{diag}(\sigma_{r+1}, \cdots, \sigma_n)$, and $\{\sigma_i\}_{i=1}^n$ are the system’s HSVs.

Under the balancing transformations, according to the Gramians in (2.41), the state space realization is transformed into

$$(\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}_a) \mapsto (T\tilde{E}T^{-1}, T\tilde{A}T^{-1}, T\tilde{B}, T\tilde{C}T^{-1}, \tilde{D}_a)$$

Now picking up the block matrices $\tilde{E}_{11}, \tilde{A}_{11}, \tilde{B}_1, \tilde{C}_1$ one can form the ROM (2.30), where $(\hat{E}, \hat{A}, \hat{B}, \hat{C}) = (\tilde{E}_{11}, \tilde{A}_{11}, \tilde{B}_1, \tilde{C}_1)$.

From the above discussion we can conclude that in the balancing based model reduction one must first compute the balancing transformation ($T$) to convert the system into a balanced form. Then the truncation is performed on the balanced system. For a large-scale system, balancing the whole system before truncation is infeasible. Hence, for such systems, usually the balancing and truncation are carried out simultaneously, by using the so-called balancing and truncating transformations.

The author of [5] review, several approaches to compute the balancing and truncating transformations, among which we will focus on the square-root method (SRM), originally defined in [117]. To perform this method, compute the Gramian factors $R_c$ and $L_c$ as defined in (2.18). Then the balancing transformation can be formed using the SVD

$$R_c^T \tilde{E} L_c = U \Sigma V^T = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & \cdot \\ \cdot & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix},$$
Algorithm 1: LR-SRM.

**Input**: $E, A, B, C, D_a$.

**Output**: $\hat{E}, \hat{A}, \hat{B}, \hat{C}, \hat{D}_a := D_a$.

1. Compute $R$ and $L$ as defined in (2.18) by solving (2.10) and (2.11).
2. Compute SVD $R^T E L = U \Sigma V^T = [U_1 \ U_2] \begin{bmatrix} \Sigma_1 & \Sigma_2 \\ \Sigma_2 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix}$.
3. Construct $V := LV_1 \Sigma_1^{-\frac{1}{2}}$, $W := RU_1 \Sigma_2^{-\frac{1}{2}}$.
4. Form $\hat{E} = W^T E V$, $\hat{A} = W^T A V$, $\hat{B} = W^T B$ and $\hat{C} = C V$.

And defining $V := LV_1 \Sigma_1^{-\frac{1}{2}}$, $W := RU_1 \Sigma_2^{-\frac{1}{2}}$, (2.42)

where $U_1$ and $V_1$ are composed of the leading $k$ columns of $U$ and $V$, respectively, $\Sigma_1$ is the first $k \times k$ block of the matrix $\Sigma = \text{diag} (\sigma_1, \sigma_2, \ldots, \sigma_k, \ldots, \sigma_n)$. Finally, by applying the balancing transformations (2.42) to the system (2.1), one can derive the ROM (2.30).

The Gramian factors $R_c$ and $L_c$ are obtained by using the Cholesky decompositions of the Gramians $P$ and $Q$. The Gramians can be computed by solving the corresponding Lyapunov equations. There exist direct solvers [14, 69] as well as iterative solvers [126, 72, 25] to compute $P$ and $Q$ by solving the Lyapunov equations (2.12-2.13). All these methods are applicable for a small dense system. If the number of inputs and outputs are much smaller than the dimension of the system, then the Gramians $P$ and $Q$ can usually be approximated by low-rank factors, i.e,

$$P \approx RR^T \quad \text{and} \quad Q \approx LL^T.$$ (2.43)

Here $R$ and $L$ are thin rectangular matrices. Therefore, instead of computing the full Gramian factors, one can compute low-rank factors of the Gramians. During the last few decades, several iterative methods were proposed, e.g., LRCF-ADI (low-rank Cholesky factor - alternating direction implicit) iterations [81, 22], cyclic low-rank Smith methods [93, 67], projection methods [99, 46, 72, 73, 108], and sign function methods [26, 28, 15]. Although most of the methods are shown to be applicable for large scale dynamical systems, the LRCF-ADI iteration is more attractive in the context of Gramian based model reduction for large sparse systems with few inputs and outputs. A motivation of this prominent method can be found in [30]. The next section contributes the LRCF-ADI iteration and related issues for solving the large sparse continuous-time algebraic Lyapunov equations.

Using the low-rank Gramian factors $R$ and $L$, the square root method is summarized in Algorithm 1.

The reduced systems obtained by balanced truncation satisfy [5, 59] the global
error bound

\[ \| G - \hat{G} \|_{\infty} \leq 2 \sum_{i=k+1}^{n} \sigma_i, \]  

(2.44)

where \( \hat{G} \) is the transfer function of the reduced model. The relation (2.44) is an a priori error bound. Thus, for a given error bound (tolerance) one can use it to fix the required dimension of the reduced system.

### 2.2.2 Interpolatory projections

Interpolatory projection methods seek a ROM (2.30) by constructing the matrices \( V \) and \( W \) in such a way that the reduced transfer function (2.32) interpolates the original transfer function (2.6) at a predefined set of interpolation points. That is find \( \hat{G}(s) \) such that

\[ \begin{align*}
G(\alpha_i) &= \hat{G}(\alpha_i), \\
C(\alpha_i \mathcal{E} - A)^{-1}B &= \hat{C}(\alpha_i \hat{\mathcal{E}} - \hat{A})^{-1}\hat{B},
\end{align*} \]

for \( i = 1, \cdots, r \),

(2.45)

where \( \alpha_i \in \mathbb{C} \) are the interpolation points. Often, in addition to the above conditions, we are interested in matching more quantities, that is

\[ \begin{align*}
G^{(j)}(\alpha_i) &= \hat{G}^{(j)}(\alpha_i), \\
C[(\alpha_i \mathcal{E} - A)^{-1} \mathcal{E}]^j(\alpha_i \mathcal{E} - A)^{-1}B &= \hat{C}[(\alpha_i \hat{\mathcal{E}} - \hat{A})^{-1} \hat{\mathcal{E}}]^j(\alpha_i \hat{\mathcal{E}} - \hat{A})^{-1}\hat{B},
\end{align*} \]

for \( j = 0, 1, \cdots, q \), where \( C[-(\alpha_i \mathcal{E} - A)^{-1} \mathcal{E}]^j(\alpha_i \mathcal{E} - A)^{-1}B \) is called the \( j \)-th moment of \( G(s) \) at \( \alpha_i \), and represents the \( j \)-th derivative of \( G(s) \) evaluated at \( \sigma_i \). Note that for \( j = 0 \), these conditions reduce to (2.45). In this thesis, we restrict ourselves to simple Hermite interpolation, where \( j = 0 \) and \( j = 1 \). In the following, we discuss how projection can ensure a reduced interpolating approximation by carefully selecting the matrices \( V \) and \( W \).

The concept of projection for interpolatory model reduction was initially introduced in [124], later, Grimme in [62] modified the approach by utilizing the rational Krylov method [98]. Since Krylov based methods can achieve moment matching without explicitly computing moments (explicit computation of moments is known to be ill-conditioned [51]), they are extremely useful for model reduction of large scale systems.

The following result suggests a choice of \( V \) and \( W \) that ensure Hermite interpolation with the use of a rational Krylov subspace.

**Lemma 2.4** ([64]). Consider two sets of distinct interpolation points, \( \{\alpha_i\}_{i=1}^{r} \subset \mathbb{C} \) and \( \{\beta_i\}_{i=1}^{r} \subset \mathbb{C} \), which are closed under conjugation (i.e., the points are either real
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or appear in conjugate pairs). Suppose $V$ and $W$ satisfy

\[
\text{Range}(V) = \text{span}\left\{ (\alpha_1E-A)^{-1}B, \cdots, (\alpha_rE-A)^{-1}B \right\}, \tag{2.47a}
\]

\[
\text{Range}(W) = \text{span}\left\{ (\beta_1E^T-A^T)^{-1}C^T, \cdots, (\beta_rE^T-A^T)^{-1}C^T \right\}. \tag{2.47b}
\]

Then $V$ and $W$ can be chosen real and $\hat{G}(s) = \hat{C}(s\hat{E} - \hat{A})^{-1}\hat{C}$, where $\hat{E}$, $\hat{A}$, $\hat{B}$ and $\hat{C}$ define the ROM (2.30). The ROM satisfies the interpolation conditions

\[
G(\alpha_i) = \hat{G}(\alpha_i), \quad G(\beta_i) = \hat{G}(\beta_i), \quad \text{and}
\]

\[
G'(\alpha_i) = \hat{G}'(\alpha_i) \quad \text{when} \quad \alpha_i = \beta_i,
\]

for $i = 1, \cdots, r$.

The subspace in (2.47a), that is, the span of the column vectors $(\alpha_iE-A)^{-1}B$ for $i = 1, \cdots, r$, can be considered as the union of shifted rational Krylov subspaces. For a given shift frequency $\alpha \in \mathbb{C}$, the rational Krylov subspace $K_q((\alpha E - A)^{-1}, (\alpha E - A)^{-1}B)$ is defined as

\[
K_q((\alpha E - A)^{-1}, (\alpha E - A)^{-1}B) := \text{span}\left\{ (\alpha E - A)^{-1}B, \cdots, (\alpha E - A)^{-q}B \right\}.
\]

If $q = 1$ for each $\alpha_i, i = 1, \cdots, r$, then the union of such shifted rational Krylov subspaces is equivalent to the subspace in (2.47a). Analogously, the subspace in (2.47b) can also be defined as the union of shifted rational Krylov subspaces given above. To summarize, rational Krylov based model reduction requires a suitable choice of interpolation points, the construction of $V$ and $W$ as in Lemma 2.4, and the use of Petrov-Galerkin conditions.

The quality of the reduced model is highly dependent on the choice of interpolation points and therefore various techniques [124] have been developed for the selection of interpolation points. Recently in [64], the issue of selecting a good choice of interpolation points is linked to the problem of $\mathcal{H}_2$-optimal model reduction.

**Definition 2.10.** A ROM (2.30) is called $\mathcal{H}_2$ optimal if it satisfies

\[
\|G\|_{\mathcal{H}_2} = \min_{\dim(\hat{G})=r} \|G - \hat{G}\|_{\mathcal{H}_2}. \tag{2.48}
\]

IRKA is proposed in [64]. Upon convergence, it identifies a choice of interpolation points that guarantees the $\mathcal{H}_2$-optimality conditions for the reduced system. Starting from an initial set of interpolation points, the IRKA iteration updates the interpolation points until they converge to a fixed value. Until now we have considered that (2.1) is a SISO system. A complete procedure of IRKA for a SISO system is given in [64, Algorithm 4.1].

For model reduction of MIMO dynamical systems, rational tangential interpolation has been developed by Gallivan et. al. [57]. The problem of rational tangential
interpolation is to construct $V$ and $W$ such that the reduced transfer function $\hat{G}(s)$ tangentially interpolates the original transfer function $G(s)$ at a predefined set of interpolation points and some fixed tangent directions. That is

\[
G(\alpha_i)b_i = \hat{G}(\alpha_i)b_i, \quad \alpha_i^T G(\alpha_i) = \alpha_i^T \hat{G}(\alpha_i), \quad \text{and} \quad c_i^T G(\alpha_i)b_i = c_i^T \hat{G}(\alpha_i)b_i, \quad \text{for } i = 1, \ldots, r,
\]

where $b_i \in \mathbb{C}^m$ and $c_i \in \mathbb{C}^p$ are the right and left tangential directions, respectively, and correspond to the interpolation points $\alpha_i$. With these quantities, the rational tangential interpolation can be achieved. The IRKA based interpolatory projection methods for MIMO systems have been discussed in [64, 36], where the algorithm updates interpolation points as well as tangential directions until the reduced system satisfies the necessary condition for $H_2$-optimality. We have summarized a complete procedure for a MIMO system in Algorithm 2.

### 2.2.3 Model reduction of a second order system

In the previous section we have introduced second order ODE systems. A classical approach to find a reduced order model (ROM) of second order systems is first to rewrite the systems into first-order form, then apply model order reduction techniques to find reduced state space systems [110, 37, 29, 20]. Now the question arises: can we return to the second order form from the reduced systems? In general, the answer is negative since the structure of the original model is destroyed in
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the reduced order form. Sometimes, the preservation of second order structure in the reduced systems is essential to perform the simulation, optimization and controller design if the software tools are specially designed for second order systems. Moreover, structure preserving reduced models allow meaningful physical interpretation and provide more accurate approximation which we will see later. Recently, structure preserving model reduction of second order systems received much attention. See e.g., [76, 11, 104, 105, 16, 96, 29, 66, 20] and the references therein.

The structure preserving model reduction of second order systems using balanced truncation was first discussed by Meyer and Srinivasan in [88] based on the second order Gramians defined above. Next in [96] four types of balancing criteria are shown to obtain four types of reduced models of second order systems based on the second order Gramians. Following [96], the authors in [20] show an efficient technique for model reduction of symmetric second order systems. The technique uses the low-rank factors of the second order Gramians to construct the balancing and truncation transformations.

The controllability Gramian $P \in \mathbb{R}^{2n_{\xi} \times 2n_{\xi}}$ and the observability Gramian $Q \in \mathbb{R}^{2n_{\xi} \times 2n_{\xi}}$ for the system (2.21) are the solutions of the Lyapunov equations

$$APE^T + EPA^T = -BB^T \quad \text{and} \quad A^TQE + E^TQA = -C^TC,$$

where $E, A, B, C$ are defined either as in (2.22) or (2.23). We consider $R$ as a low-rank controllability Gramian factor such that $W_c \approx RR^T$. The structure of the first order system allows us to split $R$ as

$$R = \begin{bmatrix} R_v^T & R_p^T \end{bmatrix}^T.$$

Therefore, the controllability Gramian can be written [29] as

$$P = \begin{bmatrix} P_v & P_o \\ P_o & P_p \end{bmatrix} \approx RR^T = \begin{bmatrix} R_v & R_p \end{bmatrix} \begin{bmatrix} R_v^T & R_p^T \end{bmatrix} = \begin{bmatrix} R_vR_v^T & R_vR_p^T \\ R_pR_v^T & R_pR_p^T \end{bmatrix}.$$

Hence we have

$$P_v \approx R_vR_v^T \quad \text{and} \quad P_p \approx R_pR_p^T.$$

Similarly, considering $Q \approx LL^T$ we have

$$Q_v \approx L_vL_v^T \quad \text{and} \quad Q_p \approx L_pL_p^T,$$

where $L = \begin{bmatrix} L_v^T & L_p^T \end{bmatrix}^T$. Apparently, $R_v$ and $R_p$ are obtained from the first $n_{\xi}$ rows and the lower $n_{\xi}$ rows of $R$, respectively. Analogously, $L_v$ and $L_p$ can be obtained from the first $n_{\xi}$ rows and the lower $n_{\xi}$ rows of the low-rank observability Gramian factor $L$. Once we have $R_\alpha$ and $L_\beta$ ($\alpha \in \{v, p\}, \beta \in \{v, p\}$), the balancing transformation can be formed [96, 20] using the SVD

$$R_\alpha^TML_\beta = U_{\alpha\beta}\Sigma_{\alpha\beta}V_{\alpha\beta}^T = \begin{bmatrix} U_{\alpha\beta,1} & U_{\alpha\beta,2} \\ \Sigma_{\alpha\beta,1} & \Sigma_{\alpha\beta,2} \end{bmatrix} \begin{bmatrix} V_{\alpha\beta,1}^T \\ V_{\alpha\beta,2}^T \end{bmatrix}.$$


and defining

\[ W_s := L_\beta U_{\alpha\beta,1} \Sigma_{\alpha\beta,1}^{-\frac{1}{2}}, \quad V_s := R_\alpha V_{\alpha\beta,1} \Sigma_{\alpha\beta,1}^{-\frac{1}{2}}, \]  

(2.52)

where \( U_{\alpha\beta,1} \) and \( V_{\alpha\beta,1} \) are composed of the leading \( k \) columns of \( U_{\alpha\beta} \) and \( V_{\alpha\beta} \), respectively, \( \Sigma_{\alpha\beta,1} \) is the first \( k \times k \) block of the matrix \( \Sigma_{\alpha\beta} \). Applying \( W_s, V_s \in \mathbb{R}^{n_x \times k} \) with \( k \ll n_x \) in (2.21), we obtain the reduced models

\[ \hat{\mathcal{M}}(t) \dot{\mathbf{\hat{x}}}(t) + \hat{\mathcal{K}}(t) \mathbf{\hat{x}}(t) = \hat{\mathcal{H}}u(t), \]

\[ \mathbf{\hat{y}}(t) = \hat{\mathcal{L}}x(t) + \hat{\mathcal{D}}su(t), \]

(2.53)

where

\[ \hat{\mathcal{M}} = W_s^T \mathcal{M}V_s, \quad \hat{\mathcal{D}} = W_s^T \mathcal{D}V_s, \quad \hat{\mathcal{K}} = W_s^T \mathcal{K}V_s, \]

\[ \hat{\mathcal{H}} = W_s^T \mathcal{H}, \quad \hat{\mathcal{L}} = \mathcal{L}V_s, \quad \hat{\mathcal{D}}s := \mathcal{D}s. \]

(2.54)

When \( \alpha = \beta = v \), the balancing technique by the above procedure is called velocity-velocity (VV) balancing. Likewise position-position (PP) balancing is obtained if \( \alpha = \beta = p \), velocity-position (VP) balancing is obtained if \( \alpha = v, \beta = p \), and position-velocity (PV) balancing is obtained if \( \alpha = p, \beta = v \).

### 2.3 The LRCF-ADI iteration and related issues

In the previous section, we have already seen that to implement the balancing based MOR for the large sparse dynamical systems with few inputs and outputs (see Algorithm 1), the key tools are the low-rank controllability Gramian factor \( \mathcal{R} \) and the observability Gramian factor \( \mathcal{L} \). During the recent decades, several methods have been developed [93, 81, 108, 22] that allow to exploit the fact that often all coefficient matrices are sparse and the number of inputs and outputs is very small compared to the number of DoFs. The LRCF-ADI iteration [81, 22] is one of such efficient methods. This prominent method is derived from the ADI (alternating direction implicit) iteration introduced in [84]. Details on the derivation of the LRCF-ADI iteration can be found in, e.g., [79]. This iterative approach is also extended by Stykel in [112] to compute the low-rank Gramian factors by solving the generalized projected Lyapunov equations for descriptor systems. We will focus on these issues in the later chapters because it is one of the main interests of this thesis.

Much research has been done in the development of the LRCF-ADI iteration over the last two decades. The most recent developments were performed by Benner et. al. in [19, 20]. Usually, the computed low-rank Gramian factors via the LRCF-ADI method are complex due to the effect of complex ADI shift parameters. In [19], the authors show an efficient technique to compute real low-rank Gramian factors by cleverly handling the complex shift parameters. On the other hand, a computationally cheap approach, a low-rank residual based stopping criterion of
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Algorithm 3: G-LRCF-ADI iteration.

\begin{algorithm}
\textbf{Input}: $\mathcal{E}$, $\mathcal{A}$, $\mathcal{B}$, \{${\mu}_i\}_{i=1}^J$.
\textbf{Output}: $\mathcal{R} = Z_i$, such that $\mathcal{P} \approx \mathcal{R} \mathcal{R}^H$.

1. $Z_0 = []$.
2. \textbf{for} $i = 1 : i_{\text{max}}$ \textbf{do}
3. \hspace{1em} \textbf{if} $i = 1$ \textbf{then}
4. \hspace{2em} $V_i = (\mathcal{A} + \mu_1 \mathcal{E})^{-1} \mathcal{B}$.
5. \hspace{1em} \textbf{else}
6. \hspace{2em} $V_i = [V_{i-1} - (\mu_i + \overline{\mu_{i-1}})(\mathcal{A} + \mu_i \mathcal{E})^{-1} \mathcal{E} V_{i-1}]$.
7. \hspace{1em} \textbf{end if}
8. \hspace{1em} Update $Z_i = [Z_{i-1} \sqrt{-2 \text{ Re} (\mu_i)} V_i]$.
9. \textbf{end for}
\end{algorithm}

the LRCF-ADI iteration is introduced in [20]. For convenience, we briefly review both the ideas for the generalized systems as in (2.1) and combine them in a single algorithm.

Recall the generalized (G-)LRCF-ADI iteration in [102, Algorithm 5.1] which is presented again in Algorithm 3. This algorithm successively generates the columns of the low-rank controllability Gramian factor $\mathcal{R}$ by solving the Lyapunov equation (2.12). For the low-rank factor of the observability Gramian, one can follow the same algorithm to solve the observability Lyapunov equation (2.13). In that case, the inputs $\mathcal{E}$, $\mathcal{A}$ and $\mathcal{B}$ are replaced by $\mathcal{E}^T$, $\mathcal{A}^T$ and $\mathcal{C}^T$. In this thesis all the details are given for the low-rank controllability Gramian factor. The low-rank observability Gramian factor can be handled in the same manner.

A set of optimal ADI shift parameters or simply shift parameters \{${\mu}_i\}_{i=1}^J \subset \mathbb{C}^-$ are necessary for fast convergence of the algorithm. We will discuss the shift parameter selection criterion later in this section. In this algorithm we also see that if the maximum number of iterations $i_{\text{max}}$ is greater than the number of shifts $J$, then the shift parameters are used in a cyclic way.

Although in Algorithm 3 all of the input matrices $\mathcal{E}$, $\mathcal{A}$ and $\mathcal{B}$ are real, due to the complex shift parameters in each iteration step, the updated $Z_i$ store complex data, which increases the overall complexity and memory requirements of the method. Moreover, in the balancing based methods using these complex Gramian factors yields complex reduced systems by performing some complex arithmetic operations. This problem is resolved in [19]. In this regard, the important assumption is that the selected ADI shift parameters should be proper.

**Definition 2.11.** The ADI shift parameters \{${\mu}_i\}_{i=1}^J \subset \mathbb{C}^-$ are called proper if $\mu_i$ and $\mu_{i+1}$ are complex conjugates of each other when one of them is complex.

In [19] it is shown that at the $(i + 1)$-st iteration of the G-LRCF-ADI iteration, $V_{i+1}$
can be computed by
\[ V_{i+1} = V_i + 2\delta \text{Im}(V_i), \tag{2.55} \]
where \( \delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)} \). This identity states that in Algorithm 3, corresponding to \( \mu_{i+1} = \overline{\mu}_i \), \( V_{i+1} \) can be computed explicitly from \( V_i \), which releases us from solving a shifted linear system with \( A + \overline{\mu}_i E \). This idea also results in the following theorem.

**Theorem 2.1.** Let us assume a set of proper ADI shift parameters. For a pair of complex conjugate shifts \( \{\mu_i, \mu_{i+1} := \overline{\mu}_i\} \), the two subsequent block iterates \( V_i \) and \( V_{i+1} \) of Algorithm 3 satisfy
\[ [V_i, V_{i+1}] = \left[ \sqrt{-2\text{Re}(\mu_i)(\text{Re}(V_i) + \delta \text{Im}(V_i))}, \sqrt{-2\text{Re}(\mu_i)\sqrt{\delta^2 + 1} \text{Im}(V_i)} \right]. \tag{2.56} \]

This theorem reveals that for a pair of complex conjugate shifts at any iteration step in the G-LRCF-ADI iteration, \( Z_i \) can be updated by
\[ Z_{i+1} = [Z_{i-1}, \sqrt{-2\text{Re}(\mu_i)(\text{Re}(V_i) + \delta \text{Im}(V_i))}, \sqrt{-2\text{Re}(\mu_i)\sqrt{\delta^2 + 1} \text{Im}(V_i)}]. \tag{2.57} \]

A version of the GLRCF-ADI algorithm is summarized in Algorithm 4, which computes low-rank real Gramian factors.

Additionally, Algorithm 3 can be stopped whenever the norm of the ADI-residual
\[ F(Z_i) = A_i Z_i^T E^T + E Z_i Z_i^T A_i^T + B B^T \tag{2.58} \]
becomes very small. But computing \( \|F(Z_i)\| \) in Frobenius-norm or 2-norm in each iteration step is an expensive task, since in each iteration the resulting residual (2.58) is an \( n \times n \) matrix. Recently, in [20] the authors show that in the \( i \)-th iteration, the ADI-residual in (2.58) can be represented as
\[ F(Z_i) = W_i W_i^H, \]
with
\[ W_i = \left( \prod_{j=1}^{i} (A - \mu_j E)(A + \mu_j E)^{-1} \right) B. \tag{2.59} \]

And the \( V_i \) iterate in the GLRCF-ADI can be expressed as [20]
\[ V_i = (A + \mu_i E)^{-1} W_{i-1}. \tag{2.60} \]

From (2.59) again we obtain
\[ W_i = (A - \mu_i E)(A + \mu_i E)^{-1} \left( \prod_{j=1}^{i-1} (A - \mu_j E)(A + \mu_j E)^{-1} \right) B \]
\[ = (A - \mu_i E)(A + \mu_i E)^{-1} W_{i-1} \]
\[ = [I - (\mu_i + \overline{\mu}_i)E(A + \mu_i E)^{-1}] W_{i-1} \]
\[ = W_{i-1} - 2 \text{Re}(\mu_i) E V_i \quad \text{(using 2.60)}. \tag{2.61} \]
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Algorithm 4: G-LRCF-ADI iteration (for a real low-rank Gramian factor).

\begin{algorithm}
\textbf{Input}: $\mathcal{E}$, $\mathcal{A}$, $\mathcal{B}$, $\{\mu_i\}_{i=1}^J$.
\textbf{Output}: $\mathcal{R} = Z_i$, such that $\mathcal{P} \approx \mathcal{R}\mathcal{R}^T$.

1. $Z_0 = []$.
2. for $i = 1 : i_{\text{max}}$ do
3. \hspace{1em} if $i = 1$ then
4. \hspace{2em} $V_i = (\mathcal{A} + \mu_1\mathcal{E})^{-1}\mathcal{B}$.
5. \hspace{1em} else
6. \hspace{2em} $V_i = \left[V_{i-1} - (\mu_i + \mu_{i-1}) (\mathcal{A} + \mu_i\mathcal{E})^{-1}\mathcal{E}V_{i-1}\right]$.
7. \hspace{1em} end if
8. \hspace{1em} if $\text{Im}(\mu_i) = 0$ then
9. \hspace{2em} $Z_i = \left[Z_{i-1} \sqrt{-2\mu_i} V_i\right]$.
10. \hspace{1em} else
11. \hspace{2em} $\gamma = 2\sqrt{-\text{Re}(\mu_i)}$, $\delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)}$,
12. \hspace{2em} $Z_{i+1} = \left[Z_{i-1} \sqrt{-2\gamma}(\text{Re}(V_i) + \delta \text{Im}(V_i)) \sqrt{-2\gamma\sqrt{\delta^2 + 1}} \text{Im}(V_i)\right]$,
13. \hspace{2em} $V_{i+1} = \overline{V} + \delta \text{Im}(V_i)$.
14. \hspace{1em} $i = i + 1$
15. \hspace{1em} end if
16. end for
\end{algorithm}

In the case of real setting when we consider $\mu_{i+1} := \overline{\mu_i}$, one must compute

$$W_{i+1} = W_i - 2\text{Re}(\mu_i)\mathcal{E} V_{i+1}$$

$$= W_{i-1} - 2\text{Re}(\mu_i)\mathcal{E} V_i - 2\text{Re}(\mu_i)\mathcal{E} V_{i+1}$$

$$= W_{i-1} - 2\text{Re}(\mu_i)\mathcal{E} \left(V_i + V_i + 2\delta \text{Im}(V_i)\right) \quad \text{(using (2.55))}$$

$$= W_{i-1} - 4\text{Re}(\mu_i)\mathcal{E} \left(\text{Re}(V_i) + \delta \text{Im}(V_i)\right), \quad (2.62)$$

where $\delta$ is defined in (2.55). The rank of $W_i$ is at most $n$, i.e., the number of columns of $\mathcal{B}$. Therefore, the computation of the Frobenius-norm or 2-norm of $\|W_i W_i^T\| = \|W_i^T W_i\|$ in each iteration is extremely cheap. Applying these strategies (computation of real Gramian factors and low-rank residual based stopping techniques), the updated GLRCF-ADI is rewritten in Algorithm 5.

ADI shift parameter selection

The convergence speed of the LRCF-ADI algorithms presented above heavily depends on a set of ADI shift parameters. The ADI shift parameters were originally introduced by Wachspress in [126] to solve Lyapunov equations using the ADI methods. The author shows that a set of optimal ADI shift parameters $\{\mu_i\}_{i=1}^J$ for
Algorithm 5: G-LRCF-ADI iteration (updated).

**Input**: $\mathcal{E}, A, B, \{\mu_i\}_{i=1}^J$.

**Output**: $R = Z_i$, such that $P \approx RR^T$.

1. $W_0 = B$, $Z_0 = []$, $i = 1$.

2. while $\|W_{i-1}^TW_{i-1}\| \geq tol$ or $i \leq i_{\text{max}}$ do
   3. Compute $V_i = (A + \mu_i\mathcal{E})^{-1}W_{i-1}$.
   4. if $\text{Im}(\mu_i) = 0$ then
      5. $Z_i = \left[Z_{i-1} \sqrt{-2\mu_iV_i}\right]$. 
      6. $W_i = W_{i-1} - 2\mu_iEV_i$.
   7. else
      8. $\gamma = -2\text{Re}(\mu_i)$, $\delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)}$.
      9. $Z_{i+1} = \left[Z_{i-1} \sqrt{2\gamma(\text{Re}(V_i) + \delta \text{Im}(V_i))} \sqrt{2\gamma}(\delta^2 + 1) \text{Im}(V_i)\right]$.
     10. $W_{i+1} = W_{i-1} + 2\gamma\mathcal{E}(\text{Re}(V_i) + \delta \text{Im}(V_i))$.
     11. $i = i + 1$
   12. end if
   13. $i = i + 1$
3. end while

The system (2.1) can be computed by solving the so called ADI min-max problem \[125, 127]\]

$$\min_{\mu_1, \ldots, \mu_j \in \mathbb{C}} \left( \max_{1 \leq l \leq n} \left| \prod_{i=1}^j \frac{\lambda_l - \lambda_i}{\mu_i + \lambda_l} \right| \right), \quad \lambda_l \in \Lambda(A, \mathcal{E}), \quad (2.63)$$

where $\Lambda(A, \mathcal{E})$ denotes the spectrum of the matrix pencil (2.2). For a large-scale system, determining the entire spectrum of $(A, \mathcal{E})$ is almost impossible. Therefore, in the literature several techniques are proposed, see, e.g., [93, 79, 24, 102] to solve the min-max problem (2.63) using a much smaller part of the spectrum. Currently, one such commonly used technique is Penzl’s heuristic approach introduced in [93], where $k_+$ Ritz values (see, e.g., [60]) and $k_-$ $(k_+, k_- \ll n)$ reciprocal Ritz values with respect to $\mathcal{E}^{-1}A$ and $A^{-1}\mathcal{E}$, respectively, are employed. A complete procedure of the heuristic approach can be found in [93, Algorithm 5.1]. Although computing the Ritz values is computationally expensive, this approach is applicable to a large-scale standard or generalized (where $\mathcal{E}$ is invertible) state space systems. However, for large-scale descriptor systems, computing the Ritz values with respect to $\mathcal{E}^{-1}A$ is a challenging task since $\mathcal{E}$ is then not invertible. This thesis will discuss the solution of this problem for a large-scale descriptor system in the next chapters.

Another promising ADI shift selection criterion that we focus on is the adaptive approach introduced in [21]. This approach is reported to be superior to the heuristic approach, especially for the descriptor systems discussed regarding the computational issues. In this approach, the ADI shift parameters are generated and updated
automatically by the LRCF-ADI algorithm itself. There, the computed $k$ shifts are the eigenvalues of the projected matrix pencil

$$
\lambda U^T \mathcal{E}U - U^T \mathcal{A}U, \quad \lambda \in \mathbb{C},
$$

(2.64)

where $U \in \mathbb{R}^{n \times k}$ ($k \ll n$). For a set of initial shifts, $U$ in (2.64) is the span of $W_0$. Then, whenever all shifts in the current set have been used, the matrix pencil is projected by using $U$ as the span of the current $V_i$ and the eigenvalues are used as the next set of shifts. In this procedure, specially, for a SISO system or a system with few inputs and outputs, sometimes the projected pencil may become unstable. In this situation, it is suggested in [21] to use the previous set of shift parameters for the next cycle of the iterations. Sometimes, in this procedure, the convergence rate of the LRCF-ADI iteration is not as good as desired. To resolve this problem, we propose slightly different initialization and also updating criterion for the adaptive ADI shift parameters approach. We will discuss this issue in Chapter 3 (Section 3.4), Chapter 4 (Section 4.4) and Chapter 5 (Section 5.4).

2.4 Model reduction of descriptor systems

In the above we have discussed the background theory only for the non-descriptor generalized systems. This is important since our approach for model reduction of descriptor systems is based on the transformation of descriptor systems into equivalent ODE systems. As mentioned before this ODE formulation is not required explicitly in our computations. This idea was introduced in [53, 70, 68] for first order structured differential-algebraic systems. In the following, we briefly discuss the structure of the descriptor systems and review the reduction techniques from the literature.

2.4.1 Descriptor systems

A descriptor system is a special form of a generalized state space system. Systems (2.1) with singular matrix $\mathcal{E}$, i.e., $\det(\mathcal{E}) = 0$, are often called descriptor systems. In some literature, they are also known as singular systems or differential-algebraic equations (DAEs) (see [112, 58, 75]). A descriptor system is solvable if the corresponding matrix pencil, defined in (2.2), is regular, i.e., $\det(\mathcal{P}_c) \neq 0$. In the case of regular pencils, there exist invariable matrices $S_L$ and $S_R$, so that $\mathcal{E}$ and $\mathcal{A}$ have the following Weierstrass canonical representations [75]:

$$
\mathcal{E} = S_L \begin{bmatrix} I_{n_f} & 0 \\ 0 & N \end{bmatrix} S_R \quad \text{and} \quad \mathcal{A} = S_L \begin{bmatrix} A_1 & 0 \\ 0 & I_{n_{\infty}} \end{bmatrix} S_R,
$$

(2.65)

where $N$ is nilpotent with nil-potency $\nu$, i.e., $N^{\nu - 1} \neq 0$ but $N^\nu = 0$. Usually the nilpotency $\nu$ indicates the index of the descriptor system. In the literature this is
known as algebraic index. However, there are other types of indices for descriptor systems, such as the differentiation index [9], the tractability index [86], and so on. The most commonly used concept is differentiation index, which is defined by the number of derivatives that take place in a DAE system to convert it into an equivalent ODE system.

**Definition 2.12.** The differentiation index of a DAE system is the minimum number of times that all or part of the system must be differentiated with respect to \( t \) in order to find explicit ODE systems.

Note that for an LTI system, the algebraic index and the differential index coincide.

This thesis is concerned with special structured descriptor systems considering their applications in different fields. The descriptor systems that we focus on have the following form

\[
\begin{bmatrix}
E_{11} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix}
= \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
+ \begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} u(t),
\]

\( \begin{align*}
y(t) &= \begin{bmatrix} C_1 & C_2 \end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + D_a u(t),
\end{align*} \]

(2.66a)

(2.66b)

where \( x(t) \in \mathbb{R}^n \) \( (n = n_1 + n_2) \), with \( x_1(t) \in \mathbb{R}^{n_1} \) and \( x_2(t) \in \mathbb{R}^{n_2} \) as generalized states, where \( E_{11} \) and \( A_{11} \) have full rank. The descriptor system (2.66) is called

- index 1 if \( \det(A_{22}) \neq 0 \),
- index 2 if \( A_{22} = 0 \) and \( \det(A_{21}A_{12}) \neq 0 \), and
- index 3 if \( A_{22} = 0 \) and \( \det(A_{21}A_{12}) = 0 \).

Using the Weierstrass canonical representation defined in (2.65), the transfer function \( G(s) \) of a descriptor systems can be written as [112]

\[
G(s) = G_{sp}(s) + G_p(s),
\]

(2.67)

where \( G_{sp}(s) \) and \( G_p(s) \) respectively denote the strictly proper and polynomial parts of \( G(s) \).

**Definition 2.13.** The transfer function \( G(s) \) is called proper if \( \lim_{s \to \infty} G(s) < \infty \). Otherwise, it is called improper. If \( \lim_{s \to \infty} G(s) = 0 \), then \( G(s) \) is called strictly proper.

### 2.4.2 MOR of structured descriptor systems

The idea of model reduction for large-scale descriptor systems was first introduced by Stykel in [111, 112]. The author discusses a general framework for the BT
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method applied to descriptor systems. In general, the method is based on explicit computation of the spectral projectors onto the left and right deflating subspaces of the matrix pencil corresponding to the finite and infinite eigenvalues. Although these projectors are available for particular systems, their computation is expensive. In this thesis we focus on a method to avoid computing such kind of projectors explicitly. An efficient balancing based model reduction method for structured first order index 1 DAEs is discussed in [53]. The authors show that due to the non singularity of block matrix $A_{22}$, the index 1 system (2.66) can be converted into an ODE systems. Although the original system is sparse, the converted ODE system is typically dense, which in general causes undesired computational complexity. Therefore, in the practical implementation, the explicit computation of ODE system is avoided. We generalize this strategy for balancing based model reduction of second order index 1 systems. We will discuss this in Chapter 4.

Heinkenschloss et. al. in [70] discuss an efficient balancing based method for structured first order index 2 DAEs. The main task is to convert the DAE into an equivalent projected ODE by applying an appropriate projector. The projector can be constructed by exploiting the knowledge of the structure of the system. Note that this projector is also a spectral projector as in [112], since the projected system preserves all the finite eigenvalues of the original systems. We will discuss these issues in Chapter 5. Due to some properties of the projector in [70], it is shown that to implement the BT based model reduction of such a system, explicit computation of the projector is not required. This avoidance of projectors is followed by [68] while implementing the interpolatory technique via IRKA, for model reduction of such structured first order index 2 DAEs. We exploit the idea of [70] for model reduction of first order index 2 unstable DAEs with small numbers of unstable poles. This approach is discussed in Chapter 3. To show the model reduction of second order index 3 descriptor systems presented in Chapter 5, we also depend on the strategies in [70] and [68] for the balancing and interpolatory methods, respectively. We leave this section to discuss more details in the relevant chapters.
Chapter 3

First Order Index 2 Unstable Descriptor Systems

In this chapter we study model reduction of a class of structured index 2 descriptor systems of the form

\[
\begin{bmatrix}
E_1 & 0 \\
0 & 0 \\
\hat{E}
\end{bmatrix}
\begin{bmatrix}
\dot{v}(t) \\
\dot{p}(t)
\end{bmatrix} =
\begin{bmatrix}
A_1 & A_2 \\
A_2^T & 0 \\
\hat{A}
\end{bmatrix}
\begin{bmatrix}
v(t) \\
p(t)
\end{bmatrix} +
\begin{bmatrix}
B_1 \\
0
\end{bmatrix} u(t),
\]

(3.1a)

\[
y(t) =
\begin{bmatrix}
C_1 & 0 \\
C
\end{bmatrix}
\begin{bmatrix}
v(t) \\
p(t)
\end{bmatrix},
\]

(3.1b)

where \(v(t) \in \mathbb{R}^{n_1}\), \(p(t) \in \mathbb{R}^{n_2}\) (\(n_1 > n_2\)) are the states, \(u \in \mathbb{R}^m\) are the inputs, and \(y \in \mathbb{R}^p\) are the outputs and in which \(\hat{E}\), \(\hat{A}\), \(\hat{B}\), and \(\hat{C}\) are all sparse matrices with appropriate dimensions. We assume that some of the eigenvalues of the matrix pencil, \(\lambda \hat{E} - \hat{A}\) lie in \(\mathbb{C}^+\), which makes the system (3.1) unstable. Such models arise, for instance, from a spatial discretization of Navier-Stokes equations with moderate Reynolds number (\(Re \geq 300\)) using the finite element method (see, Section 3.1 for details). In this chapter we mainly focus on balancing based model reduction techniques for the system in (3.1). To obtain IRKA based reduced models, we can directly follow the approaches as discussed in [68, Section 6], since IRKA does not rely on the stability of the system. In principle, one can apply the balanced truncation technique to this model by stabilizing the system first using a proper stabilizing feedback matrix (SFM) and then following the approach in [70]. Following the ideas in [135], we apply the balancing and truncating transformations computed with respect to the stabilized system to the original unstable system. To compute the controllability and observability Gramian factors we need to solve two projected algebraic Lyapunov equations of the stabilized system. Again following [135] we employ Bernoulli stabilization to derive the SFM. The main advantage of the Bernoulli stabilization is that it only changes the anti-stable eigenvalues of the
system. Thus the required Bernoulli equation can be restricted to these and is of the same dimension as the corresponding eigenspaces (see, Section 3.2).

This chapter also presents an updated version of the LRCF-ADI algorithm to solve the projected Lyapunov equations for the Bernoulli stabilized system. In order to ensure fast convergence of LRCF-ADI, we also discuss and resolve the difficulties in computing shift parameters for the models of flow control considered here. Moreover, here, we show that a Riccati-based boundary feedback stabilization matrix [12] for the original model can be computed using a reduced order model. The proposed method is applied to data for a spatially FEM semi-discretized linearized Navier-Stokes model. Numerical results are discussed for both the BT model reduction, as well as, the reduced order model based stabilization. We also compare the balancing based results with those of the interpolatory based method. The results of this chapter have been published in [32].

3.1 Motivating example

The linearization principle as presented in [109], basically states that a general nonlinear model can be stabilized by a linear quadratic regulator (LQR) for a linearization of itself in the vicinity of the linearization point. The basic idea is that if the regulator is working properly, the vicinity where the linearization is a proper approximation of the nonlinear system is never left. This principle has been exploited by the authors in [12] for a Navier-Stokes model for the von Kármán vortex street. The linearized Navier-Stokes equations that arose there and that we consider in this chapter are

\[
\frac{\partial}{\partial t} \vec{v} - \frac{1}{Re} \Delta \vec{v} + (\vec{w} \cdot \nabla) \vec{v} + (\vec{v} \cdot \nabla) \vec{w} + \nabla p = 0, \\
\nabla \cdot \vec{v} = 0,
\]

where \(\vec{v}, \vec{w}\) denote velocity vectors, \(p\) the pressure and \(Re\) is the Reynolds number. The vector \(\vec{w}\) represents the stationary solution of the incompressible nonlinear Navier-Stokes equations and \(\vec{v}\) is the deviation of the original state from the stationary solution. The boundary and initial conditions, as well as the derivation of this model, are given in [12]. There the authors apply a mixed finite element method based on the well known Taylor-Hood finite elements [71] to discretize equation (3.2). The coarsest discretization of the domain for the von Kármán vortex street example from [12] is shown in Figure 3.1. This yields the differential-algebraic equations (3.1a), where \(v(t)\) denotes the nodal vector of discretized velocity deviations and \(p(t)\) the discretized pressure. Additionally, the vertical velocities in the observation nodes depicted in Figure 3.1 in the domain are modeled by the output equation (3.1b). The system (3.1) remains stable, i.e., the finite spectrum of the matrix pencil \(\lambda \tilde{E} - \tilde{A}\) is located in the negative half plane \(\mathbb{C}^-\), as long as the Reynolds number \(Re\) is small. However, already for moderate Reynolds numbers
3.2 BT for unstable systems

In Chapter 2 we have not introduced the idea of balanced truncation for an unstable generalized state space system. Therefore, in this section we concentrate on BT for unstable systems

\[ \dot{x}(t) = Ax(t) + Bu(t), \]
\[ y(t) = Cx(t), \]  

(3.3)

via Bernoulli stabilization. All the matrices and vectors are defined in (2.1). The helpful feature of our investigated example is that still the number of anti-stable eigenvalues is very small. This is exactly the property we exploit for fast computation of the ROMs and ROM based feedback matrices. In Chapter 2 we have recalled classical (Lyapunov based) balancing for stable systems. The main ingredients there are the two Gramians (e.g., [5])

\[ P = \int_0^\infty e^{E^{-1}A^T} e^{-1}BB^T e^{-T} e^{A^T} e^{-T} dt, \]
\[ Q = \int_0^\infty e^{(E^{-1}A)^T} e^{-T} C^T C e^{-1} e^{E^{-1}A^T} dt, \]

which obviously do not exist if the system’s unstable poles are controllable, which is in fact the desired case in our motivating example. In [135], the authors use the frequency domain representations of these integrals

\[ P = \frac{1}{2\pi} \int_{-\infty}^{\infty} (i\omega E - A)^{-1} BB^T (-i\omega E^T - A^T)^{-1} d\omega \]
\[ Q = \frac{1}{2\pi} \int_{-\infty}^{\infty} (i\omega E^T - A^T)^{-1} C^T C (-i\omega E - A)^{-1} d\omega \]

\[ \epsilon \]

to extend the definition of the Gramians to systems with no poles on the imaginary axis.
Following the theory in [135], the generalized controllability and observability Gramians $P_{s}$, $Q_{s}$ for such systems can be computed by solving the algebraic Lyapunov equations

\[
(A - BK_{c}^{fm})P_{s}E^{T} + EP_{s}(A - BK_{c}^{fm})^{T} = -BB^{T},
\]
\[
(A - K_{o}^{fm}C)^{T}Q_{s}E + E^{T}Q_{s}(A - K_{o}^{fm}C) = -C^{T}C,
\]

(3.4)

where $K_{c}^{fm} = B^{T}X_{c}E$ and $K_{o}^{fm} = EX_{o}C^{T}$ are called Bernoulli stabilizing feedback matrices, due to the fact that the matrices $X_{c}$ and $X_{o}$ are the respective stabilizing solutions of the generalized algebraic Bernoulli equations

\[
E^{T}X_{c}A + A^{T}X_{c}E = E^{T}X_{c}BB^{T}X_{c}E,
\]
\[
AX_{o}E^{T} + EX_{o}A^{T} = EX_{o}C^{T}CX_{o}E^{T}.
\]

(3.5)

Now, since the Bernoulli stabilization only mirrors the anti-stable eigenvalues across the imaginary axis, it is sufficient to solve these Bernoulli equations only on the invariant subspaces corresponding to those eigenvalues. That is, for orthogonal matrices $T_{c}, T_{o} \in \mathbb{R}^{n \times l}$ spanning the left and right eigenspaces corresponding to the anti-stable eigenvalues, respectively, we define the Petrov-Galerkin projected system $(\tilde{\mathcal{E}}, \tilde{\mathcal{A}}, \tilde{\mathcal{B}}, \tilde{\mathcal{C}})$ by

\[
\tilde{\mathcal{E}} := T_{c}^{T}\mathcal{E}T_{c}, \quad \tilde{\mathcal{A}} := T_{c}^{T}\mathcal{A}T_{c}, \quad \tilde{\mathcal{B}} := T_{c}^{T}\mathcal{B}, \quad \tilde{\mathcal{C}} := CT_{c},
\]

where $\tilde{\mathcal{E}}, \tilde{\mathcal{A}} \in \mathbb{R}^{l \times l}, \tilde{\mathcal{B}} \in \mathbb{R}^{l \times m}$, and $\tilde{\mathcal{C}} \in \mathbb{R}^{p \times l}$. The size of these projected matrices is very small, since we have considered a few anti-stable eigenvalues. Therefore, we solve very small sized projected Bernoulli equations

\[
\tilde{\mathcal{E}}^{T}\tilde{X}_{c}\tilde{A} + \tilde{A}^{T}\tilde{X}_{c}\tilde{E} = \tilde{\mathcal{E}}^{T}\tilde{X}_{c}BB^{T}\tilde{X}_{c}\tilde{E},
\]
\[
\tilde{A}\tilde{X}_{o}\tilde{E}^{T} + \tilde{E}\tilde{X}_{o}\tilde{A}^{T} = \tilde{E}\tilde{X}_{o}C^{T}\tilde{C}\tilde{X}_{o}E^{T},
\]

(3.6)

and construct $K_{c}^{fm} = B^{T}T_{c}\tilde{X}_{c}T_{c}^{T}\mathcal{E}$ and $K_{o}^{fm} = \mathcal{E}T_{o}^{T}\tilde{X}_{o}T_{o}C^{T}$. The projected Bernoulli equations in (3.6) can be solved by the Matrix Sign Function method presented in [13].

The low-rank factors of $P_{s}$ and $Q_{s}$ can also be computed by solving (3.4) using Algorithm 5, but avoiding to form the closed loop matrices stays crucial. We discuss this issue in more detail in Section 3.4. Now using these Gramian factors from the balancing and truncating transformations and applying them to the original unstable system we can compute an unstable ROM that satisfies the error bound as in (2.44), but with the $H_{\infty}$-norm replaced by the $L_{\infty}$-norm. Therefore, this error bound can not be translated to a global time domain error bound, as in the classic setting, due to the lack of a Parseval-identity-like result. In fact in the numerical experiments we observed that the error may very well grow over time.
3.3 BT for index 2 unstable descriptor systems

To apply the balancing based model reduction to the system (3.1), first we convert the system into an equivalent ODE system in order to make it fit into the framework for BT based model order reduction as discussed in the previous section. Recalling the strategy as in [70, Section 3], let us consider a projector of the form

$$\Pi_2 = I_{n_1} - A_2(A_2^T E_1^{-1} A_2)^{-1} A_2^T E_1^{-1},$$

(3.7)

which satisfies \(\text{Null} (\Pi_2) = \text{Range} (A_2)\), \(\text{Range} (\Pi_2) = \text{Null} \left( A_2^T E_1^{-1} \right)\) and \(\Pi_2 E_1 = E_1 \Pi_2^T\). These properties imply

$$A_2^T Y = 0 \quad \text{if and only if} \quad \Pi_2^T Y = Y,$$

(3.8)

i.e., the image of \(\Pi_2^T\) is exactly the subspace where the algebraic condition of the DAEs is satisfied. Now applying the projector to (3.1) and exploiting the property (3.8) we obtain the following projected system

$$\Pi_2 E_1 \Pi_2^T \dot{v}(t) = \Pi_2 A_1 \Pi_2^T v(t) + \Pi_2 B_1 u(t),$$

(3.9a)

$$y(t) = C_1 \Pi_2^T v(t).$$

(3.9b)

The system dynamics of (3.9) are projected onto the \(m_1 := n_1 - n_2\) dimensional subspace \(\text{Range} (\Pi_2^T)\) [70]. This subspace is, however, still represented in the coordinates of the \(n_1\) dimensional space. The \(m_1\) dimensional representation can be made explicit by employing the thin singular value decomposition (SVD)

$$\Pi_2 = \left[ \begin{array}{cc} U_1 & U_2 \\ \end{array} \right] \left[ \begin{array}{cc} S_1 & 0 \\ 0 & 0 \end{array} \right] \left[ \begin{array}{c} V_1^T \\ V_2^T \end{array} \right] = U_1 \Sigma_1 V_1^T = \Theta_{2,l} \Theta_{2,r}^T,$$

(3.10)

where \(\Theta_{2,l} = U_1\) and \(\Theta_{2,r} = V_1\) and in which \(U_1, V_1 \in \mathbb{R}^{n_1 \times m_1}\) consist of the corresponding leading \(m_1\) columns of \(U, V \in \mathbb{R}^{n_1 \times n_1}\). Moreover, \(\Theta_{2,l}, \Theta_{2,r}\) satisfy

$$\Theta_{2,l}^T \Theta_{2,r} = I_{m_1}.$$  

(3.11)

This representation is always possible since \(\Pi_2\) is a projector and therefore, \(S_1 = I_{m_1}\). Inserting the decomposition of \(\Pi_2\) as in (3.10) into (3.9) and considering \(\tilde{v}(t) = \Theta_{2,l}^T v(t)\), we get

$$\Theta_{2,r}^T E_1 \Theta_{2,r} \tilde{v}(t) = \Theta_{2,r}^T A_1 \Theta_{2,r} \tilde{v}(t) + \Theta_{2,r}^T B_1 u(t),$$

$$y(t) = C_1 \Theta_{2,r} \tilde{v}(t).$$

(3.12)

System (3.12) practically is system (3.3) with the redundant equations removed by the \(\Theta_{2,r}\) projection. We observe that the dynamical systems (3.1), (3.9) and (3.12) are equivalent in the sense that their finite spectrum is the same [48, Theorem 2.7.3] and the input-output relations are the same, i.e., they realize the same transfer function. In the following we will discuss how to avoid forming (3.12) explicitly to perform the model reduction.
Suppose that we want to apply balanced truncation to the system (3.12). To this end, we need to solve the Lyapunov equations

$$\begin{align*}
\Theta_{2,r}^T A_c \Theta_{2,r} P \Theta_{2,r}^T E^T_1 \Theta_{2,r} + \Theta_{2,r}^T E_1 \Theta_{2,r} P \Theta_{2,r}^T A_c \Theta_{2,r} &= -\Theta_{2,r}^T B_1 B_1^T \Theta_{2,r}, \\
\Theta_{2,r}^T A_c \Theta_{2,r} Q \Theta_{2,r}^T E_1 \Theta_{2,r} + \Theta_{2,r}^T E_1 \Theta_{2,r} Q \Theta_{2,r}^T A_c \Theta_{2,r} &= -\Theta_{2,r}^T C^T C_1 \Theta_{2,r},
\end{align*}$$

(3.13)

where $A_c = A_1 - B_1 K_{c}^{f_m}$, $A_o = A_1 - K_{o}^{f_m} C_1$ and $\tilde{P} \in \mathbb{R}^{m_1 \times m_1}$, $\tilde{Q} \in \mathbb{R}^{m_1 \times m_1}$ are the corresponding projected controllability and observability Gramians. Again, $K_{c}^{f_m}$ and $K_{o}^{f_m}$ are the Bernoulli stabilizing feedback matrices and can be computed as described in Section 3.2. The solutions $\tilde{P}$, $\tilde{Q}$ of (3.13) are unique since we are assured that the respective dynamical system is asymptotically stable and symmetric positive (semi-)definite since the right hand side is semi-definite.

Now multiplying (3.13) by $\Theta_{2,i}$ from the left and $\Theta_{2,i}^T$ from the right and exploiting that $\Theta_{2,r} = \Pi_2^T \Theta_{2,r}$ (e.g., due to (3.10), (3.11)) we obtain

$$\begin{align*}
\Pi_2 A_i \Pi_2^T P \Pi_2 E^T_1 \Pi_2^T + \Pi_2 E_1 \Pi_2^T P \Pi_2 A_i \Pi_2^T &= -\Pi_2 B_1 B_1^T \Pi_2^T, \\
\Pi_2 A_i \Pi_2^T Q \Pi_2 E_1 \Pi_2^T + \Pi_2 E_1 \Pi_2^T Q \Pi_2 A_o \Pi_2^T &= -\Pi_2 C^T C_1 \Pi_2^T,
\end{align*}$$

(3.14)

where $P = \Theta_{2,r} \tilde{P} \Theta_{2,r}$ and $Q = \Theta_{2,r} \tilde{Q} \Theta_{2,r}$. These are the respective controllability and observability Lyapunov equations for the realization (3.9) and the solutions $P, Q \in \mathbb{R}^{n_1 \times n_1}$ are the corresponding controllability and observability Gramians. The system (3.14) is singular due to the fact that $\Pi_2$ is a projection. Uniqueness of solutions is reestablished by the condition that the solutions satisfy $P = \Pi_2^T P \Pi_2$ and $Q = \Pi_2^T Q \Pi_2$.

It is also an easy exercise to go back to (3.13) from (3.14). Let us consider $P \approx R R^T$, $Q \approx L L^T$ and $P \approx R \tilde{R}^T$, $Q \approx \tilde{L} \tilde{L}^T$. Then $R$, $L$, $\tilde{R}$ and $\tilde{L}$ are called approximate low-rank Cholesky factors. They fulfill the relation

$$R = \Theta_{2,r} \tilde{R} \quad \text{and} \quad L = \Theta_{2,r} \tilde{L}.$$ 

For large-scale problems, however, computing $\Theta_{2,r}$ is usually impossible due to memory limitations. Therefore, $R$ and $L$ are computed by solving (3.14). The balancing truncating transformations for (3.12) are

$$W = \tilde{R} U_k \Sigma_k^{-\frac{1}{2}}, \quad \tilde{V} = \tilde{L} V_k \Sigma_k^{-\frac{1}{2}},$$

where $U_k, V_k, \in \mathbb{R}^{n \times k}$ consist of the corresponding leading $k$ columns of $U, V \in \mathbb{R}^{n \times n}$, and $\Sigma_k \in \mathbb{R}^{k \times k}$ is the upper left $k \times k$ block of $\Sigma$ in the SVD

$$\tilde{R}^T \Theta_{r}^T E_1 \Theta_{r} \tilde{L} = U \Sigma V^T.$$ 

Observing further that $R^T \Pi_2 E_1 \Pi_2^T L = \tilde{R}^T \Theta_{2,r}^T E_1 \Theta_{2,r} \tilde{L} = U \Sigma V^T$, the projection matrices for the system (3.9) can be formed as

$$W = RU_k \Sigma_k^{-\frac{1}{2}} \quad \text{and} \quad V = LV_k \Sigma_k^{-\frac{1}{2}}.$$ 

(3.15)
3.4. Solution of the projected Lyapunov equations

**Algorithm 6:** LR-SRM for unstable index 2 DAEs.

**Input:** $E_1$, $A_1$, $B_1$, $C_1$ from (3.1).

**Output:** $\hat{E}$, $\hat{A}$, $\hat{B}$, $\hat{C}$ in (3.17).

1. Compute $R$ and $L$ by solving the projected Lyapunov equations (3.14).
2. Construct $W$ and $V$ as in (3.16).
3. Form $I = \hat{E} = W^T E_1 V$, $\hat{A} = W^T A_1 V$, $\hat{B} = W^T B_1$ and $\hat{C} = C_1 V$.

As in [70] we find that

$$W = RU_k \Sigma_k^{-\frac{1}{2}} = \Theta_{2r} R\Sigma_k^{-\frac{1}{2}} \Sigma_k^{-\frac{1}{2}} = \Theta_{2r} \Theta^T_{2r} \Theta_{2r} \tilde{W} = \Pi^T_2 W,$$

$$V = LV_k \Sigma_k^{-\frac{1}{2}} = \Theta_{2r} \tilde{L} \Pi^T_2 \Pi^T_2 V.$$

(3.16)

Now we apply the transformations $W$ and $V$ in (3.9) to find the reduced order model as

$$\hat{E}\dot{\hat{v}}(t) = \hat{A}\hat{v}(t) + \hat{B}u(t)$$

$$\hat{y}(t) = \hat{C}\hat{v}(t),$$

(3.17)

where

$$\hat{E} = W^T \Pi_2 E_1 \Pi^T_2 V, \quad \hat{A} = W^T \Pi_2 A_1 \Pi^T_2 V, \quad \hat{B} = W^T B_1 \quad \text{and} \quad \hat{C} = C_1 \Pi^T_2 V.$$

Due to (3.16) we can avoid the explicit usage of $\Pi_2$ and find

$$I = \hat{E} = W^T E_1 V, \quad \hat{A} = W^T A_1 V, \quad \hat{B} = W^T B_1 \quad \text{and} \quad \hat{C} = C_1 V.$$

Eventually, we see that the reduced order model (3.17) is obtained without forming the projected system (3.9). In the next section we will show how to compute $R$ and $L$ using a tailored version of the LRCF-ADI iteration without using $\Pi_2$ explicitly. The above procedure to compute the ROM for the unstable index 2 DAEs is summarized in Algorithm 6.

3.4 Solution of the projected Lyapunov equations

In order to apply the aforementioned balancing based MOR we need to solve the projected Lyapunov equations (3.14). We have seen above that the $\Pi^T_2$ invariant solution factors enable us to compute the corresponding truncating transformations. The approach here is different from the spectral projection based work by Stykel in that we are applying the $E_1$-orthogonal projection to the hidden manifold, where Stykel uses the orthogonal projection (in the euclidean sense) onto the eigenspaces corresponding to the finite poles of the system. In fact both methods project to the same subspace considering orthogonality in different inner products. Here we are concerned with two main issues. First, we discuss the reformulation of the basic
low-rank ADI Algorithm for the projected Lyapunov equation that ensures the invariance of the solution factor and the computation of the correct corresponding residual factors. We are lifting the ideas of [70] to the reformulation of the LR-ADI in Algorithm 5. For the spectral projection methods, the analogue procedure has been discussed in [34]. In the second part we address the important issue of ADI shift parameter computation. There the main issue in the DAE setting is to avoid the subspaces corresponding to infinite eigenvalues in order to correctly compute the large magnitude Ritz values involved in many parameter choices. The crucial point in both parts is to provide methods that use the projection $\Pi_T$ at most implicitly and never form the projected system (3.9).

### 3.4.1 GS-LRCF-ADI for index 2 unstable systems

Here, we are concerned with the efficient solution of the Lyapunov equations in (3.14) to compute the low-rank Gramian factors using LRCF-ADI as discussed in Chapter 2. First, we consider the projected controllability equation elaborately. The observability equation can be handled analogously. For convenience we rewrite the Lyapunov equations (3.14) as

\[
\begin{align*}
\tilde{A} \tilde{P} \tilde{E}^T + \tilde{E} \tilde{P} \tilde{A}^T &= -\tilde{B} \tilde{B}^T, \\
\tilde{A}^T \tilde{Q} \tilde{E} + \tilde{E}^T \tilde{Q} \tilde{A} &= -\tilde{C}^T \tilde{C},
\end{align*}
\]  

with $\tilde{E} = \Pi_2 E_1 \Pi_T^2$, $\tilde{A} = \Pi_2 A_2 \Pi_T^2$, $\tilde{B} = \Pi_2 B_1$ and $\tilde{C} = C_1 \Pi_T^2$.

In the $i$-th iteration step of the ADI the residual of the controllability Lyapunov equation (3.18) can be written as

\[
\tilde{F}(\tilde{P}_i) = \tilde{A} \tilde{P}_i \tilde{E}^T + \tilde{E} \tilde{P}_i \tilde{A}^T + \tilde{B} \tilde{B}^T = \tilde{W}_i \tilde{W}_i^T,
\]

where

\[
\tilde{W}_i = \prod_{k=1}^{i} (\tilde{A} - \tilde{\mu}_i \tilde{E})(\tilde{A} + \mu_i \tilde{E})^{-1} \tilde{B}.
\]

To compute the low-rank controllability Gramian factor $\tilde{R}$ we follow Algorithm 5. In the $i$-th iteration step, $V_i$ is computed from

\[
(\tilde{A} + \mu_i \tilde{E}) V_i = \tilde{W}_{i-1},
\]  

which enables us to update the residual factor according to

\[
\tilde{W}_i = (\tilde{A} - \mu_i \tilde{E}) V_i = \tilde{W}_{i-1} - 2 \Re(\mu_i) \tilde{E} V_i.
\]  

In complete analogy to [70, Lemma 5.2], we observe that instead of solving (3.19), one can compute $V_i$ by solving

\[
\begin{bmatrix}
A_c + \mu_i E_1 \\
A_2
\end{bmatrix} 
\begin{bmatrix}
V_i \\
* 
\end{bmatrix} = 
\begin{bmatrix}
\tilde{W}_{i-1} \\
0
\end{bmatrix},
\]  

\[(3.21)\]
where the special case \( i = 1 \), here especially the computation of the initial residual factor \( \tilde{W}_0 \) is discussed in detail below.

Inserting \( A_c = A_1 - B_1 K_{f m} \) in (3.21),

\[
\begin{bmatrix}
A_1 + \mu_i E_1 - B_1 K_{f m} & A_2 \\
A_T^2 & 0
\end{bmatrix}
\begin{bmatrix}
V_i \\
* \end{bmatrix} =
\begin{bmatrix}
\tilde{W}_{i-1} \\
0
\end{bmatrix},
\]

implies

\[
\begin{pmatrix}
A_1 + \mu_i E_1 & A_2 \\
A_T^2 & 0
\end{pmatrix}
\begin{pmatrix}
B_1 \\
0
\end{pmatrix}
\begin{pmatrix}
K_{f m} \\
K
\end{pmatrix}
\begin{bmatrix}
V_i \\
* \end{bmatrix} =
\begin{bmatrix}
\tilde{W}_{i-1} \\
0
\end{bmatrix}.
\tag{3.22}
\]

In this equation the inversion of \( (A - B K) \) should in practice be computed using the Sherman-Morrison-Woodbury formula (see, e.g. [60]):

\[
(A - B K)^{-1} = A^{-1} + A^{-1} B (I - K A^{-1} B)^{-1} K A^{-1},
\tag{3.23}
\]

to avoid explicit formulation of the (usually dense) matrix \( A - B K \). In accordance with [70, Lemma 5.2], again the computed \( V_i \) in (3.21) satisfies \( V_i = \Pi_2 V_i \). Therefore, the correct projected residual factor in (3.20) can be obtained by

\[
\tilde{W}_i = \tilde{W}_{i-1} - 2 \text{Re} (\mu_i) E_1 V_i,
\tag{3.24}
\]

since we have \( \Pi_2 E_1 = E_1 \Pi_2^T \).

In order to really compute the correct residual, the initial residual must be computed as \( \tilde{W}_0 = \Pi_2 B_1 \) to ensure \( \tilde{W}_0 = \Pi_2 \tilde{W}_0 \). This can be performed cheaply using the following lemma.

**Lemma 3.1.** The matrix \( \Xi \) satisfies \( \Xi = \Pi_2^T \Xi \) and \( E_1 \Xi = \Pi_2 B_1 \Leftrightarrow \)

\[
\begin{bmatrix}
E_1 & A_2 \\
A_T^2 & 0
\end{bmatrix}
\begin{bmatrix}
\Xi \\
\Lambda \end{bmatrix} =
\begin{bmatrix}
B_1 \\
0
\end{bmatrix}.
\tag{3.25}
\]

**Proof.** If \( \Xi = \Pi_2^T \Xi \), then \( E_1 \Xi = \Pi_2 B_1 \) implies \( \Pi_2 (E_1 \Xi - B_1) = 0 \). Since \( \text{Null} (\Pi_2) = \text{Range} (A_2) \), there exists \( \Lambda \) such that \( E_1 \Xi - B_1 = -A_2 \Lambda \), or \( E_1 \Xi + A_2 \Lambda = B_1 \). Again applying the properties in (3.8), we have \( A_2^T \Xi = 0 \). These two relations give (3.25). Conversely, we assume (3.25) holds. From the first block row of (3.25) we get

\[
\Xi = E_1^{-1} B_1 - E_1^{-1} A_2 \Lambda,
\]

and thus from the second row it follows that

\[
0 = A_2^T \Xi = A_2^T E_1^{-1} B_1 - A_2^T E_1^{-1} A_2 \Lambda,
\]
such that
\[ \Lambda = (A^T_2 E_1^{-1} A_2)^{-1} A^T_2 E_1^{-1} B_1. \]

Inserting this in the first block row we get as desired
\[ E_1 \Xi = B_1 - (A^T_2 E_1^{-1} A_2)^{-1} A^T_2 E_1^{-1} B_1 = \Pi_2 B_1. \]

This especially ensures \( \Xi = \Pi_2^T \Xi \), since
\[ E_1 \Xi = \Pi_2 B_1 = \Pi_2 B_1 = \Pi_2 E_1 \Xi = E_1 \Pi_2^T \Xi, \]
and thus using \( \tilde{W}_0 = E_1 \Xi \), we get the desired invariance \( \tilde{W}_0 = \Pi_2 \tilde{W}_0 \).

The above findings on the residual factor can be summarized as the following lemma.

**Lemma 3.2.** The residual factor in every step of Algorithm 7 fulfills the relation
\[ \tilde{W}_i = \Pi_2 \tilde{W}_i. \]

The whole procedure of computing the low-rank factor of the controllability Gramian \( \hat{R} \) is summarized in Algorithm 7. Analogous to the derivation in [70], our algorithm computes the correct solution factor. In contrast to the version presented there, we guarantee to compute a real solution factor even if the shifts occur in complex conjugate pairs and we have the low-rank residual factors in hand to evaluate stopping criteria cheaply. Still one issue remains open that has not been tackled in the original paper [70]. The shifts that guarantee fast convergence of the algorithm are closely related to the spectrum of the original pencil. The question how these can be computed is answered in the next section.

### 3.4.2 ADI shift parameter selection

The appropriate shift parameter selection is one of the crucial tasks for fast convergence of the GS-LRCF-ADI iteration. Recently, most of the papers followed the heuristic procedure introduced by Penzl [93] to compute sub-optimal ADI shift parameters \( \mu_i \), \( i = 1, 2, \ldots, J \), for a large-scale problem. Very recently, new shift computation ideas considering adaptive and automatic computation of shifts during the iteration [21, 130] have come up. We present the basic ideas to adapt both the classic and the new methods to our framework in the following two paragraphs.

**Heuristic shift selection.** The main ingredient of the heuristic method is the computation of a number of large and small magnitude Ritz values. In the case of DAE systems, the computation of Ritz values of large magnitude is causing difficulties
Algorithm 7: GS-LRCF-ADI for unstable index 2 DAEs.

Input: $E_1, A_1, A_2, B_1, K_c^m, \{\mu_i\}_{i=1}^J$.
Output: $\tilde{R} = Z$, such that $\tilde{P} \approx \tilde{R}\tilde{R}^T$.

1. Set $Z_0 = []$.
2. Solve the linear system (3.25) for $\Xi$ and compute $\tilde{W}_0 = E_1\Xi$. 
3. $i = 1$
4. while $\|\tilde{W}_{i-1}^T\tilde{W}_{i-1}\| \geq \text{tol}$ or $i \leq i_{\text{max}}$ do
5.   Solve the linear system (3.22) for $V_i$.
6.   if $\text{Im}(\mu_i) = 0$ then
7.     $Z_i = \left[ Z_{i-1} \sqrt{-2\mu_i}V_i \right]$
8.     $\tilde{W}_i = \tilde{W}_{i-1} - 2\mu_iE_1V_i$
9.   else
10.    $\gamma = -2\text{Re}(\mu_i), \delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)},$
11.   $Z_{i+1} = \left[ Z_{i-1} \sqrt{2\gamma(\text{Re}(V_i) + \delta \text{Im}(V_i))} \sqrt{2\gamma(\delta^2 + 1)\text{Im}(V_i)} \right]$
12.   $\tilde{W}_i = \tilde{W}_{i-1} + 2\gamma E_1(\tilde{V}_i + 2\delta \text{Im}(V_i))$
13.   $i = i + 1$
14. end if
15. $i = i + 1$
16. end while

due to the existence of infinite eigenvalues. We need to make sure that the infinite eigenvalues are avoided. This can be achieved by the following fact that is a direct consequence of [39, Theorem 3.1].

**Corollary 3.1.** The matrix pencil

$$P_\delta(\lambda) = \lambda \begin{bmatrix} E_1 & \delta A_2 \\ \delta A_T & 0 \end{bmatrix} - \begin{bmatrix} A_1 & A_2 \\ A_2 & 0 \end{bmatrix} (3.26)$$

transforms all infinite eigenvalues of the pencil $\lambda \dot{E} - \dot{A}$ to $\frac{1}{\delta}$ while at the same time preserving its finite eigenvalues.

Thus from the pencil $P_\delta$ we can compute the desired Ritz values of large magnitude via an Arnoldi iteration [100]. The parameter $\delta$ can easily be determined after the small Ritz values $\beta_i$ have been computed with respect to the original pencil. In order to ensure that $\frac{1}{\delta}$ is avoided by the Arnoldi process for the large magnitude Ritz values, and thus only finite eigenvalues of the original pencil are approximated, one could, e.g., set $\delta = \frac{1}{\min \text{Re}(\beta_i)}$. For the unstable case the corollary obviously has to be applied with $A_1$ replaced by $A_c$.

**Adaptive shift selection.** A second shift computation strategy we use in the numerical experiments follows the lines of the adaptive shift strategy proposed in [21].
There, the shifts are initialized by the eigenvalues of the pencil projected to the span of $W_0$. Then, whenever all shifts in the current set have been used, the pencil is projected, e.g., to the span of the current $V_i$ and the eigenvalues are used as the next set of shifts. Here, we use the same initialization. For the update step, however, we extend the subspace to all the $V_i$ generated with the current set of shifts and then choose the next shifts following Penzl’s heuristic with the Ritz values replaced by the projected eigenvalues computed with respect to this larger subspace. Note that in lack of the conditions for Bendixon’s theorem, we cannot guarantee that the projected eigenvalues will be contained in $\mathbb{C}_{-}$. Should any of them end up in the wrong half-plane, we neglect them. Note further that the problem with the infinite eigenvalues does not exist in this case. Since we have $\Pi_2^T Z = Z$, for any orthogonal basis $U$ of a set of columns of $Z$, we also have $\Pi_2^T U = U$. As an immediate result of this fact, the projected pencil $(U^T A_1 U - \lambda U^T E_1 U)$ automatically resides on the hidden manifold and can thus only has finite eigenvalues.

### 3.5 Riccati-based feedback stabilization from ROM

Stabilization of the non-stationary incompressible Navier-Stokes equations around a stationary solution using a Riccati-based feedback has received considerable attention regarding theory as well as numerical methods during the recent years. In the Riccati-based boundary feedback stabilization technique [12], the most challenging task is to solve the corresponding algebraic Riccati equation (ARE) for the full dimensional model. The key problem in the LQR approach for the model under investigation is to compute the boundary feedback stabilization matrix $K_f$ (see e.g., [12]), such that the stabilized system has the following form:

$$
\begin{align*}
E_1 \dot{v}(t) &= (A_1 - B_1 K_f) v(t) + A_2 p(t) + B_1 u(t), \\
A_2^T v(t) &= 0.
\end{align*}
$$

(3.27)

The consequence of the feedback stabilization matrix $K_f$ for Navier-Stokes equations with $Re \ 300$ is shown in Figure 3.2 from [12]. In this figure the vertical component of the velocity is shown by red, as maximal value downwards, and white, as maximal value upwards. In the top picture of this figure no feedback stabilization is imposed. The occurring vortexes are shown by the red and white areas that move away from the obstacle in an alternating order. The middle picture shows the consequence of the initial feedback. And the third picture shows that when the optimized feedback matrix $K_f$ is inserted the vertical components vanish very soon.

The authors in [12] presented an algorithm (see [12, Algorithm 2]) to compute $K_f$ which is based on the standard linear-quadratic regulator approach [109, 42] for a projected semidiscretized state-space system. The most challenging part in this algorithm is to solve the usually very large, generalized, projected algebraic Riccati equation (GARE) based on the full order semidiscretized model. We employ the reduced-order model (3.17) to compute an approximation to the optimal LQR
feedback matrix of the full system. The main advantage of this approach is that we only need to solve two projected algebraic Lyapunov equations in order to derive the reduced-order model instead of one Lyapunov equation per Newton step in the solver for the GARE, which are usually many more [34]. Based on the reduced model (3.17) the GARE

\[
\hat{A}^T \hat{X} + \hat{X} \hat{A} - \hat{X} \hat{B} \hat{B}^T \hat{X} = -\hat{C}^T \hat{C} \tag{3.28}
\]

is now much smaller in dimension. It can thus easily be solved for \( \hat{X} \) using classical solvers as, e.g., the MATLAB care command. The stabilizing feedback matrix for the reduced model (3.17) then is

\[
\hat{K}_f = \hat{B}^T \hat{X}.
\]

The ROM-based approximation to the SFM for the full order model can now be retrieved as

\[
K_f = \hat{B}^T \hat{X} W^T E_1 = \hat{K}_f W^T E_1 \tag{3.29}
\]

where \( W \) is the left balancing and truncating transformation (see Section 3.3) used to compute the reduced-order model.
Table 3.1: The number of differential and algebraic variables of different discretization levels of the model.

<table>
<thead>
<tr>
<th>Name of model</th>
<th>$n_1$</th>
<th>$n_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod-1</td>
<td>3142</td>
<td>453</td>
</tr>
<tr>
<td>Mod-2</td>
<td>8268</td>
<td>1123</td>
</tr>
<tr>
<td>Mod-3</td>
<td>19770</td>
<td>2615</td>
</tr>
<tr>
<td>Mod-4</td>
<td>44744</td>
<td>5783</td>
</tr>
<tr>
<td>Mod-5</td>
<td>98054</td>
<td>12566</td>
</tr>
</tbody>
</table>

Table 3.2: The performances of the heuristic and adaptive shifts in the GS-LRCF-ADI iteration.

<table>
<thead>
<tr>
<th>model</th>
<th>heuristic shift</th>
<th>adaptive shift</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iterations</td>
<td>time (sec)</td>
</tr>
<tr>
<td></td>
<td>$\hat{R}$</td>
<td>$\hat{L}$</td>
</tr>
<tr>
<td>Mod-1</td>
<td>240</td>
<td>210</td>
</tr>
<tr>
<td>Mod-2</td>
<td>170</td>
<td>133</td>
</tr>
<tr>
<td>Mod-3</td>
<td>257</td>
<td>182</td>
</tr>
<tr>
<td>Mod-4</td>
<td>307</td>
<td>196</td>
</tr>
<tr>
<td>Mod-5</td>
<td>368</td>
<td>238</td>
</tr>
</tbody>
</table>

3.6 Numerical results

3.6.1 Test examples and hardware

To assess the performance of the techniques, this section discusses some numerical tests. The method is applied to a set of linearized semi-discretized Navier-Stokes equations as described in Section 3.1. All the computations were carried out using MATLAB® 7.11.0 (R2010b) on a board with 2 Intel® Xeon® X5650 CPUs with a 2.67-GHz clock speed.

The authors of [12] generate different sized models using Reynolds number $R_e = 500$. Table 3.1 shows the different sizes of the model and distinguishes the dimensions $n_1$ of the velocity vector (differential variable) and $n_2$ of the pressure vector (algebraic variable). In all the sets, $B_1 \in \mathbb{R}^{n_1 \times 2}$ and $C_1 \in \mathbb{R}^{7 \times n_1}$. For Reynolds numbers of 400 and more the described linearized model is unstable. Thus, especially the Reynolds number 500 case discussed here is unstable. The Bernoulli stabilizing feedback matrices $K_{c}^{fm}$ and $K_{o}^{fm}$ for all models are computed applying the procedure from [4] and [12, Section 2]. It uses 2 calls of the MATLAB `eigs` implementation of the Arnoldi method to compute the rightmost eigenvalues together with their left and right eigenvectors.
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<table>
<thead>
<tr>
<th>Models</th>
<th>tolerance</th>
<th>system dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>full</td>
</tr>
<tr>
<td>Mod-1</td>
<td></td>
<td>3595</td>
</tr>
<tr>
<td>Mod-2</td>
<td>9.391</td>
<td>22.385</td>
</tr>
<tr>
<td>Mod-3</td>
<td>$10^{-5}$</td>
<td>50.527</td>
</tr>
<tr>
<td>Mod-4</td>
<td></td>
<td>110.620</td>
</tr>
</tbody>
</table>

Table 3.3: Dimensions of original and reduced systems of the different sizes models for a fixed balanced truncation tolerance.

<table>
<thead>
<tr>
<th>Name of model</th>
<th>tolerance</th>
<th>dimension of ROM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod-5</td>
<td>$10^{-4}$</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td>$10^{-2}$</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>$10^{-1}$</td>
<td>93</td>
</tr>
</tbody>
</table>

Table 3.4: Balanced truncation tolerances and dimensions of reduced models.

3.6.2 GS-LRCF-ADI and balancing based MOR

We apply the GS-LRCF-ADI iteration (Algorithm 7) to all aforementioned models to compute the low-rank factors $\tilde{R}$ and $\tilde{L}$ considering the tolerance $10^{-6}$. We investigate the performances of both the heuristic and adaptive shifts to implement this algorithm. The results are shown in Table 3.2. For all models we chose 30 optimal heuristic shifts out of 10 large and 80 small magnitude Ritz-values. In the case of the adaptive shifts, in each cycle, 10 proper shift parameters are selected following the procedure discussed above. For computing the initial shifts, first we project the pencil $(A_1 - \lambda E_1)$, onto the column space of a $n_1 \times 100$ random matrix. For all the models the performance of the adaptive shifts is much better than the heuristic shifts. The performances of the heuristic and adaptive shifts are also depicted in Figure 3.3 for the largest dimensional system Mod-5. This figure shows the convergence of the norms of the low-rank controllability and observability Gramian factors with respect to iterations (Figures 3.3a, 3.3b) and time (Figures 3.3c, 3.3d). In both cases the convergence for the adaptive shifts is much faster than for the heuristic shifts. Note that we use the Frobenius norm to compute the residual norm.

We apply Algorithm 6 for all data sets and compute their reduced order models. The dimensions of the original and reduced models are shown in Table 3.3. If nothing else is stated, the truncation tolerance is set to $10^{-5}$. The dimension of the ROM can however be decreased by increasing the tolerance if desired or required. This is shown in Table 3.4. Since the numerical results are all comparable we exemplary present only selected plots.
Model reduction of the unstable system: Here we review the numerical experiments for the unstable case. We present both frequency and time domain error analyses. The frequency domain error analysis is shown in Figure 3.4. In Figure 3.4a we see the frequency responses of the full and 184 dimensional reduced-order models for Mod-5 with a nice match in the eyeball norm. The absolute and relative deviations between full and reduced-order models are shown in Figures 3.4b and 3.4c. Here, we can see that the absolute error is bounded by the prescribed truncation tolerance of $10^{-5}$. For higher frequencies the relative error is slightly increasing since the frequency response is decreasing more rapidly than the absolute error can. Figure 3.5 depicts time domain simulation of full and reduced-order models for Mod-5. This figure shows the step responses from Input 1 to Output 1 together with their absolute deviations. To compute the step response we use an implicit
3.6. Numerical results

Euler method with fixed time step size $10^{-2}$. Initially, the imposed control is kept inactive, therefore the responses for both (full and reduced) models are constant within the range 0 to 15s. Switching the control to constant unit actuation on Input 1, the responses are oscillating with increasing amplitude in the higher time domain caused by the instability of the model. Here we also see the issue with the balanced truncation error bound for unstable systems since the absolute error is increasing gradually with increasing time.

**Numerical Experiments for the stabilized system:** In Section 3.5 we mentioned that the stabilizing feedback matrix for the full model can be computed from the reduced order model. To this end, we solve the corresponding algebraic Riccati equation for the reduced order model (3.17) arising from the linear quadratic regulator approach using the MATLAB `care` command and compute the optimal stabilizing feedback matrix $\hat{K}_f$ [32]. The ROM based approximation to the stabilizing feedback matrix for the full order model (3.1) is then computed by (3.29). Figure 3.6 shows the step response (from 1st input to 1st output) of closed loop full and reduced order models and their absolute error. For the generation of the step response, the same procedure has been followed as for the unstable case above. Note that for a stabilizing feedback, the step response system has to be viewed as that of an asymptotically stable system with a constant source term. Thus the outputs stabilize at constant nonzero values.
Figure 3.5: Step responses of 1st input to 1st output of full and reduced-order models and respective absolute deviations.

Figure 3.6: Step responses of 1st input to 1st output of stabilized full and reduced-order models and respective absolute deviations.
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<table>
<thead>
<tr>
<th>model</th>
<th>CPU time (sec)</th>
<th>relative error $H_\infty$ norm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BT</td>
<td>IRKA</td>
</tr>
<tr>
<td>Mod-1</td>
<td>23.90</td>
<td>41.57</td>
</tr>
<tr>
<td>Mod-2</td>
<td>75.35</td>
<td>150.79</td>
</tr>
<tr>
<td>Mod-3</td>
<td>280.10</td>
<td>411.35</td>
</tr>
<tr>
<td>Mod-4</td>
<td>996.92</td>
<td>1221.22</td>
</tr>
<tr>
<td>Mod-5</td>
<td>2311.28</td>
<td>3083.79</td>
</tr>
</tbody>
</table>

Table 3.5: Comparisons of balanced truncation and IRKA for different sized models and their 50 dimensional reduced models.

3.6.3 Comparison of BT with interpolatory technique

Table 3.5 describes the comparison of the BT and interpolatory based model reduction methods. Here we compute 50 dimensional reduced models for all the model examples mentioned above, applying both balanced truncation and the interpolatory method via IRKA. For the interpolatory based approach we exactly follow [68, Algorithm 4.1]. As we can see in this table, for all model examples the balancing based method performs better than IRKA considering both relative error and computational time. To find the relative error, we divide the norm of the error system the corresponding norm of the full order system. If we consider a ROM that is larger than 50, then IRKA becomes even more expensive in contrast to balanced truncation. This is due to the fact, that in the BT the only expensive part is computing the low-rank Gramian factors. Once they are computed we can construct a reduced model of any dimension. Note that, for computing the low-rank Gramian factors, Algorithm 7 is stopped by the tolerance $10^{-5}$. The quality of the IRKA based reduced model also depends on the number of cycles (i.e., how many times the interpolation points are updated). Although taking more cycles ensures a better reduced model, it gets more expensive. Here to construct the ROMs, for all model examples we restricted to 10 cycles. Figure 3.7 shows the error comparisons of the sigma plots (as in Figure 3.4a) between full system (Mod-5) and 50 dimensional reduced systems. From this figure, one can notice that in the higher frequency range, the interpolatory method performs better than balanced truncation.
Figure 3.7: Errors between the full and 50 dimensional reduced systems computed by BT and IRKA using the system Mod-5.
Chapter 4

Second Order Index 1 Descriptor Systems

In this chapter we consider second order index 1 descriptor systems of the form

\[
\begin{bmatrix}
M_{11} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
+ \begin{bmatrix}
D_{11} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
+ \begin{bmatrix}
K_{11} & K_{12} \\
K_{T12} & K_{22}
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
\varphi(t)
\end{bmatrix}
= \begin{bmatrix}
H_1 \\
H_2
\end{bmatrix} u(t),
\] (4.1a)

\[
\begin{bmatrix}
H_T1 \\
H_T2
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
\varphi(t)
\end{bmatrix}
= y(t),
\] (4.1b)

where \(\xi(t) \in \mathbb{R}^{n_\xi}\), \(\varphi(t) \in \mathbb{R}^{n_\varphi}\) are the states, \(n_\xi > n_\varphi\), \(u(t) \in \mathbb{R}^m\) are control inputs and the measurement outputs are \(y(t) \in \mathbb{R}^p\), and the matrices \(M, D, K\) are sparse. We assume the block matrix \(K_{22}\) to be nonsingular. We call (4.1) an index 1 system due to the analogy to first order index 1 (see, e.g., section 4.2) linear time-invariant (LTI) systems [121]. Such dynamical systems usually arise in different branches of engineering such as mechanics [48], where an extra constraint is imposed in order to control the dynamic behavior of the systems, or mechatronics where mechanical and electrical components are coupled with each other. In the specific case of the model example we use in the numerical experiments, the index 1 character results from the multiphysics application with very different timescales (see, e.g., Section 4.1). This allows to treat one variable by a stationary analysis, while the other is covered fully dynamic.

Since the block matrix \(K_{22}\) is invertible, from the second line of (4.1a) we obtain

\[
\varphi(t) = -K_{22}^{-1} K_{12} \xi(t) + K_{22}^{-1} H_2 u(t).
\]

Insert this identity into the first line of (4.1a) and (4.1b). The index 1 system (4.1)
is then transformed into an equivalent ODE system

\[ M\ddot{\xi}(t) + D\dot{\xi}(t) + K\xi(t) = Hu(t), \]
\[ y(t) = H^T x(t) + D_a u(t), \]  

(4.2)

where

\[ M = M_{11}, \]
\[ D = D_{11}, \quad K = K_{11} - K_{12} K_{22}^{-1} K_{12}^T, \]
\[ H = H_1 - K_{12} K_{22}^{-1} H_2, \quad D_a = H_2^T K_{22}^{-1} H_2. \]

(4.3)

In principle, we can apply the model reduction techniques to the system (4.2) following the approaches discussed in Chapter 2. In this case the matrix \( K \) is usually dense and causes infeasible computational complexity. Moreover, for a large-scale system with a large \( K_{22} \) block (e.g., the system that we consider for the numerical experiments), due to memory restriction forming (4.2) is simply impossible. This chapter discusses how to perform the model reduction for the DAEs (4.1) without forming the ODEs (4.2) explicitly. Here we show both second order index 1 to first order and second-order-to-second-order reduction techniques. In our earlier work (see, e.g., [120]) we have developed a balancing based algorithm to obtain a first order reduced system from the second order index 1 DAE system. In contrast to that work here we present a more efficient algorithm by exploiting the symmetry properties of the system and using all recent updates in the low-rank version of the ADI method. In addition, we develop the interpolatory model reduction method via IRKA for such systems and compare the results with the balancing based method. One of the major contributions of this chapter is the structure preserving model reduction for the second order index 1 descriptor system (4). In this case, first we also discuss the balancing based method. Besides this, we show that a second order reduced model can be obtain efficiently via projecting the systems onto the dominant eigenspace of the second order systems Gramians. Here this technique is called PDEG method. This method was originated in [80, 79, 94] for the model reduction of a standard state space system. The PDEG method is computationally cheaper than the balanced truncation. Moreover, in general, this method preserves some important properties such as stability, symmetry etc., of the original system. For the BT and PDEG based reduction methods, the main expensive part is to compute the low-rank Gramian factors by solving the Lyapunov equations. This chapter discusses the efficient techniques to solve Lyapunov equations for the model (4.1) using the LRCF-ADI method. To ensure fast convergence of the LRCF-ADI iteration, we show the automatic shift generation technique inside the algorithm. The proposed techniques are applied to a piezo-actuated structural FEM model of a certain building block of a parallel kinematic machine tool. Numerical results illustrate the efficiency of the methods.
4.1 Motivating example

Piezo-actuator based adaptive spindle support (ASS) is an important component \[45, 90\] of the mechanical system shown in Figure 4.2. The ASS is designed as an independent sub-component of the test machine. First the purpose of the ASS was to gain additional positioning freedom during machining operations (see, \[45\] for details). Now the concept is enhanced and specialized for non-circular drilling and microstructuring of surfaces. Based on the engineering design with a differential setup of the piezo stack actuators, the suitability for a special application is mainly defined by the applied control concept. Before implementation into the real machine, system simulation is needed to design and test the control concept.

Applying the finite element method (FEM) to the ASS as shown in Figure 4.3, a mathematical model is formed which has the following form:

\[
\begin{align*}
\ddot{\zeta}(t) + \dot{\zeta}(t) + \zeta(t) &= H u(t), \\
y(t) &= \hat{H}^T \zeta(t),
\end{align*}
\]

where \( \zeta(t) \) consists of the mechanical displacements \( \xi(t) \) and the electric potentials \( \varphi(t) \). Separating the mechanical and electrical parts and defining \( \hat{\zeta}(t) = \begin{bmatrix} \xi(t)^T & \varphi(t)^T \end{bmatrix}^T \), (4.4) results in (4.1). The block matrices \( M_{11}, D_{11} \) and \( K_{11} \) are the mechanical mass, damping and stiffness matrices. The matrix \( K \) is composed of the mechanical \( (K_{11}) \), electrical \( (K_{22}) \) and coupling \( (K_{12}) \) terms. Selected general force quantities (mechanical forces and electrical charges) are chosen as the input quantities \( u \), and the corresponding general displacements (mechanical displacements and electrical potential) are the output quantities \( y \). The total mass matrix
Figure 4.2: The adaptive spindle support: CAD-model (left) and real component mounted on the test bench (right).

Figure 4.3: Detail of the finite element mesh of the adaptive spindle support.
contains zeros at the locations of the electrical potential. More precisely, the electrical potential of the system (degrees of freedom (DoF) for the electrical part) is not associated with an inertia. The equation of motion of the system in (4.1) can be found in [91]. This equation results from a finite element discretization of the balance equations. For piezo-mechanical systems, these are the mechanical balance of momentum (with inertia term) and the electro-static balance. From this, the electrical potential without inertia term is obtained. Thus, for the whole system (mechanical and electrical DoFs) the mass matrix has rank deficiency.

The simulation with the full finite element model is not suitable due to the large number of degrees of freedom. Therefore our first aim is to obtain a considerably reduced state space model in order to facilitate fast simulation using MATLAB-Simulink. Second, we want to obtain a reduced second order model that will reflect the physical structure of the original model to perform the simulation work using special software, e.g., in flexible multibody simulation (if it is necessary).

### 4.2 Second-order-to-first-order reduction techniques

Although there exists a variety of transformations of (4.1) into first order form the formulation

\[
\begin{bmatrix}
0 & M_{11} & 0 \\
M_{11} & D_{11} & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\ddot{\xi}(t) \\
\dot{\xi}(t) \\
\dot{\varphi}(t) \\
\end{bmatrix}
= 
\begin{bmatrix}
M_{11} & 0 & 0 \\
0 & -K_{11} & -K_{12} \\
0 & -K_{12} & -K_{22} \\
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\xi(t) \\
\varphi(t) \\
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
H_1 \\
H_2 \\
\end{bmatrix}
\]

\[
y(t) = 
\begin{bmatrix}
0 \\
H_1^T \\
H_2^T \\
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\xi(t) \\
\varphi(t) \\
\end{bmatrix},
\]

(4.5)
is ideally suited, since this representation has only symmetric matrices and the output matrix is the transpose of the input matrix. These are exactly the properties we exploit for efficient computations in the context of model reduction. The system (4.5) is now in first order index 1 form (as defined in Chapter 2), which can be again written as

\[
\begin{bmatrix}
E_1 & 0 \\
0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{z}(t) \\
\dot{\varphi}(t) \\
\end{bmatrix}
= 
\begin{bmatrix}
A_1 & A_2 \\
A_2^T & A_4 \\
\end{bmatrix}
\begin{bmatrix}
z(t) \\
\varphi(t) \\
\end{bmatrix}
\begin{bmatrix}
B_1 \\
B_2 \\
\end{bmatrix}
\]

\[
y(t) = 
\begin{bmatrix}
B_1^T \\
B_2^T \\
\end{bmatrix}
\begin{bmatrix}
z(t) \\
\varphi(t) \\
\end{bmatrix},
\]

(4.6)
where
\[
E_1 := \begin{bmatrix} 0 & M_{11} \\ M_{11} & D_{11} \end{bmatrix}, \quad A_1 := \begin{bmatrix} M_{11} & 0 \\ 0 & -K_{11} \end{bmatrix}, \quad A_2 := \begin{bmatrix} 0 \\ -K_{12} \end{bmatrix},
\]
\[
A_4 = -K_{22}, \quad B_1 := \begin{bmatrix} 0 \\ H_1 \end{bmatrix}, \quad B_2 := H_2, \quad z(t) := \begin{bmatrix} \dot{\xi}(t) \\ \xi(t) \end{bmatrix}. \tag{4.7}
\]

The authors in [53] show a balancing based model reduction method for first order structured index 1 descriptor systems. Following the approaches in [53], since the sub-matrix \( A_4 \) is nonsingular, we can put the system (4.6) into a compact form
\[
E \dot{z}(t) = Az(t) + Bu(t), \quad y(t) = B^T z(t) + D_a u(t), \tag{4.8}
\]
with
\[
E = E_1, \quad A = A_1 - A_2 A_4^{-1} A_2^T, \quad B = B_1 - A_2 A_4^{-1} B_2,
\]
where \( E, A \in \mathbb{R}^{2n_\xi \times 2n_\xi}, B \in \mathbb{R}^{2n_\xi \times m} \). The algebraic part of the system (4.6) has been removed in (4.8). Hence, one can apply the standard model reduction techniques (e.g., balanced truncation and interpolatory methods) to the system (4.8). Again note that the matrix \( A \) is typically dense which increases the computational cost and memory requirements in the implementation. Therefore, we are forbidden to convert the system (4.6) into (4.8) explicitly. In the following we discuss efficient BT and interpolatory methods for the model reduction of the system (4.6) avoiding the explicit formulation of the system (4.8).

### 4.2.1 Balancing based method

In Chapter 2 we already have discussed that to perform the balancing based model reduction (e.g., using Algorithm 1) one has to compute the controllability and observability Gramian factors by solving the controllability and observability Lyapunov equations as in (2.12) and (2.13). We know that solving the Lyapunov equations is the most expensive task in balanced truncation. If we consider the system (4.8) due to the symmetric form (i.e., \( E = E^T \) and \( A = A^T \)) and the input-output matrices are the transpose of each other, the controllability and observability Lyapunov equations coincide. That means the systems controllability and the observability Gramians are identical and hence, we need to solve only one Lyapunov equation
\[
APE + EPA = -BB^T, \tag{4.9}
\]
where \( P \in \mathbb{R}^{2n_\xi \times 2n_\xi} \) denotes either controllability or observability Gramian of the system. By applying the LRCF-ADI iteration discussed in Chapter 2 we can compute the low-rank approximate (controllability or observability) Gramian factor \( Z \), which satisfies
\[
ZZ^T \approx P. \tag{4.10}
\]
4.2. Second-order-to-first-order reduction techniques

Algorithm 8: LR-SRM for second order index 1 systems.

<table>
<thead>
<tr>
<th>Input</th>
<th>$M_{11}, D_{11}, K_{11}, K_{12}, K_{22}, H_1, H_2.$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>$\hat{E}, \hat{A}, \hat{B}, \hat{D}_a := D_a.$</td>
</tr>
</tbody>
</table>

1. Form $E_1, A_1, A_2, A_4, B_1, B_2$ as in (4.7) and $D_a = -B_2^T A_4^{-1} B_2.$
2. Compute $Z$ by solving the Lyapunov equation (4.9).
3. Construct $V$ by performing (4.11) - (4.12).
4. Form the reduced matrices $\hat{E}, \hat{A}$ and $\hat{B}$ as in (4.14).

Section 4.4 will detail how to compute the low-rank Gramian factor by solving the Lyapunov equation (4.9) efficiently. It can be shown that if the two Gramians are equal, then the left and right balancing and truncating transformations i.e, $V$ and $W$ as defined in Algorithm 1, are the same. Once we have the Gramian factor $Z$, the balancing and truncating transformation can be formed by computing the SVD

$$ZE_1 Z^T = [U_1 \quad U_2] \begin{bmatrix} \Sigma_1 & \Sigma_2 \end{bmatrix} \begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix},$$

(4.11)

and defining

$$V = W := ZU_1 \Sigma_1^{-\frac{1}{2}}.$$

(4.12)

The reduced system

$$\begin{align*}
\hat{E} \dot{\hat{z}}(t) &= \hat{A} \dot{z}(t) + \hat{B} u(t), \\
\hat{y}(t) &= \hat{B}^T \dot{z}(t) + \hat{D}_a u(t),
\end{align*}$$

(4.13)

is obtained by constructing the reduced matrices as

$$\begin{align*}
\hat{E} &= V^T E V, \\
\hat{A}_1 &= V^T A_1 V, \quad \hat{A}_2 = V^T A_2, \quad \hat{B}_1 = V^T B_1, \\
\hat{A} &= \hat{A}_1 - \hat{A}_2 A_4^{-1} \hat{A}_2, \quad \hat{B} = \hat{B}_1 - \hat{A}_2 A_4^{-1} B_2, \quad \hat{D}_a := D_a.
\end{align*}$$

(4.14)

The whole procedure to obtain the reduced ODE system (4.13), for a given second order index 1 system (4.1) is shown in Algorithm 8. However, we represent (4.13) in the reduced index 1 DAE setting as

$$\begin{align*}
\begin{bmatrix} \hat{E} & 0 \\
0 & 0 \end{bmatrix}
\begin{bmatrix} \dot{\hat{z}}(t) \\ \dot{\varphi}(t) \end{bmatrix} &=
\begin{bmatrix} \hat{A}_1 & \hat{A}_2 \\
\hat{A}_2^T & A_4 \end{bmatrix}
\begin{bmatrix} \hat{z}(t) \\ \varphi(t) \end{bmatrix}
\begin{bmatrix} \hat{B}_1 \\ B_2 \end{bmatrix} u(t), \\
y(t) &= \begin{bmatrix} \hat{B}_1^T & B_2^T \end{bmatrix}
\begin{bmatrix} \dot{\hat{z}}(t) \\ \dot{\varphi}(t) \end{bmatrix}.
\end{align*}$$

(4.15)

Note the reduced system (4.15) is not very useful if the block matrix $A_4$ is large. Because in that case the reduced model is still large.
4.2.2 Interpolatory method

Here we discuss the model reduction technique for the second order index 1 descriptor system (4.1) by applying the interpolatory method via IRKA. Such work has not been done yet to refer here. We can start with the same procedure as it is discussed for the balanced truncation. That means first convert the second order DAEs (4.1) into the first order form (4.6), and then to the generalized state space form (4.8). When the ODE in (4.8) has been formed, we can immediately follow Algorithm 2 to construct the ROM for the second order index 1 system. Again note that explicit formulation of (4.8) is prohibitive due to the reasons mentioned above. In the system (4.8), since $E = E^T$, $A = A^T$ and $B = B^T$, the left transformation ($W$) and the right transformation ($V$) in IRKA are equal. Thus, one needs to construct only one transformation, e.g., $V$ of the form

$$V = \begin{bmatrix} (\alpha_1 E - A)^{-1} B b_1, \cdots, (\alpha_r E - A)^{-1} B b_r \end{bmatrix}.$$  (4.16)

Now using the transformation $V$ we construct the ROM as in (4.13), where the reduced matrices are formed following (4.14). This completes the method. Now the question how to construct $V$ in (4.16) efficiently is answered in the following.

In (4.16) each column of $V$ can be computed by solving a shifted linear system like

$$(\alpha E - A)\chi = B b, \quad (4.17)$$

which implies

$$(\alpha E_1 - A_1 + A_2 A_4^{-1} A_2^T)\chi = (B_1 - A_2 A_4^{-1} B_2)b.$$  (4.18)

Undoing the Schur complement [132], this linear system leads to

$$\begin{bmatrix} \alpha E_1 - A_1 & -A_2 \\ -A_2^T & -A_4 \end{bmatrix} \begin{bmatrix} \chi_1 \\ \chi_2 \end{bmatrix} = \begin{bmatrix} B_1 b \\ B_2 b \end{bmatrix}, \quad (4.19)$$

Inserting $E_1$, $A_1$, $A_2$, $A_4$, $B_1$ and $B_2$ from (4.7), the linear system (4.18) becomes

$$\begin{bmatrix} -M_{11} & \alpha M_{11} & 0 \\ \alpha M_{11} & \alpha D_{11} + K_{11} & K_{12} \\ 0 & K_{12}^T & K_{22} \end{bmatrix} \begin{bmatrix} \chi_1 \\ \chi_2 \\ \Gamma \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ H_1 b \\ H_2 b \end{bmatrix},$$  (4.20a)

for $\begin{bmatrix} \chi_1^T \\ \chi_2^T \end{bmatrix}^T$. Although the matrix in (4.19) has larger dimension $(2n_\xi + n_\phi)$, it is sparse and can efficiently be solved by suitable direct (e.g., [43, 47]) or iterative (e.g., [123, 101]) solvers. Further, splitting the linear system (4.19) as

$$-M_{11}\chi_1 + \alpha M_{11}\chi_2 = 0, \quad (4.20a)$$

$$\alpha M_{11}\chi_1 + (\alpha D_{11} + K_{11})\chi_2 + K_{12}\Gamma = H_1 b, \quad (4.20b)$$

$$K_{12}\chi_2 + K_{22}\Gamma = H_2 b, \quad (4.20c)$$
4.3 Second-order-to-second-order MOR techniques

A balancing based second-order-to-second-order structure preserving MOR of the second order systems is discussed in Chapter 2 from the literature [88, 96, 20].
Unfortunately, all of those references contribute only for the second order ODE systems. We first introduced the second-order-to-second-order balancing criterion for the large-scale second order index 1 system (4.1) in [31]. This section discusses an efficient balancing based method for MOR of such structural second order index 1 DAEs. Here, we also propose that we can compute the ROM for such large-scale second order index 1 model via projecting the system onto the dominant eigenspace of the second order system Gramian, which is called the PDEG method. The results of this section are found in [33].

### 4.3.1 Balancing based method

Since the block matrix $K_{22}$ is nonsingular, the second order index 1 system (4.1) can be transformed into the standard second order system (4.2). Again note that this transformation is not possible explicitly since there the matrix $K$ is dense. Now converting (4.2) into the first order form in (4.8), we solve only the Lyapunov equation (4.9) for $P$. Let us recall the Gramians of the standard second order systems as defined in Chapter 2. Due to the structure of the system, the Gramian $P$ can be partitioned as

$$P = \begin{bmatrix} P_v & P_0 \\ P_0^T & P_p \end{bmatrix},$$  \quad (4.23)

where $P_v$ denotes either the controllability or the observability velocity Gramian and $P_p$ denotes either the controllability or the observability position Gramian. The low-rank controllability or observability Gramian factor $Z$, defined in (4.10) then can be partitioned as $Z = \begin{bmatrix} Z_v^T \\ Z_p^T \end{bmatrix}$, such that

$$P \approx ZZ^T = \begin{bmatrix} Z_v^T \\ Z_p^T \end{bmatrix} \begin{bmatrix} Z_v & Z_p^T \end{bmatrix} = \begin{bmatrix} Z_v Z_v^T & Z_v Z_p^T \\ Z_p Z_v^T & Z_p Z_p^T \end{bmatrix},$$  \quad (4.24)

where $Z_v$ is called the low-rank factor of the velocity Gramian and $Z_p$ is called the low-rank factor of the position Gramian. Comparing (4.24) with (4.23), the relations

$$P_v \approx Z_v Z_v^T \quad \text{and} \quad P_p \approx Z_p Z_p^T,$$  \quad (4.25)

can be obtained. Once the low-rank Gramian factor $Z$ is computed by solving the Lyapunov equation (4.9), then $Z_v$ and $Z_p$ can be obtained by taking upper $n_\xi$ and lower $n_\xi$ rows of $Z$. Now using these low-rank Gramian factors and following (2.51-2.52), we can compute four types of balancing and truncating transformations which is summarized in Table 4.1. By applying each pair $(W_s, V_s)$ of the balancing and truncating transformations from this table we construct the ROM as

$$\begin{aligned}
\ddot{\hat{M}} \hat{\xi}(t) + \dot{\hat{D}} \hat{\xi}(t) + \hat{K} \hat{\xi}(t) &= \hat{H} u(t), \\
\hat{y}(t) &= \hat{H}^T \hat{\xi}(t) + \hat{D}_a u(t),
\end{aligned}$$  \quad (4.26)
4.3. Second-order-to-second-order MOR techniques

<table>
<thead>
<tr>
<th>type</th>
<th>SVD</th>
<th>left proj. $W_s$</th>
<th>right proj. $V_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>velocity-velocity (VV)</td>
<td>$Z_v^T M_{11} Z_v = U_{vv} \Sigma_{vv} U_{vv}^T$</td>
<td>$Z_v U_{vv,1} \Sigma_{vv,1}^{-\frac{1}{2}}$</td>
<td>$Z_v U_{vv,1} \Sigma_{vv,1}^{-\frac{1}{2}}$</td>
</tr>
<tr>
<td>position-position (PP)</td>
<td>$Z_p^T M_{11} Z_p = U_{pp} \Sigma_{pp} U_{pp}^T$</td>
<td>$Z_p U_{pp,1} \Sigma_{pp,1}^{-\frac{1}{2}}$</td>
<td>$Z_p U_{pp,1} \Sigma_{pp,1}^{-\frac{1}{2}}$</td>
</tr>
<tr>
<td>velocity-position (VP)</td>
<td>$Z_v^T M_{11} Z_p = U_{vp} \Sigma_{vp} V_{vp}^T$</td>
<td>$Z_v U_{vp,1} \Sigma_{vp,1}^{-\frac{1}{2}}$</td>
<td>$Z_v U_{vp,1} \Sigma_{vp,1}^{-\frac{1}{2}}$</td>
</tr>
<tr>
<td>position-velocity (PV)</td>
<td>$Z_p^T M_{11} Z_v = U_{pv} \Sigma_{pv} V_{pv}^T$</td>
<td>$Z_p V_{pv,1} \Sigma_{pv,1}^{-\frac{1}{2}}$</td>
<td>$Z_p V_{pv,1} \Sigma_{pv,1}^{-\frac{1}{2}}$</td>
</tr>
</tbody>
</table>

Table 4.1: Balancing transformations for the second order index 1 descriptor systems.

**Algorithm 10:** SOLR-SRM for second order index 1 system.

**Input:** $M_{11}, D_{11}, K_{11}, K_{12}, K_{22}, H_1, H_2$.

**Output:** $\hat{M}, \hat{D}, \hat{K}, H, D_a := D_a$.

1. Solve the Lyapunov equation (4.9) to compute $Z = \begin{bmatrix} Z_v^T & Z_p^T \end{bmatrix}^T$.
2. Compute one of the four types of transformations following Table 4.1.
3. Construct $\hat{M}, \hat{D}, \hat{K}$ and $H$ following (4.27).

where the reduced coefficient matrices are formed as

$$
\begin{align*}
\hat{M} &= W_s^T M_{11} V_s, \\
\hat{D} &= W_s^T D_{11} V_s, \\
\hat{K}_{11} &= W_s^T K_{11} V_s, \\
\hat{K}_{12} &= W_s^T K_{12}, \\
\hat{K}_{21} &= K_{12}^T V_s, \\
\hat{B}_1 &= W_s^T B_1, \\
\hat{K} &= \hat{K}_{11} - \hat{K}_{12} K_{22}^{-1} \hat{K}_{21}, \\
\hat{H} &= \hat{B}_1 - \hat{K}_{12} K_{22}^{-1} B_2, \\
\hat{D}_a &= D_a.
\end{align*}
$$

(4.27)

When we use the pair $(Z_v, Z_v)$ to construct the balancing and truncating transformation, the balancing criterion is called velocity-velocity (VV) balancing. Analogously, the balancing criteria are called position-position (PP), velocity-position (VP) and position-velocity (PV) balancing if we use the low-rank Gramian factor pairs $(Z_p, Z_p)$, $(Z_v, Z_p)$ and $(Z_p, Z_v)$, respectively. Algorithm 10 summarizes the above procedure to construct the structure preserving ROMs from the second order index 1 system (4.1). From Table 4.1 we can note that in the case of the velocity-velocity and position-position balancing techniques the computed left and right balancing and truncating transformations are equal i.e., $W_s = V_s$. Therefore, in those cases the ROMs may preserve the stability and symmetry since the reduced matrices preserve the definiteness of the original matrices [128, Theorem 4]. It can also be shown that the velocity-position and position-velocity balancing based ROMs are adjoint to each other (see, e.g., [20] and the references therein). Therefore, they essentially show the same frequency responses (see the numerical results).

The ROM (4.26) is an ODE system. However, we can retain the reduced second
order index 1 form as
\[
\begin{bmatrix}
\hat{M} & 0 & \hat{\xi}(t) \\
0 & 0 & \hat{\phi}(t)
\end{bmatrix} + \begin{bmatrix}
\hat{D} & 0 & \dot{\hat{\xi}}(t) \\
0 & 0 & \dot{\hat{\phi}}(t)
\end{bmatrix} + \begin{bmatrix}
\hat{K}_{11} & \hat{K}_{12} & \dot{\hat{\xi}}(t) \\
\hat{K}_{21} & K_{22} & \dot{\hat{\phi}}(t)
\end{bmatrix} = \begin{bmatrix}
\hat{H}_1 \\
H_2
\end{bmatrix} u(t),
\]
(4.28)

\[
\begin{bmatrix}
\hat{H}_1^T \\
H_2^T
\end{bmatrix} \begin{bmatrix}
\hat{\xi}(t) \\
\hat{\phi}(t)
\end{bmatrix} = \hat{y}(t).
\]

4.3.2 Dominant eigenspace projection of the Gramian

Model reduction via projecting the system onto the dominant eigenspace of the system Gramian is introduced in [80, 79, 94]. However, there the proposed algorithm is for standard state space systems. Here we extend the idea for the structured second order index 1 systems. In the above discussion we already have defined the velocity Gramian \(P_v\) and the position Gramian \(P_p\) for the underlying system. Since \(P_v\) is symmetric positive definite (spd), it has a symmetric decomposition i.e.,

\[
P_v = R_v R_v^T.
\]
(4.29)

The SVD of \(R_v\) is

\[
R_v = U_v \Sigma_v V_v^T,
\]
(4.30)

where the diagonal matrix \(\Sigma_v\) consists of the decreasingly ordered singular values \(\sigma_{v_i}, i = 1, 2, \ldots, n_\xi\), of \(R_v\). Using this SVD we obviously have

\[
P_v = (U_v \Sigma_v V_v^T)(V_v \Sigma_v U_v^T) = U_v \Sigma_v^2 U_v^T.
\]
(4.31)

This is also an eigenvalue decomposition where \(\Sigma_v^2\) is a diagonal matrix whose entries are the decreasingly ordered eigenvalues of \(P_v\) and \(U_v\) is the orthogonal matrix consisting of the eigenvectors corresponding to the eigenvalues. We observe that \(U_v\) is the left singular vector matrix of \(R_v\). Hence \(U_v\) is obtained by the SVD of \(R_v\). Now identifying the \(k\) largest eigenvalues of \(P_v\), construct

\[
U_k = \begin{bmatrix}
u_1, u_2, \ldots, u_k\end{bmatrix},
\]
(4.32)

where \(u_i, i = 1, 2, \ldots, k\) are the eigenvectors corresponding to the eigenvalues \(\sigma_i^2\). Then we construct the \(k\) dimensional reduced order model as in (4.26), by forming the reduced dimensional matrices as in (4.27), where \(W_s = V_k = U_k\). Again, if we consider \(Z_v\) as a low-rank Gramian factor of the velocity Gramian such that \(P_v \approx Z_v Z_v^T\), then we can compute \(U_k\) in (4.32) identifying the \(k\) largest left singular vectors of the SVD of \(Z_v\).

The above procedure that constructs a \(k\) dimensional ROM (4.26) via projecting the system onto the dominant eigenspaces of the velocity Gramian \(P_v\) is summarized in Algorithm 11. This algorithm can also be used to obtain a \(k\) dimensional ROM via
4.4 Efficient solution of the Lyapunov equation

Algorithm 11: PDEG for second order index 1 system.

**Input:** \( M_{11}, D_{11}, K_{11}, K_{12}, K_{22}, H_1, H_2 \).

**Output:** \( \hat{M}, \hat{D}, \hat{K}, \hat{H}, \hat{D}_a := D_a. \)

1. Compute \( Z_v \) by solving Lyapunov equation.
2. Construct \( U_k \) as in (4.32) using the thin SVD of \( Z_v \).
3. Form reduced dimensional matrices \( \hat{M}, \hat{D}, \hat{K}, \hat{H} \) following (4.27), where \( W_s = V_s = U_k \).

projecting the system onto the eigenspace of the position Gramian \( P_p \). In that case, in Step 2, instead of \( Z_v \) we use the low-rank position Gramian factor \( Z_p \), where \( P_p \approx Z_p Z_p^T \) to construct the transformation matrix \( U_k \). Note that the pre-assigned order \( k \) of the reduced order model should satisfy the inequality

\[ k \leq \dim(Z_v), \quad \text{or} \quad k \leq \dim(Z_p). \]

The transformation \( U_k \) is called contra-gredient transformation [77], since using this transformation we can show that

\[
U_k^T P_v U_k = U_k^T U_v \Sigma^2_v U_v^T U_k
\]

\[= U_k^T \begin{bmatrix} U_k & U_{n_1-k} \end{bmatrix} \begin{bmatrix} \Sigma^2_k & 0 \\ 0 & \Sigma^2_{n_1-k} \end{bmatrix} \begin{bmatrix} U_k^T \\ U_{n_1-k}^T \end{bmatrix} U_k
\]

\[= \begin{bmatrix} I_k \\ 0 \end{bmatrix} \begin{bmatrix} \Sigma^2_k \\ 0 \end{bmatrix} \begin{bmatrix} I_k \\ 0 \end{bmatrix} = \Sigma^2_k,
\]

i.e., the Gramian of the reduced model is diagonal. This means that \( U_k \) is a kind of balancing transformation [65]. It can easily be shown that \( \hat{M}, \hat{D} \) and \( \hat{K} \) are all symmetric and they preserve their original definiteness as well. According to [128, Theorem 4] it can be guaranteed that the reduced model preserves the stability of the original model.

4.4 Efficient solution of the Lyapunov equation

In the previous sections we have seen that to carry out the BT and PDEG methods the main tool is the low-rank Gramian factor \( Z \), which can be obtained by the solution of the Lyapunov equation (4.9). This section concentrates on how to compute this low-rank Gramian factor efficiently using the LR-CF-ADI iteration introduced in Chapter 2. As we have mentioned that in contrast to our previous work e.g., [121, 122, 31], here the LR-CF-ADI method is updated by computing the real low-rank Gramian factor. Moreover, we use low-rank residual factor based stopping techniques which makes their evaluation much cheaper (see, e.g., Chapter 2 for
details). In addition, we show how to partition a large linear system into a small system to accelerate the solution. To ensure the fast convergence of the LRCF-ADI method we propose a novel technique for selecting the shift parameters adaptively. The details of this section are also available in [33].

4.4.1 Generalized sparse (GS)-LRCF-ADI iteration

To compute the low-rank Gramian factor by solving the Lyapunov equation (4.9) efficiently, we can apply Algorithm 5. There we have to replace the input matrices \( E, A \) and \( B \), respectively, by \( E, A, \) and \( B \). The initial guess of the residual is

\[
W_0 = B = \begin{bmatrix} 0 \\ H_1 - K_{12}K_{22}^{-1}H_2 \end{bmatrix},
\]

which can be partitioned as

\[
W^{(1)}_0 = 0 \quad \text{and} \quad W^{(2)}_0 = H_1 - K_{12}K_{22}^{-1}H_2.
\] (4.33)

At the \( i \)-th step of the LRCF-ADI iteration (see, e.g., Algorithm 5), we need to compute \( V_i = (A + \mu_i E)^{-1}W_{i-1} \) by solving the linear system

\[
(A + \mu_i E)V_i = W_{i-1}.
\] (4.34)

Inserting \( E \) and \( A \) from (4.2) we obtain

\[
\begin{bmatrix} M_{11} & 0 \\ 0 & -D_{11} \end{bmatrix} + \mu_i \begin{bmatrix} 0 & M_{11} \\ M_{11} & D_{11} \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ V_i^{(2)} \end{bmatrix} = \begin{bmatrix} W_{i-1}^{(1)} \\ W_{i-1}^{(2)} \end{bmatrix}.
\] (4.35)

i.e.,

\[
\begin{bmatrix} M_{11} & \mu_i M_{11} \\ \mu_i M_{11} & (\mu_i D_{11} - K_{11}) + K_{12}K_{22}^{-1}K_{12}^T \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ V_i^{(2)} \end{bmatrix} = \begin{bmatrix} W_{i-1}^{(1)} \\ W_{i-1}^{(2)} \end{bmatrix}.
\] (4.36)

It can easily be shown that by reversing the Schur complement instead of solving the linear system (4.36) we can solve the linear system

\[
\begin{bmatrix} M_{11} & \mu_i M_{11} \\ \mu_i M_{11} & (\mu_i D_{11} - K_{11}) - K_{12} \\ 0 & -K_{12}^T \\ -K_{12} & K_{22} \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ V_i^{(2)} \\ \Gamma \end{bmatrix} = \begin{bmatrix} W_{i-1}^{(1)} \\ W_{i-1}^{(2)} \\ 0 \end{bmatrix},
\] (4.37)

for \( \begin{bmatrix} V_i^{(1)T} & V_i^{(2)T} \end{bmatrix}^T \). Although the dimension of the matrices in (4.37) is higher than that of (4.36), it is sparse and therefore, it can be solved by using a sparse direct solver e.g., [43, Ch. 5], or any suitable iterative solver [101]. To ensure fast solution, we can partition the linear system (4.37) as follows. A simple algebraic
4.4. Efficient solution of the Lyapunov equation

Manipulation on (4.37) shows that instead of solving the large linear system (4.37), we can compute \( V_i^{(2)} \) from

\[
\begin{bmatrix}
\mu_i^2 M_{11} - \mu_i D_{11} + K_{11} & K_{12} \\
K_{12}^T & K_{22}
\end{bmatrix}
\begin{bmatrix}
V_i^{(2)} \\
V_i^{(1)}
\end{bmatrix} = 
\begin{bmatrix}
\mu_i W_i^{(1)} - W_i^{(2)} \\
0
\end{bmatrix},
\]

(4.38)

and then \( V_i^{(1)} \) from \( V_i^{(1)} = M_i^{-1} W_i^{(1)} - \mu_i V_i^{(2)} \). That means, as above, the splitting idea reduces the dimension of the linear system from \( 2n_\chi + n_\varphi \) to \( n_\chi + n_\varphi \). Here \( W_i^{(1)} \) and \( W_i^{(2)} \) are already computed from the previous step (from the ADI residual) by following (2.61) as

\[
W_i = W_{i-1} - 2 \text{Re} (\mu_i) \bar{E} V_i,
\]

which implies

\[
\begin{bmatrix}
W_i^{(1)} \\
W_i^{(2)}
\end{bmatrix} = 
\begin{bmatrix}
W_{i-1}^{(1)} \\
W_{i-1}^{(2)}
\end{bmatrix} - 2 \text{Re} (\mu_i) \begin{bmatrix}
0 & M_{11} \\
M_{11} & D_{11}
\end{bmatrix}
\begin{bmatrix}
V_i^{(1)} \\
V_i^{(2)}
\end{bmatrix}
\]

\[
= 
\begin{bmatrix}
W_{i-1}^{(1)} - 2 \text{Re} (\mu_i) M_{11} V_i^{(2)} \\
W_{i-1}^{(2)} - 2 \text{Re} (\mu_i) (M_{11} V_i^{(1)} + D_{11} V_i^{(2)})
\end{bmatrix}.
\]

From this we get

\[
W_i^{(1)} = W_{i-1}^{(1)} - 2 \text{Re} (\mu_i) M_{11} V_i^{(2)},
\]

\[
W_i^{(2)} = W_{i-1}^{(2)} - 2 \text{Re} (\mu_i) (M_{11} V_i^{(1)} + D_{11} V_i^{(2)}).
\]

(4.39)

In case the two consecutive shift parameters are complex conjugates of each other, i.e., \( \{ \mu_i, \mu_{i+1} := \bar{\mu}_i \} \), recalling (2.62) here we have

\[
W_{i+1} = W_{i-1} - 4 \text{Re} (\mu_i) \bar{E} (\text{Re} (V_i) + \delta \text{Im} (V_i)),
\]

where \( \delta = \frac{\text{Re} (\mu_i)}{\text{Im} (\mu_i)} \) and which gives

\[
\begin{bmatrix}
W_i^{(1)} \\
W_i^{(2)}
\end{bmatrix} = 
\begin{bmatrix}
W_{i-1}^{(1)} \\
W_{i-1}^{(2)}
\end{bmatrix} - 4 \text{Re} (\mu_i) \begin{bmatrix}
0 & M_{11} \\
M_{11} & D_{11}
\end{bmatrix}
\begin{bmatrix}
\text{ch}_1 \\
\text{ch}_2
\end{bmatrix}
\]

\[
= 
\begin{bmatrix}
W_{i-1}^{(1)} - 4 \text{Re} (\mu_i) M_{11} \text{ch}_2 \\
W_{i-1}^{(2)} - M_{11} \text{ch}_1 + D_{11} \text{ch}_2
\end{bmatrix},
\]

where \( \text{ch}_1 = \left( \text{Re} (V_i^{(1)}) + \delta \text{Im} (V_i^{(1)}) \right), \text{ch}_2 = \left( \text{Re} (V_i^{(2)}) + \delta \text{Im} (V_i^{(2)}) \right) \). This results in

\[
W_i^{(1)} = W_{i-1}^{(1)} - 4 \text{Re} (\mu_i) M_{11} \text{ch}_2,
\]

\[
W_i^{(2)} = W_{i-1}^{(2)} - 4 \text{Re} (\mu_i) (M_{11} \text{ch}_1 + D_{11} \text{ch}_2).
\]

(4.40)

The procedure to compute the low-rank Gramian factor for the second order index 1 descriptor system (4.1) is outlined in Algorithm 12.
Algorithm 12: SOGS-LRCF-ADI for the second order index 1 systems.

Input: $M_{11}, D_{11}, K_{11}, K_{12}, K_{22}, H_{1}, H_{2}, \{\mu_i\}_{i=1}^J$

Output: $Z = Z_i$, such that $P \approx ZZ^T$

1. Set $Z_0 = [], i = 1$.
2. $W^{(1)}_0 = 0$ and $W^{(2)}_0 = H_1 - K_{12}K_{22}^{-1}H_2$.
3. while $\|W^{(1)}_{i-1} W^{(1)}_{i-1} + W^{(2)}_{i-1} W^{(2)}_{i-1}\| \geq \text{tol}$ and $i \leq i_{\text{max}}$ do
   4. Solve
   \[
   \begin{bmatrix}
   \mu_i^2M_{11} - \mu_iD_{11} + K_{11} & K_{12} \\
   K_{12}^T & K_{22}
   \end{bmatrix}
   \begin{bmatrix}
   V^{(2)}_{i-1} \\
   \Gamma
   \end{bmatrix}
   =
   \begin{bmatrix}
   \mu_i W^{(1)}_{i-1} - W^{(2)}_{i-1} \\
   0
   \end{bmatrix}
   \] for $V^{(2)}_{i}$.
   5. Compute $V^{(1)}_{i} = M_{11}^{-1}W^{(1)}_{i-1} - \mu_i V^{(2)}_{i}$, $V_i = [V^{(1)}_{i} V^{(2)}_{i}]^T$.
   6. if $\text{Im}(\mu_i) = 0$ then
      7. $Z_i = \sqrt{2\sqrt{-\mu_i}} \text{Re}(V_i)$,
      8. $W^{(1)}_{i} = W^{(1)}_{i-1} - 2\mu_i M_{11} V^{(2)}_{i}$,
      9. $W^{(2)}_{i} = W^{(2)}_{i-1} - 2\mu_i (M_{11} V^{(1)}_{i} + D_{11} V^{(2)}_{i})$.
   else
      10. $\gamma = -2 \text{Re}(\mu_i)$, $\delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)}$,
      11. $Z_{i+1} = \left[Z_{i-1} \sqrt{2\gamma} \text{Re}(V_i) + \delta \text{Im}(V_i) \right] \sqrt{2\gamma} \sqrt{\delta^2 + 1} \text{Im}(V_i)$,
      12. $W^{(1)}_{i+1} = W^{(1)}_{i-1} + 2\gamma M_{11} \chi_2$, $W^{(2)}_{i+1} = W^{(2)}_{i-1} + 2\gamma (M_{11} \chi_1 + D_1 \chi_2)$,
      13. where $\chi_1 = \text{Re}(V^{(1)}_{i}) + \delta \text{Im}(V^{(1)}_{i})$, $\chi_2 = \text{Re}(V^{(2)}_{i}) + \delta \text{Im}(V^{(2)}_{i})$.
      14. $i = i + 1$
   end if
   15. $i = i + 1$
17. end while

4.4.2 ADI shift parameter selection

For the fast convergence of Algorithm 12, proper ADI shift selection is necessary. In Chapter 2 we have mentioned that among different kinds of ADI shift parameters proposed in the literature, Penzl’s heuristic shifts [93] are more commonly used for large-scale dynamical systems. For this model heuristic shift selection is discussed in [120, Algorithm 4.4], [31]. Besides Penzl’s shifts we also investigate in our numerical experiments the adaptive shift [21] selection approach. In [21], the shifts are initialized by the eigenvalues of the pencil $\lambda E - A$ projected to the span of $B$, where $E$ and $A$ are defined in (4.2). Then whenever all the shifts in the set have been used, the pencil is projected to the span of the current $V_i$ and the eigenvalues are used as the next set of shifts. Here we use the same initialization. For the update step however, we extend the subspace to all the $V_i$ generated with the current set of shifts. Let us assume that $U$ be the basis of the extended subspace. Now from the eigenvalues of $\lambda U^T E U - U^T A U$, select some desired number of optimal shifts by solving the ADI min-max (see Chapter 2) problem like in the heuristic...
4.5 Numerical results

In this section we illustrate numerical results to assess the accuracy and efficiency of our proposed techniques. The techniques are applied to a set of data for the finite element discretization of an adaptive spindle support (ASS) [74]. The dimension of the original model is $n = 290137$, which consists of $n_\xi = 282699$ differential equations and $n_\varphi = 7438$ algebraic equations. The number of the collocated inputs and outputs is 9.

All results have been obtained using MATLAB 7.11.0 (R2012a) on a board with 4 Intel® Xeon® E7-8837 CPUs with a 2.67-GHz clock speed, 8 Cores each and 1TB of total RAM.

To implement the BT and PDEG based reduced order models, first we compute the low-rank Gramian factor $Z$, by applying Algorithm 12. Both heuristic and adaptive shifts are compared to carry out this algorithm. In the case of the heuristic approach, we select 40 optimal shift parameters out of 60 large and 50 small magnitude approximate eigenvalues (see, e.g., [31] for details on the computation of heuristic ADI shift parameters for the ASS model). The algorithm is stopped by the maximum number of iteration steps $i_{\text{max}} = 400$. Next, we apply the adaptive shift computation approach to implement this algorithm. In this case, the algorithm is also stopped by $i_{\text{max}} = 400$. The convergence is compared in Table 4.2 in different iteration steps for both types of shift parameters. As we can see in this table the performances of the adaptive shifts is better than that of the heuristic shifts. Before using the computed low-rank Gramian factor for the model reduction algorithm, we compress the columns of $Z$ applying the technique proposed in [92].

<table>
<thead>
<tr>
<th>no. of iterations</th>
<th>normalized residual norm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heuristic shifts</td>
</tr>
<tr>
<td>100</td>
<td>$9.88 \times 10^{-1}$</td>
</tr>
<tr>
<td>200</td>
<td>$9.99 \times 10^{-1}$</td>
</tr>
<tr>
<td>300</td>
<td>$9.78 \times 10^{-1}$</td>
</tr>
<tr>
<td>400</td>
<td>$9.69 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of the normalized residual norms using heuristic and adaptive shifts at different iteration steps in Algorithm 12.

procedure. This approach is repeated while the algorithm has not converged to the given tolerance. Note that our system is dissipative, i.e., all the eigenvalues of $\lambda(E + E^T) - (A + A^T)$ lie in the left complex plane. Therefore, Bendixon’s theorem [85] ensures that all the eigenvalues of the projected pencil $\lambda U^T EU - U^T AU$ are stable.
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<table>
<thead>
<tr>
<th>MOR tolerance</th>
<th>ROM dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-4}$</td>
<td>146</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>140</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>132</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>123</td>
</tr>
<tr>
<td>$10^{0}$</td>
<td>98</td>
</tr>
</tbody>
</table>

Table 4.3: ROMs obtained by using different truncation tolerances.

### 4.5.1 Second-order-to-first-order reduction

**Balancing based methods:** Algorithm 8 generated an order 152 reduced order model for the tolerance $10^{-5}$. However, the dimension of the reduced order model can be reduced further by increasing the error tolerance, which is shown in Table 4.3. Figure 4.7 depicts, that all the ROMs obtained by different truncation tolerances match nicely with the original model keeping the relative error below the error bounds. We can also compute even lower dimensional ROMs if they are required for the controller design. In Figure 4.5 we see that although the approximation quality of the 5 dimensional ROM gets worse, order 50 - 10 dimensional models are satisfactory if an error of no more than 5% is desired. Even an order 10 model model still captures the important features of the original system.

**Comparison with IRKA:** To compare the balancing based method with IRKA we also compute different dimensional ROMs with Algorithm 9. Figure 4.6 shows the accuracy of the 60 and 10 dimensional BT and IRKA based reduced models. Here IRKA based reduced models show higher relative error. Note that Algorithm 9 is stopped after 50 cycles. That means we have updated the interpolation points and tangential directions 50 times. This number is still large. Perhaps, the quality of the ROMs can be improved further by considering even more cycles. In that case the computation would be more expensive.

### 4.5.2 Second-order-to-second-order reduction

**Balancing based methods.** For computing second-order-to-second-order ROMs using balanced truncation we first partition the computed $Z$ as $Z_v$ and $Z_p$ by taking upper and lower $n_\xi$ rows of $Z$ and then applying Algorithm 10. This algorithm computes different dimensional reduced systems for the truncation tolerance $10^{-5}$ by using different types of balancing labels as shown in Table 4.1. The comparisons of the full and different dimensional reduced systems are shown in Figure 4.7. Figure 4.7a shows the frequency responses of full and reduced systems with good match. The absolute error and the relative error of the frequency responses of full and reduced systems are exhibited in Figure 4.7b and Figure 4.7c, respectively, with
very good accuracy. As we can see in Figure 4.7c, the relative errors for all reduced systems are far below to the truncation tolerance ($10^{-5}$). We further compute the 40, 30, 20, and 10 dimensional reduced order models using the same algorithm via balancing the system on the velocity-velocity and position-position levels. In this case, the frequency responses of the reduced systems also resemble the graph in Figure 4.7a. Figure 4.8 depicts the relative errors between the full and different dimensional reduced order models. Here we observe that the lower the dimension of the reduced models the higher the relative error. But in both the balancing levels, even the very low dimensional models, e.g., a model of dimension 10, preserve the important feature of the original model. Figure 4.9 discusses the SISO relation of full and different dimensional reduced order models computed by position-position balancing. Since in the SISO case we know that the transfer function matrix is just a scalar rational function, here we have computed the absolute values of the transfer function in different frequencies. The relative error between the original and reduced order models of the respective SISO relation are also shown in the same figure. Table 4.4 shows the possible execution time gains that can be expected from the reduced order modeling. Here the computation at one sampling frequency (out of 200 used in the figures) is used as a representative for one evalu-
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Figure 4.5: Comparison of different dimensional reduced systems with the original system.

PDEG based methods. Algorithm 11 is applied again on the ASS model to obtain the reduced systems via projecting the system onto the dominant eigenspace of the Gramian. To execute this algorithm, the computed velocity Gramian factor \((Z_v)\) and and the position Gramian factor \((Z_p)\) are the same as computed for implementing the balancing based method. By predefining the dimension of the ROM, we compute 40, 30, 20 and 10 dimensional models by projecting the system onto the dominant eigenspaces of both velocity and position Gramians. In both cases, the frequency responses of the original and reduced systems are the same as in Figure 4.9. Figure 4.10 shows the relative error between the original and the dif-
4.5. Numerical results

\[ \frac{\sigma_{\max}(G(j\omega))}{\sigma_{\max}(G(j\omega))} \]

\[ \begin{array}{|c|c|c|}
\hline
\text{system dimension} & \text{execution time (sec)} & \text{speedup} \\
\hline
290 & 90.00 & 1 \\
50 & 0.0014 & 64,285 \\
40 & 0.0012 & 75,000 \\
30 & 0.0009 & 100,000 \\
20 & 0.0007 & 128,571 \\
10 & 0.0003 & 300,000 \\
\hline
\end{array} \]

Table 4.4: Average execution time and speedup against full order model for computing the maximum Hankel singular value at a given sampling frequency.

Figure 4.6: Relative error for different dimensional ROMs computed by Algorithms 8 and 9.

Different dimensional reduced models when we project the system onto the dominant eigenspace of the velocity Gramian (VG) (Figure 4.10a) and position Gramian (PG) (Figure 4.10b). We observe that the constructed reduced systems of the ASS model by PDEG methods are asymptotically stable which is shown in Figure 4.11. This figure shows that all the eigenvalues of the reduced systems which are obtained via projecting the system onto the dominant eigenspace of the position Gramian lie in the left complex half plane. From this figure one can also see that the successively decreasing dimensional reduced system contains the eigenvalues closer to the imaginary axis.
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Figure 4.7: Comparison of different dimensional reduced systems obtained by different balancing levels using truncation tolerance $10^{-5}$.

Figure 4.8: Relative error between full and different dimensional reduced models via balanced truncation.
Figure 4.9: 1st, 2nd, 3rd and 4th rows respectively, show the 1st input to 1st output, 9th input to 1st output, 1st input to 9th and 9th input to 9th output relations (left) and the respective relative errors of full and different dimensional reduced systems.
Figure 4.10: Relative error between full and different dimensional reduced models via projecting onto the dominant eigen space of the Gramians.

Figure 4.11: Eigenvalues of the ROM via projecting onto the dominant eigenspace of the position Gramian.
Chapter 5

Second Order Index 3 Descriptor Systems

This chapter presents model reduction methods for a class of structured second order index 3 descriptor systems of the form

\[
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
+ \begin{bmatrix}
D & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
+ \begin{bmatrix}
K & G^T \\
G & 0
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
\varphi(t)
\end{bmatrix}
= \begin{bmatrix}
H & 0 \\
0 & \tilde{H}
\end{bmatrix}
u(t),
\begin{bmatrix}
L & 0
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
\varphi(t)
\end{bmatrix}
= y(t),
\]

(5.1)

where \(\xi(t) \in \mathbb{R}^{n_\xi}, \varphi(t) \in \mathbb{R}^{n_\varphi}\) are the states, \(n_\xi > n_\varphi\), \(u(t) \in \mathbb{R}^m\) are the inputs, \(y(t) \in \mathbb{R}^p\) are the outputs, and \(M, D, K, \tilde{H}, L\) are all sparse matrices with appropriate dimensions. Such structured systems arise in many applications, e.g., in constraint multibody system dynamics [107, 48] (see next section for details) or mechanical systems with holonomic constraints [128, 87]. The system (5.1) is called an index 3 system due to the analogy to first order index 3 (see, e.g., section 5.1) linear time-invariant (LTI) systems. Following Chapter 3, we also eliminate the algebraic elements by projecting the system onto the subspace where the solutions of the descriptor system exist. We show the projected and original systems are equivalent in the sense that they have the same finite spectrum. Then both second-order-to-first-order and second-order-to-second-order reduction techniques are shown for the projected systems. In the case of second-order-to-first-order reduction, we discuss both balanced truncation and an interpolatory technique via IRKA. To implement the methods, the second order projected system is converted into a first order form. The first order projected systems are very similar to the projected system considered in [70, 68]. Following their strategies (see also, e.g., Chapter 3) we show a technique to avoid the computation of the projector for implementing the
BT and interpolatory methods. On the other hand, for the second-order-to-second-order reduction method, besides the balanced truncation we also discuss the PDEG method, introduced in the previous chapter. In this case we also discuss the issues in avoiding the projector. The BT and PDEG methods rely on controllability and observability Gramian factors. To compute the Gramian factors we need to solve two projected continuous-time algebraic Lyapunov equation. Following Chapter 3, here we show an efficient technique to solve the projected Lyapunov equations handling the projector implicitly. Moreover, we discuss the difficulties of the ADI shift parameter computations using both heuristic and adaptive approaches and suggest how to overcome these. The proposed techniques are applied to several test examples. Numerical results are discussed to show the efficiency of the techniques.

5.1 Motivating examples

In classical mechanics or multibody dynamics, see, e.g., [8, 48, 44], the governing mathematical model can often be described by a simple equation of motion

\[ M_1(\xi) \ddot{\xi} = f_a(\xi, \dot{\xi}, u(t)), \]  

(5.2)

where \( M_1(\xi) \in \mathbb{R}^{n_\xi \times n_\xi} \) is the positive definite mass matrix, \( f_a \in \mathbb{R}^{n_\xi} \) the vector of the force function, \( u(t) \in \mathbb{R}^m \) is the input vector, and \( \xi, \dot{\xi} \) and \( \ddot{\xi} \) denote, respectively, the time dependent vector of the position, velocity and acceleration.

In the simple case the mechanical models can be described by the unconstrained equation of motion (5.5). However, the more general case is the equation of motion under constraints. Constraints are the conditions restricting possible geometrical positions of the mechanical system or limiting its motion. Sometimes constraints are required in a system to guide the motion along a prescribed curve or surface. The equation of motion with constraints has the following form [48, 128]

\[ M_1(\xi) \ddot{\xi}(t) = f_a(\xi, \dot{\xi}, u(t)) - f_c(\xi, \varphi), \]  

(5.3)

\[ g(\xi) = 0, \]  

(5.4)

where \( g(\xi) \) is a vector valued function describing \( n_\varphi \) constraints, \( f_c \) represents the generalized constraint forces acting on the system. This additional force term \( f_c \) is imposed for the constraint to be satisfied. It can be shown that these constraint forces are orthogonal to the constraints which define the manifold of the system. This means \( f_c(\xi, \varphi) = G_1(\xi)^T \varphi \), where \( G_1(\xi) := \frac{d}{d \xi} g(\xi) \) and \( \varphi \) is the vector of the Lagrange multipliers. Thus the system in (5.3) can be written as

\[ M_1(\xi) \ddot{\xi}(t) = f_a(\xi, \dot{\xi}, u(t)) - G_1(\xi)^T \varphi, \]  

(5.5)

\[ g(\xi) = 0. \]  

(5.6)

Now linearizing (5.5) around the equilibrium point (see, e.g., [48, Chap 1] for a linearizion technique) we obtain the linearized constraint equation of motion of the
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form

\[ M_1 \ddot{\xi}(t) + D_1 \dot{\xi}(t) + K_1 \xi(t) + G_1^T \varphi(t) = H_1 u(t), \]
\[ G_1 \xi(t) = 0, \]
where the \( n_\xi \times n_\xi \) dimensional coefficient matrices \( M_1, D_1 \) and \( K_1 \) are called the mechanical mass, damper and stiffness matrices, respectively, and \( H_1 \in \mathbb{R}^{n_\xi \times n_\varphi} \) is the input matrix. The corresponding outputs can be measured by
\[ y(t) = L_1 \xi(t), \]
where \( L_1 \in \mathbb{R}^{n_\xi \times n_\xi} \) is the output matrix. In matrix vector form the linearized equation of motion (5.7) together with the output equation (5.8) gives (5.1). We call the system (5.1) second order index 3 DAEs since one of the suitable first order conversions

\[
\begin{bmatrix}
I_{n_\xi} & 0 & 0 \\
0 & M_1 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\ddot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
=
\begin{bmatrix}
0 & I_{n_\xi} & 0 \\
-K_1 & -D_1 & -G_1^T \\
G_1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\xi}(t) \\
\ddot{\xi}(t) \\
\dot{\varphi}(t)
\end{bmatrix}
+
\begin{bmatrix}
0 \\
H_1 \\
0
\end{bmatrix}
\begin{bmatrix}
u(t)
\end{bmatrix},
\]
\[ y(t) = \begin{bmatrix} L_1 & 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{\xi}(t) \\ \ddot{\xi}(t) \\ \dot{\varphi}(t) \end{bmatrix}, \]
is in the index 3 descriptor form [75, 48, 35].

5.2 Index reduction

This section will show how to convert an index 3 descriptor system of the form (5.1) into an equivalent form of a ODE system via projection of the system onto the hidden manifold on which the solution evolves. First we focus on the construction of the projector by exploiting the structure of the system. Second, we prove that the finite spectra of the original and projected systems coincide.

5.2.1 Reformulation of the dynamical systems

Let us rewrite the second order index 3 system (5.1) as
\[
M_1 \ddot{\xi}(t) = -D_1 \dot{\xi}(t) - K_1 \xi(t) - G_1^T \varphi(t) + H_1 u(t), \tag{5.10a}
\]
\[ G_1 \xi(t) = 0, \tag{5.10b}
\]
\[ y(t) = L_1 \xi(t). \tag{5.10c}
\]
From (5.10b) we obtain \( G_1 \dot{\xi}(t) = 0 \). Inserting this identity after multiplying both sides of (5.10a) by \( G_1 M_1^{-1} \), we find
\[
0 = -G_1 M_1^{-1} D_1 \dot{\xi}(t) - G_1 M_1^{-1} K_1 \xi(t) - G_1 M_1^{-1} G_1^T \varphi(t) + G_1 M_1^{-1} H_1 u(t), \tag{5.11}
\]
which implies

$$\varphi(t) = -(G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}D_1\xi(t) - (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}K_1\xi(t) + (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}H_1u(t).$$

(5.12)

Inserting $\varphi(t)$ into (5.10a) we obtain

$$M_1\dot{\xi}(t) = -\Pi D_1\dot{\xi}(t) - \Pi K_1\xi(t) + \Pi H_1u(t),$$

(5.13)

where

$$\Pi := I_{n_\xi} - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1},$$

(5.14)

in which $I_{n_\xi}$ is an identity matrix of size $n_\xi$. In fact, $\Pi$ is a projector since

$$\Pi^2 = (I_{n_\xi} - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1})(I_{n_\xi} - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1})$$

$$= I_{n_\xi} - 2G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1} + G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}$$

$$= I_{n_\xi} - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1} = \Pi.$$

The projector $\Pi$ satisfies the following properties.

**Proposition 5.1.** Let $\Pi$ be the projector defined above. The following conditions hold.

1. $\Pi M_1 = M_1 \Pi^T$.
2. $\text{Null} (\Pi) = \text{Range} \left( G_1^T \right)$.
3. $\text{Range} (\Pi) = \text{Null} \left( G_1M_1^{-1} \right)$.

**Proof.** 1. We have

$$\Pi M_1 = M_1 - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1$$

$$= M_1(I_{n_\xi} - M_1^{-1}G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1) = M_1 \Pi^T.$$ 

2. Suppose that the vector $a$ belongs to the nullspace of $\Pi$, i.e., $\Pi a = 0$. By the definition of $\Pi$, $(I_{n_\xi} - G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1})a = 0$, which implies $a = G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}a$. So $a = G_1^T b$, where $(G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}a = b$, which implies that $a$ is in the range of $G_1^T$. Therefore,

$$\text{Null} (\Pi) \subseteq \text{Range} \left( G_1^T \right).$$

(5.15)

Conversely, suppose that $a$ is in the range of $G_1^T$. Therefore, there exists a non-zero vector $b$, such that $G_1^T b = a$. Multiplying both sides by $G_1M_1^{-1}$, $G_1M_1^{-1}G_1^T b = G_1M_1^{-1}a$, which implies $b = (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}a$. Again multiplying both sides by $G_1^T$, $G_1^T b = G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}a$. So $a = G_1^T (G_1M_1^{-1}G_1^T)^{-1}G_1M_1^{-1}a$, which implies $\Pi a = 0$. Therefore $a$ is also in the nullspace of $\Pi$, and hence

$$\text{Range} \left( G_1^T \right) \subseteq \text{Null} (\Pi).$$

(5.16)
Null (Π) = Range \( (G_T^1)^\dagger \).

3. Again, we assume \( a \) is in the range of \( Π \), i.e., \( Πa = a \), which implies \((I_n - G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1M_1^{-1})a = a\), or \((G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1M_1^{-1})a = 0\). Let \( Φb = 0 \), where \( Φ = G_T^1(G_1M_1^{-1}G_T^1)^{-1}b = G_T^1M_1^{-1}a \). Multiplying both sides by \( Φ \), we obtain \( Φ^TΦb = 0 \). Since \( Φ^TΦ \) is invertible we see \( b = 0 \), or \( G_1M_1^{-1}a = 0 \). This proves that \( a \) is in the nullspace of \( G_1M_1^{-1} \). Therefore,

\[
\text{Range} (Π) ⊆ \text{Null} \left( G_1M_1^{-1} \right).
\]

Conversely, again suppose that \( a \in \text{Null} \left( G_1M_1^{-1} \right) \), i.e., \( G_1M_1^{-1}a = 0 \). Multiplying both sides by \( Φ^TΦ \), we get \( Φ^TΦG_1M_1^{-1}a = 0 \). Again multiplying both sides by \( b^T \), \( b^TΦ^TΦb = 0 \), which implies \((Φb)^T(Φb) = 0 \), hence \( Φb = 0 \). Therefore, \( G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1M_1^{-1}a = 0 \) i.e., \( a = 0 \), and therefore, \( Πa = a \), such that

\[
\text{Null} \left( G_1M_1^{-1} \right) ⊆ \text{Range} (Π).
\]

Therefore, equation \((5.17)\) and \((5.18)\) yield \( \text{Range} (Π) = \text{Null} \left( G_1M_1^{-1} \right) \).

**Theorem 5.1.** The vector \( a \) is in the nullspace of \( G_1 \), i.e., \( G_1a = 0 \) iff \( Π^Ta = a \), where \( Π \) is defined in \((5.14)\).

**Proof.** Suppose the vector \( a \) is in the nullspace of \( G_1 \), i.e., \( G_1a = 0 \). Multiplying both sides by \(-M_1^{-1}G_T^1(G_1M_1^{-1}G_T^1)^{-1}\), we obtain \(-M_1^{-1}G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1a = 0\), which is equivalent to \((I_n - M_1^{-1}G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1)a = a\), i.e., \( Π^Ta = a \). Conversely, suppose that \( Π^Ta = a \), which implies \((I_n - M_1^{-1}G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1)a = a\). We see \( M_1^{-1}G_T^1(G_1M_1^{-1}G_T^1)^{-1}G_1a = 0 \). Multiplying both sides by \( G_1 \) we obtain \( G_1a = 0 \).

Following Theorem 5.1, equation \((5.10b)\) implies

\[
Π^Tξ(t) = ξ(t).
\]

Inserting this identity into \((5.13)\) and multiplying the resulting equation by \( Π \), we obtain

\[
ΠM_1Π^Tξ(t) = -ΠK_1Π^Tξ(t) - ΠD_1Π^Tξ(t) + ΠH_1u(t).
\]

Moreover, applying \((5.19)\) into the output equation \((5.10c)\), we find the system in \((5.10)\) is equivalent to

\[
ΠM_1Π^Tξ(t) = -ΠD_1Π^Tξ(t) - ΠK_1Π^Tξ(t) + ΠH_1u(t),
\]

\[
y(t) = L_1Π^Tξ(t).
\]
The system dynamics of (5.21) are projected onto the $n_m := n_{\xi} - n_{\varphi}$ dimensional subspace $\text{Range} (\Pi^T)$. This subspace is, however, still represented in the coordinates of the $n_{\xi}$ dimensional space. The $n_m$ dimensional representation can be made explicit by employing the thin singular value decomposition (SVD)

$$\Pi = U \Sigma V^T = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix} = U_1 \Sigma_1 V_1^T = \Theta_l \Theta_r^T,$$  

(5.22)

where $\Theta_l = U_1 \Sigma_1^1$, $\Theta_r = V_1 \Sigma_1^1$, and $U_1, V_1 \in \mathbb{R}^{n_{\xi} \times n_m}$ consist of the corresponding leading $n_m$ columns of $U, V \in \mathbb{R}^{n_{\xi} \times n_{\xi}}$. Moreover, $\Theta_l, \Theta_r$ satisfy

$$\Theta_l^T \Theta_r = I_{n_m}.$$  

(5.23)

Inserting the decomposition of $\Pi$ from (5.22) into (5.21) and considering $\tilde{\xi}(t) = \Theta_l^T \xi(t)$ the resulting dynamical system leads to

$$\Theta_r^T M_1 \Theta_r \ddot{\tilde{\xi}}(t) = -\Theta_r^T D_1 \Theta_r \dot{\tilde{\xi}}(t) - \Theta_r^T K_1 \Theta_r \tilde{\xi}(t) + \Theta_r^T H_1 u(t),$$  

(5.24a)

$$y(t) = L_1 \Theta_r \tilde{\xi}(t).$$  

(5.24b)

System (5.24) is now a standard second order system like (2.21). This system practically is system (5.21) with the redundant equation removed by the $\Theta_r$ projection. The dynamical systems (5.10), (5.21) and (5.24) are equivalent in a sense that they are different realizations of the same transfer function. Moreover, their finite spectrum is the same, which we prove in the following section.

### 5.2.2 Equivalent finite spectra

The quadratic matrix polynomial [100, 115, 116, 10] associated with the index 3 DAEs system (5.1) is

$$Q(\lambda) = \lambda^2 \begin{bmatrix} M_1 & 0 \\ 0 & 0 \end{bmatrix} + \lambda \begin{bmatrix} D_1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} K_1 & G_1^T \\ G_1 & 0 \end{bmatrix}.$$  

(5.25)

where $\lambda \in \mathbb{C}$. Although $Q(\lambda)$ is regular, due to the singularity of $M$, it contains some infinite eigenvalues as well. If the degree of $\det (Q(\lambda))$ is $r < 2\tilde{n}$, where $\tilde{n} = n_{\xi} + n_{\varphi}$, then $Q(\lambda)$ has $r$ finite and $2\tilde{n} - r$ infinite eigenvalues [116]. Again the quadratic matrix polynomials corresponding to the systems (5.21) and (5.24) are respectively,

$$\tilde{Q}(\lambda) = \lambda^2 \Pi M_1 \Pi^T + \lambda \Pi D_1 \Pi^T + \Pi K_1 \Pi^T$$  

(5.26)

and

$$\bar{Q}(\lambda) = \lambda^2 \Theta_r^T M_1 \Theta_r + \lambda \Theta_r^T D_1 \Theta_r + \Theta_r^T K_1 \Theta_r.$$  

(5.27)
We know $\Theta_T^T M_1 \Theta_r \in \mathbb{R}^{n_\xi \times n_\xi}$ is non singular and $\bar{Q}$ is regular. Hence, all of the eigenvalues of the polynomial $\bar{Q}(\lambda)$ are finite [116]. The degree of $\det(\bar{Q}(\lambda))$ is $2(n_\xi - n_\varphi)$. Hence the number of finite eigenvalues of $\bar{Q}(\lambda)$ is exactly $2(n_\xi - n_\varphi)$, to which we can add $2n - 2(n_\xi - n_\varphi) = 2n_\xi + 2n_\varphi - 2n_\xi + 2n_\varphi = 4n_\varphi$ infinite eigenvalues. Applying the appropriate projectors onto the index 3 DAE system, we can preserve all the finite eigenvalues of the system (5.24). The following theorem demonstrates that all the finite eigenvalues of the original and projected systems are the same.

**Theorem 5.2.** Let us consider the matrix polynomials $Q(\lambda)$ and $\bar{Q}(\lambda)$, defined respectively, in (5.25) and (5.26). An eigenvalue $\lambda_1$ is a finite eigenvalue of $Q(\lambda)$ with corresponding eigenvector $\begin{bmatrix} v_1^T & v_2^T \end{bmatrix}^T$ if and only if $\lambda_1$ is an eigenvalue of $\bar{Q}(\lambda)$ with corresponding eigenvector $\bar{v}_1$ where $\bar{v}_1 = \Theta_T^T v_1$ and $\Theta_1$ is defined in (5.23).

**Proof.** Suppose, $\lambda_1$ is a finite eigenvalue of $Q(\lambda)$ corresponding to the eigenvector $\begin{bmatrix} v_1^T & v_2^T \end{bmatrix}^T$. Then the quadratic eigenvalue problem of the matrix polynomial (5.25) is

$$\left( \lambda_1^2 \begin{bmatrix} M_1 & 0 \\ 0 & 0 \end{bmatrix} + \lambda \begin{bmatrix} D_1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} K_1 & G_1^T \\ G_1 & 0 \end{bmatrix} \right) \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. $$

(5.28)

The last line of (5.28) gives $G_1 v_1 = 0$, i.e., $v_1$ is in the nullspace of $G_1$. Now applying Theorem 5.1, we obtain $\Pi^T v_1 = v_1$. Plug $\Pi^T v_1 = v_1$ into the first equation of (5.28) and then project the resulting equation from the left by $\Pi$. Since $\Pi G_1^T = 0$, by Proposition 5.1, this leads to

$$ (\lambda_1^2 \Pi M_1 \Pi^T + \lambda_1 \Pi D_1 \Pi^T + \Pi K_1 \Pi^T) v_1 = 0, $$

(5.29)

which is the eigenvalue problem for the matrix polynomial $\bar{Q}(\lambda)$. Applying the decompositions of $\Pi$ as defined above to (5.22) and using $\bar{v}_1 = \Theta_T^T v_1$ we obtain

$$ \Theta_1 (\lambda_1^2 \Theta_T^T M_1 \Theta_r + \lambda_1 \Theta_T^T D_1 \Theta_r + \Theta_T^T K_1 \Theta_r) \bar{v}_1 = 0. $$

Multiplying by $\Theta_r$ from the left and using (5.23) yields

$$ (\lambda_1^2 \Theta_r^T M_1 \Theta_r + \lambda_1 \Theta_r^T D_1 \Theta_r + \Theta_r^T K_1 \Theta_r) \bar{v}_1 = 0, $$

(5.30)

which is the eigenvalue problem of the matrix polynomial (5.26), where $\lambda_1$ is an eigenvalue of the polynomial. Conversely, we want to demonstrate that if $\bar{v}_1$ is an eigenvector of $Q(\lambda)$ to the corresponding eigenvalue $\lambda_1$, i.e., equation (5.30) holds, then $\begin{bmatrix} v_1^T & v_2^T \end{bmatrix}^T$ is an eigenvector of $\bar{Q}(\lambda)$ with the same eigenvalue. Again plugging $\bar{v}_1 = \Theta_T^T v_1$ in (5.30) and multiplying the resulting equation by $\Theta_1$ from the left we obtain

$$ (\lambda_1^2 \Pi M_1 \Pi^T + \lambda_1 \Pi D_1 \Pi^T + \Pi K_1 \Pi^T) v_1 = 0, $$

(5.31)

5.2. Index reduction
Since the projector $\Pi$ satisfies $\Pi^T v_1 = v_1$, (5.31) gives
\[
\Pi(\lambda_1^2 M_1 v_1 + \lambda_1 D_1 v_1 + K_1 v_1) = 0,
\]
which means that $\lambda_1^2 M_1 v_1 + \lambda_1 D_1 v_1 + K_1 v_1$ is in the nullspace of $\Pi$. We know that $\text{Null}(\Pi) = \text{Range}(G_1^T)$ (see Proposition 5.1 (2.)). Therefore, there exists a vector $v_2$ such that
\[
\lambda_1 M_1 v_2 + K_1 v_1 + D_1 v_2 = -G_1^T v_2,
\]
which implies
\[
\lambda_1 M_1 v_2 + K_1 v_1 + D_1 v_2 + G_1^T v_2 = 0. \tag{5.32}
\]
Again if $\Pi^T v_1 = v_1$, using Theorem 5.1 we have
\[
G_1 v_1 = 0 \tag{5.33}
\]
Equations (5.32) and (5.33) yield (5.28).

**Example:** In order to show the equivalent finite spectra of the second order index 3 system (5.1) numerically, we consider the damped spring-mass system (DSMS) form [87]. See, e.g., Section 5.5 for details. Here we consider $n_\xi = g = 10$. As a result, the dimension of the second order index 3 model is 11. Using the MATLAB `polyeig` command we compute the eigenvalues of $Q(\lambda)$, $\tilde{Q}(\lambda)$ and $\bar{Q}(\lambda)$, respectively. As we can see in Table 5.1, by applying appropriate projectors to the index 3 system we can preserve all the finite eigenvalues.

<table>
<thead>
<tr>
<th>$Q(\lambda)$</th>
<th>$\tilde{Q}(\lambda)$</th>
<th>$\bar{Q}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>0</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$-0.1220 \pm 0.2876i$</td>
<td>$-0.1220 \pm 0.2876i$</td>
<td>$-0.1220 \pm 0.2876i$</td>
</tr>
<tr>
<td>$-0.1171 \pm 0.2827i$</td>
<td>$-0.1171 \pm 0.2827i$</td>
<td>$-0.1171 \pm 0.2827i$</td>
</tr>
<tr>
<td>$-0.1000 \pm 0.2646i$</td>
<td>$-0.1000 \pm 0.2646i$</td>
<td>$-0.1000 \pm 0.2646i$</td>
</tr>
<tr>
<td>$-0.0958 \pm 0.2597i$</td>
<td>$-0.0958 \pm 0.2597i$</td>
<td>$-0.0958 \pm 0.2597i$</td>
</tr>
<tr>
<td>$-0.0270 \pm 0.1445i$</td>
<td>$-0.0270 \pm 0.1445i$</td>
<td>$-0.0270 \pm 0.1445i$</td>
</tr>
<tr>
<td>$-0.0367 \pm 0.1674i$</td>
<td>$-0.0367 \pm 0.1674i$</td>
<td>$-0.0367 \pm 0.1674i$</td>
</tr>
<tr>
<td>$-0.0423 \pm 0.1789i$</td>
<td>$-0.0423 \pm 0.1789i$</td>
<td>$-0.0423 \pm 0.1789i$</td>
</tr>
<tr>
<td>$-0.0679 \pm 0.2229i$</td>
<td>$-0.0679 \pm 0.2229i$</td>
<td>$-0.0679 \pm 0.2229i$</td>
</tr>
<tr>
<td>$-0.0663 \pm 0.2206i$</td>
<td>$-0.0663 \pm 0.2206i$</td>
<td>$-0.0663 \pm 0.2206i$</td>
</tr>
<tr>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Table 5.1: Eigenvalues for the matrix polynomials $Q(\lambda)$, $\tilde{Q}(\lambda)$ and $\bar{Q}(\lambda)$, defined in (5.25-5.27).
5.3 Model reduction

5.3.1 Second-order-to-first-order reduction

Let us consider the second order index 3 system (5.1). In the preceding section, it is shown that this system can be converted into the equivalent form of the projected second order system (5.21). The first order transformed form of this second order projected system can be written as

\[
\begin{align*}
\tilde{\Pi}E_1\tilde{\Pi}^T\dot{x}_1(t) &= \tilde{\Pi}A_1\tilde{\Pi}^T x_1(t) + \tilde{\Pi}B_s u(t), \\
y(t) &= C_s \tilde{\Pi}^T x_1(t),
\end{align*}
\] (5.34)

where

\[
\begin{align*}
\tilde{\Pi} &= \begin{bmatrix} I_{n_\xi} & \Pi \end{bmatrix}, & E_1 &= \begin{bmatrix} I_{n_\xi} & 0 \\ 0 & M_1 \end{bmatrix}, & A_1 &= \begin{bmatrix} 0 & I_{n_\xi} \\ -K_1 & -D_1 \end{bmatrix}, \\
B_s &= \begin{bmatrix} 0 \\ H_1 \end{bmatrix}, & C_s &= \begin{bmatrix} L_1 \\ 0 \end{bmatrix} \text{ and } x_1(t) &= \begin{bmatrix} \dot{\xi}(t) \\ \xi(t) \end{bmatrix}.
\end{align*}
\] (5.35)

In system (5.34) all the coefficient matrices are singular since \(\tilde{\Pi}\) has rank deficiency (due to the singularity of \(\Pi\)). This means the system contains redundant elements. To remove the redundant elements let us decompose \(\tilde{\Pi}\) as

\[
\tilde{\Pi} = \tilde{\Theta}_l \tilde{\Theta}_r^T, \quad \text{with} \quad \tilde{\Theta}_l^T \tilde{\Theta}_r = I_k,
\] (5.36)

where \(\tilde{\Theta}_l, \tilde{\Theta}_r \in \mathbb{R}^{2n_\xi \times k}\) and \(k = \text{rank} \left( \tilde{\Pi} \right)\). Now applying the decomposition of \(\tilde{\Pi}\) from (5.36) to (5.34) and defining \(\tilde{x}_1(t) := \tilde{\Theta}_l^T x_1(t)\), we obtain

\[
\begin{align*}
\tilde{\Theta}_l^T E_1 \tilde{\Theta}_r \dot{\tilde{x}}_1(t) &= \tilde{\Theta}_r^T A_1 \tilde{\Theta}_r \tilde{x}_1(t) + \tilde{\Theta}_r^T B_s u(t), \\
y(t) &= C_s \tilde{\Theta}_r \tilde{x}_1(t).
\end{align*}
\] (5.37)

This system can be compared with the generalized state space system (2.1), and hence one can directly apply a naive approach of balanced truncation or IRKA based model reduction methods. Unfortunately, considering computational costs, forming (5.37) is prohibitive for a large scale system, since the actual computation of \(\tilde{\Theta}_l\) and \(\tilde{\Theta}_r\) by decomposing \(\tilde{\Pi}\) is expensive. Moreover, the coefficient matrices in the system (5.37) are typically dense. Therefore, following the approaches as discussed in [70, 68] for first order index 2 systems, we apply balanced truncation and IRKA to the system (5.34) and compute the substantially reduced dimensional model

\[
\begin{align*}
\hat{E}_{\hat{x}}(t) &= \hat{A}_{\hat{x}}(t) + \hat{B}_u(t), \\
\hat{y}(t) &= \hat{C}_{\hat{x}}(t).
\end{align*}
\] (5.38)

In the following we will show how to achieve this goal efficiently.
Balancing based technique:

Let us assume we want to apply the balanced truncation method to the system (5.36). Thus, we need to solve the Lyapunov equations

\[
\begin{align*}
\Theta_r^T A_1 \Theta_r \bar{P} \Theta_r^T E_1^T \Theta_r + \Theta_r^T E_1 \Theta_r \bar{P} \Theta_r^T A_1^T \Theta_r &= - \Theta_r^T B_s B_s^T \Theta_r, \\
\Theta_r^T A_1^T \Theta_r \bar{Q} \Theta_r^T E_1 \Theta_r + \Theta_r^T E_1^T \Theta_r \bar{Q} \Theta_r^T A_1 \Theta_r &= - \Theta_r^T C_s^T C_s \Theta_r,
\end{align*}
\]

where $\bar{P}, \bar{Q} \in \mathbb{R}^{k \times k}$ are, respectively, the controllability and observability Gramians of the system (5.37). The solutions $\bar{P}, \bar{Q}$ of the Lyapunov equations are unique, since (according to Theorem 5.2) the corresponding system is asymptotically stable and symmetric positive (semi-)definite since the right hand side is semidefinite.

Now multiplying both equations in (5.39) by $\bar{\Theta}_l$ from the left and $\bar{\Theta}_l^T$ from the right and exploiting the property in (5.36), we obtain

\[
\begin{align*}
\tilde{\Pi} A_1 \tilde{\Pi}^T \bar{P} \tilde{\Pi} E_1^T \tilde{\Pi}^T + \tilde{\Pi} E_1 \tilde{\Pi}^T \bar{P} \tilde{\Pi} A_1^T \tilde{\Pi}^T &= - \tilde{\Pi} B_s B_s^T \tilde{\Pi}^T, \\
\tilde{\Pi} A_1^T \tilde{\Pi}^T \bar{Q} \tilde{\Pi} E_1 \tilde{\Pi}^T + \tilde{\Pi} E_1^T \tilde{\Pi}^T \bar{Q} \tilde{\Pi} A_1 \tilde{\Pi}^T &= - \tilde{\Pi} C_s^T C_s \tilde{\Pi}^T,
\end{align*}
\]

where

\[
\begin{align*}
\tilde{P} &= \Theta_r \bar{P} \Theta_r^T, \quad \tilde{Q} = \Theta_r \bar{Q} \Theta_r^T.
\end{align*}
\]

The Lyapunov equations in (5.40) are nothing but the Lyapunov equations of the projected system (5.34), where $\tilde{P}, \tilde{Q} \in \mathbb{R}^{2n \times 2n}$ are the systems controllability and observability Gramians. Under the condition (5.41) it can be shown that $\tilde{P}$ and $\tilde{Q}$ satisfy

\[
\tilde{P} = \tilde{\Pi} \tilde{P} \tilde{\Pi}^T \quad \text{and} \quad \tilde{Q} = \tilde{\Pi} \tilde{Q} \tilde{\Pi}^T,
\]

which ensures that the solutions are unique, although the equations in (5.40) are singular due to the singular projectors. The solution techniques of the projected Lyapunov equations (5.40) for computing the low-rank Gramian factors will be discussed in Section 5.4. Let $\tilde{R}$ and $\tilde{L}$ be the low-rank factors of the controllability and observability Gramians of the system (5.34) such that

\[
\tilde{P} \approx \tilde{R} \tilde{R}^T, \quad \tilde{Q} \approx \tilde{L} \tilde{L}^T,
\]

and $\tilde{R}$ and $\tilde{L}$ be the low-rank factors of the controllability and observability Gramians of the system (5.37) such that

\[
\begin{align*}
\tilde{P} \approx \tilde{R} \tilde{R}^T, \quad \tilde{Q} \approx \tilde{L} \tilde{L}^T.
\end{align*}
\]

Then the controllability Gramian factors and the observability Gramian factors of the systems, (5.34) and (5.37), are related by

\[
\begin{align*}
\tilde{R} &= \Theta_r \tilde{R}, \quad \tilde{L} = \Theta_r \tilde{L}.
\end{align*}
\]
This relation can easily be obtained, since
\[
\tilde{R}R^T \approx \tilde{P} = \Theta_rP \Theta_r^T \approx \Theta_rR \tilde{R}^T \Theta_r^T \quad \text{and} \\
\tilde{L}L^T \approx \tilde{Q} = \Theta_rQ \Theta_r^T \approx \Theta_r\tilde{L}L^T \Theta_r^T.
\]

Let us consider the singular value decomposition of \(\tilde{L}^T \Theta_r^T E_1 \Theta_r \tilde{R} = U \Sigma V^T\).

Now construct the left and right balancing and truncating transformations \(\tilde{W}\) and \(\tilde{V}\) as
\[
\tilde{W} = \tilde{L}U_1 \Sigma_1^{-\frac{1}{2}}, \quad \tilde{V} = \tilde{R}V_1 \Sigma_1^{-\frac{1}{2}},
\]
where \(U_1, V_1\) consist of the corresponding leading \(l (l \ll k)\) columns of \(U, V\), and \(\Sigma_1\) is the first leading \(l \times l\) block of \(\Sigma\). Again considering the singular value factors of the system (5.34)
\[
\tilde{L}^T E_1 \tilde{R} = \tilde{R}^T \tilde{Q}^T E_1 \tilde{Q}, L = U \Sigma V^T,
\]
we can construct the left and right balancing and truncating transformations as
\[
\tilde{W} = \tilde{L}U_1 \Sigma_1^{-\frac{1}{2}}, \quad \tilde{V} = \tilde{R}V_1 \Sigma_1^{-\frac{1}{2}}.
\]  
(5.46)

We observe that
\[
\tilde{W} = \tilde{L}U_1 \Sigma_1^{-\frac{1}{2}} = \Theta_r \tilde{L}U_1 \Sigma_1^{-\frac{1}{2}} = \Theta_r \tilde{W} = \Theta_r \Theta_r^T \Theta_r \tilde{W} = \tilde{\Pi}^T \tilde{W},
\]
\[
\tilde{V} = \tilde{R}U_1 \Sigma_1^{-\frac{1}{2}} = \Theta_r \tilde{R}U_1 \Sigma_1^{-\frac{1}{2}} = \Theta_r \tilde{V} = \Theta_r \Theta_r^T \Theta_r \tilde{V} = \tilde{\Pi}^T \tilde{V}.
\]  
(5.47)

Applying the balancing and truncating transformations \(\tilde{W}\) and \(\tilde{V}\) to the system (5.37), we can construct the reduced order model (5.38) where the coefficient matrices are formed by
\[
\dot{\tilde{E}} = \tilde{W}^T \dot{E} \tilde{V}, \quad \dot{\tilde{A}} = \tilde{W}^T \dot{A} \tilde{V}, \quad \dot{\tilde{B}} = \tilde{W}^T \dot{B}, \quad \text{and} \quad \tilde{\dot{C}} = \tilde{C} \tilde{V}.
\]

Close observation reveals that applying the property (5.47) the above reduced matrices can be computed efficiently by
\[
\dot{\tilde{E}} = \tilde{W}^T \dot{E} \tilde{V} = \tilde{W}^T \Theta_r^T E_1 \Theta_r \tilde{V} = \tilde{W}^T \Pi E_1 \Pi^T \tilde{V} = \tilde{W}^T E_1 \tilde{V},
\]
\[
\dot{\tilde{A}} = \tilde{W}^T \dot{A} \tilde{V} = \tilde{W}^T \Theta_r^T A_1 \Theta_r \tilde{V} = \tilde{W}^T \Pi A_1 \Pi^T \tilde{V} = \tilde{W}^T A_1 \tilde{V},
\]
\[
\dot{\tilde{B}} = \tilde{W}^T \dot{B} = \tilde{W}^T \Theta_r^T B_s \tilde{V} = \tilde{W}^T \Pi B_s \tilde{V} = \tilde{W}^T B_s,
\]
\[
\tilde{\dot{C}} = \tilde{C} \tilde{V} = C_s \Theta_r \tilde{V} = C_s \Pi^T \tilde{V} = C_s \tilde{V}.
\]  
(5.48)

Therefore, from the above discussion it is clear that to obtain the reduced model (5.38) we need not form the system (5.34) or the system (5.37). We must just form the balancing and truncating transformations \(\tilde{W}, \tilde{V}\) as given in (5.46) and then construct the reduced matrices as
\[
\dot{\tilde{E}} = \tilde{W}^T E_1 \tilde{V}, \quad \dot{\tilde{A}} = \tilde{W}^T A_1 \tilde{V}, \quad \dot{\tilde{B}} = \tilde{W}^T B_s \quad \text{and} \quad \dot{\tilde{C}} = C_s \tilde{V}.
\]  
(5.49)

The procedure to compute the reduced first order system (5.38) from the second order index 3 DAEs (5.10) is summarized in Algorithm 13.
Algorithm 13: LR-SRM for second order index 3 systems.

**Input**: $M_1, D_1, K_1, G_1, H_1, L_1$.

**Output**: $\hat{E}, \hat{A}, \hat{B}, \hat{C}$.

1. Set up the matrices $E_1, A_1, B_s, C_s$ as in (5.34).
2. Compute the low-rank Gramian factors $\tilde{R}, \tilde{L}$ by solving the projected Lyapunov equations (5.40).
3. Construct the balancing and truncating transformations $\tilde{W}$ and $\tilde{V}$ by performing (5.45)-(5.46).
4. Form the reduced matrices using (5.49).

Interpolatory method via IRKA:

We concentrate on the interpolatory method via IRKA for model reduction of the system (5.1). The method that we follow here was introduced in [68] for first order index 2 DAEs. However, based on [68], the authors in [1] also discuss IRKA for such second order index 3 systems. In contrast to [1] our implementation procedure is different and more efficient, since inside the algorithm we show that the arising linear systems can be solved more efficiently by splitting, as we show in the following. To follow the procedure in [68], first convert the system (5.1) into the first order form (5.34). Note that the system (5.37) is an equivalent form of the system (5.34). Following the discussion in [68, Section 6.1] to construct a reduced system of the projected system (5.34) based on the interpolatory method, we need to construct the right and and left transformations defined in (2.47) as

\[
\tilde{V} = \begin{bmatrix}
(\alpha_1 \tilde{E} - \tilde{A})^T B b_1, \\
\vdots \\
(\alpha_r \tilde{E} - \tilde{A})^T B b_r,
\end{bmatrix}, \quad \text{and} \quad \tilde{W} = \begin{bmatrix}
(\alpha_1 \tilde{E}^T - \tilde{A}^T) C_T c_1, \\
\vdots \\
(\alpha_r \tilde{E}^T - \tilde{A}^T) C_T c_r,
\end{bmatrix},
\]  \tag{5.50a, 5.50b}

where $\tilde{E} := \tilde{\Pi} E_1 \tilde{\Pi}^T$, $\tilde{A} := \tilde{\Pi} A_1 \tilde{\Pi}^T$, $\tilde{B} := \tilde{\Pi} B_s$, $\tilde{C} := C_s \tilde{\Pi}^T$, and $(\alpha_i \tilde{E} - \tilde{A})^T = (\alpha_i \tilde{E}^T - \tilde{A}^T)^T := \Theta_r (\Theta_r^T E_1 \Theta_r - \alpha_i \Theta_r^T A_1 \Theta_r)^{-1} \Theta_r^T$, for $i = 1, \ldots, r$. Recalling [68, Theorem 6.2], if we can construct $\tilde{V}$ and $\tilde{W}$ as in (5.50), then the reduced model in (5.38) can be formed by computing the reduced matrices as in (5.49). Therefore, to construct the reduced model (5.38) we can avoid the projectors. However, in each term of $\tilde{V}$ and $\tilde{W}$ the projectors are implicitly hidden. The solution of this problem has been shown in [68] based on [70, Theorem 5.2]. In our case each column of $\tilde{V}$ contains a vector such as

\[
v = (\alpha \tilde{E} - \tilde{A})^T \tilde{B} b.
\]
Following [68, Lemma 6.3], it can be shown (see also, e.g., Theorem 5.3) that the vector \( v = \begin{bmatrix} v_1^T & v_2^T \end{bmatrix}^T \) solves
\[
\begin{bmatrix}
\alpha I_{n\xi} & -I_{n\xi} & 0 \\
K_1 & \alpha M_1 + D_1 & G_1^T \\
G_1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
\Gamma
\end{bmatrix}
= \begin{bmatrix} 0 \\
H_1 b \\
0
\end{bmatrix}.
\] (5.51)

Again, simple algebraic manipulations to the linear system (5.51) leads us to solve
\[
\begin{bmatrix}
\alpha^2 M_1 + \alpha D_1 + K_1 & G_1^T \\
G_1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
v_1 \\
\Gamma
\end{bmatrix}
= \begin{bmatrix} H_1 b \\
0
\end{bmatrix},
\] (5.52)
for \( v_1 \) and then compute \( v_2 = \alpha v_1 \). Analogously, a vector
\[
w = \begin{bmatrix} w_1^T & w_2^T \end{bmatrix}^T = (\alpha \tilde{E}^T - \tilde{A}^T)^T \tilde{C}^T c,
\]
in each term in \( \tilde{W} \) can be computed by solving the linear system
\[
\begin{bmatrix}
\alpha I_{n\xi} & K_1^T & -G_1^T \\
I_{n\xi} & \alpha M_1^T + D_1^T & 0 \\
0 & G_1 & 0
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2 \\
\Gamma
\end{bmatrix}
= \begin{bmatrix} L_1^T c \\
0 \\
0
\end{bmatrix},
\]
which is again equivalent to solving the linear system
\[
\begin{bmatrix}
-\alpha^2 M_1^T - \alpha D_1^T + K_1^T & -G_1^T \\
G_1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
w_2 \\
\Gamma
\end{bmatrix}
= \begin{bmatrix} L_1^T c \\
0
\end{bmatrix},
\] (5.53)
for \( w_2 \) and \( w_1 = - (\alpha M_1^T + D_1^T)W_2 \). A complete procedure to compute the reduced model (5.38) from the second order index 3 system (5.1) is presented in Algorithm 14.

### 5.3.2 Second-order-to-second-order reduction

Like the second order index 1 system in Chapter 4, in this section we contribute the BT and PDEG methods to obtain second order reduced systems from the second order index 3 descriptor systems. In both methods we must first convert the second order index 3 descriptor system (5.10) into the second order projected system (5.21). Then applying the model reduction techniques to the system (5.21) we obtain a reduced model
\[
\hat{M}_1 \ddot{\xi}(t) + \hat{D}_1 \dot{\xi}(t) + \hat{K}_1 \dot{\xi}(t) = \hat{H}_1 u(t),
\]
\[
\hat{y}(t) = \hat{L}_1 \dot{\xi}(t).
\] (5.54)

In the following we will show how to apply the aforementioned methods to the projected system (5.49) avoiding the projector (II).
Algorithm 14: IRKA for second order index 3 systems.

Input: \(M_1, D_1, K_1, G_1, H_1, L_1\).
Output: \(\hat{E}, \hat{A}, \hat{B}, \hat{C}\).

1. Setup the matrices \(E_1, A_1, B_1, C_1\) as in (5.34).
2. Select initial interpolation points \(\{\sigma_i\}_{i=1}^r\) and tangent directions \(\{b_i\}_{i=1}^r\) and \(\{c_i\}_{i=1}^r\).
3. while (not converged) do
   4. for \(i = 1, 2, \ldots, r\) do
      5. \[
         \begin{bmatrix}
         \alpha_i^2 M_1 + \alpha_i D_1 + K_1 & G_1^T \\
         G_1 & 0
         \end{bmatrix}
         \begin{bmatrix}
         v_i^{(1)} \\
         \Gamma
         \end{bmatrix}
         =
         \begin{bmatrix}
         H_1 b_i \\
         0
         \end{bmatrix},
      \]
      6. \[
         \begin{bmatrix}
         -\alpha_i^2 M_1^T - \alpha_i D_1^T + K_1^T & G_1^T \\
         G_1 & 0
         \end{bmatrix}
         \begin{bmatrix}
         w_i^{(2)} \\
         \Gamma
         \end{bmatrix}
         =
         \begin{bmatrix}
         L_1^T c_i \\
         0
         \end{bmatrix},
      \]
      7. Form \(v_i = \begin{bmatrix}
         v_i^{(1)} \\
         \alpha_i v_i^{(1)}
      \end{bmatrix}\) and \(w_i = \begin{bmatrix}
         -\alpha_i (M_1^T + D_1^T) w_i^{(2)} \\
         w_i^{(2)}
      \end{bmatrix}\).
      8. Construct \(\tilde{V} = [v_1, v_1, \ldots, v_r]\), \(\tilde{W} = [w_1, w_1, \ldots, w_r]\).
   9. end for
10. \[
      \hat{E} = \tilde{W}^T E_1 \tilde{V}, \hat{A} = \tilde{W}^T A_1 \tilde{V}, \hat{B} = \tilde{W}^T B_1\]
11. Compute \(\hat{A} z_i = \lambda_i \hat{E} z_i\) and \(y^* \hat{A} = \lambda_i y^* \hat{E}\).
12. \[
      \alpha_i \leftarrow -\lambda_i, b_i^* \leftarrow y^* \hat{B}\]
      and \(c_i \leftarrow \hat{C} z_i\).
13. end while
14. Form \(\hat{E}, \hat{A}, \hat{B}\), and \(\hat{C}\) with (5.49).

The BT method:

Chapter 2 discussed the second-order-to-second-order balancing criterion for second order systems, referring to the literature (e.g., [104, 114, 11, 97]). An overview of such techniques, all for standard second order systems, is found in [97]. For a second order index 1 system (4.1), of a slightly different form than (5.1), a second-order-to-second-order balancing technique is shown in Chapter 4. The fundamental procedure is the same as in Chapter 4. We can convert the index 3 system (5.10) to the ODE system (5.24). Thus, the balancing idea from [97] can be employed. As already mentioned, forming (5.24) is infeasible for a large-scale system. Therefore, instead of (5.24) we want to apply the BT technique to the equivalent system (5.21). For this purpose, recalling the discussion in Chapter 2, we need to solve the projected Lyapunov equations (5.40). We already know that the controllability and observability Gramians \(\tilde{P}\) and \(\tilde{Q}\) are the unique positive semi-definite solutions of the projected Lyapunov equations (5.40). Employ the block subdivision of the
controllability and observability Gramians as in, e.g. [29]

\[
\tilde{P} = \begin{bmatrix} \tilde{P}_{pp} & \tilde{P}_{pv} \\ \tilde{P}_{pv}^T & \tilde{P}_{vv} \end{bmatrix}, \quad \tilde{Q} = \begin{bmatrix} \tilde{Q}_{pp} & \tilde{Q}_{pv} \\ \tilde{Q}_{pv}^T & \tilde{Q}_{vv} \end{bmatrix},
\]

where \(\tilde{P}_{pp}, \tilde{Q}_{pp} \in \mathbb{R}^{n_x \times n_x}\) and \(\tilde{P}_{vv}, \tilde{Q}_{vv} \in \mathbb{R}^{n_x \times n_x}\) are called position, velocity controllability and observability Gramians, respectively. Using the LRCF-ADI iterations we can compute the low-rank controllability Gramian factor \(\tilde{R}\) and observability Gramian factor \(\tilde{L}\) defined in (5.43) by solving the Lyapunov equations (5.40). Due to the block structure of the \(\tilde{P}\) and \(\tilde{Q}\), the low-rank Gramian factors can be partitioned as (see [29])

\[
\tilde{R} = \begin{bmatrix} \tilde{R}_p \\ \tilde{R}_v \end{bmatrix}, \quad \tilde{L} = \begin{bmatrix} \tilde{L}_p \\ \tilde{L}_v \end{bmatrix},
\]

where \(\tilde{R}_p, \tilde{L}_p\) and \(\tilde{R}_v, \tilde{L}_v\) denote the low-rank position, velocity controllability and observability Gramian factors, respectively. Let us consider the Gramian factors \(\tilde{R}_p\) and \(\tilde{L}_p\) to compute the thin SVD

\[
\tilde{L}_p^T \tilde{M}_1 \tilde{R}_p = \begin{bmatrix} U_{pp,1} & U_{pp,1} \end{bmatrix} \begin{bmatrix} \Sigma_{pp,1} & 0 \\ 0 & \Sigma_{pp,2} \end{bmatrix} \begin{bmatrix} V_{pp,1}^T \\ V_{pp,2}^T \end{bmatrix},
\]

(5.55)

and construct the balancing and truncating transformations

\[
W_s = \tilde{L}_p U_{pp,1} \Sigma_{pp,1}^{-\frac{1}{2}}, \quad V_s = \tilde{R}_p U_{pp,1} \Sigma_{pp,1}^{-\frac{1}{2}}.
\]

(5.56)

Now applying \(W_s\) and \(V_s\) to the system (5.21) we can construct the reduced model (5.54). Like the second-order-to-first-order balancing based reduction method (see the discussion above), we can also prove the constructed balancing and truncating transformations are \(\Pi^T\) invariant, i.e., \(\Pi^T V_s = V_s\) and \(\Pi^T W_s = W_s\). Therefore, the coefficient matrices in (5.54) can be constructed as

\[
\hat{M}_1 = W_s^T \tilde{M}_1 V_s, \quad \hat{D}_1 = W_s^T \tilde{D}_1 V_s, \quad \hat{K}_1 = W_s^T \tilde{K}_1 V_s, \quad \hat{H}_1 = W_s^T \tilde{H}_1, \quad \hat{L}_1 = L_1 V_s,
\]

(5.57)

which prevent from constructing the projected system (5.21). The process of obtaining a reduced model by using a pair of low-rank controllability and observability position Gramian factors, i.e., \((\tilde{R}_p, \tilde{L}_p)\) is summarized in Algorithm 15. The constructed reduced model via \((\tilde{R}_p, \tilde{L}_p)\) is called position-position (PP) balancing. Likewise, the reduced models are called velocity-velocity (VV), velocity-position (VP), and position-velocity (PV) balancing if we use the pairs \((\tilde{R}_v, \tilde{L}_v)\), \((\tilde{R}_v, \tilde{L}_p)\) and \((\tilde{R}_p, \tilde{L}_v)\), respectively.

The PDEG method:

Here we want to construct the ROMs via projecting the system onto the dominant eigenspaces of the Gramians. The PDEG technique is introduced in Chapter 4 to
Algorithm 15: SOLR-SRM for second order index 3 system.

Input: \( M_1, D_1, K_1, H_1, L_1 \).

Output: \( \hat{M}_1, \hat{D}_1, \hat{K}_1, \hat{H}_1, \hat{L}_1 \).

1. Solve the Lyapunov equations (5.40a) to compute \( \tilde{R}_p \) and \( \tilde{L}_p \).
2. Compute the balancing and truncating transformations as in (5.56).
3. Construct \( \hat{M}_1, \hat{D}_1, \hat{K}_1, \hat{H}_1, \hat{L}_1 \) following (5.57).

obtain second-order-to-second-order reduced models for second order index 1 systems, we follow the same procedure for the second order index 3 systems. We first convert the second order index 3 system (5.1) into the equivalent form of the second order projected system (5.21). In the above we already defined the Gramians for the second order projected system. Let us first consider the controllability position Gramian \( \tilde{P}_{pp} \). Since \( \tilde{P}_{pp} \) is symmetric positive (semi-)definite, it has the singular value decomposition,

\[
\tilde{P}_{pp} = \tilde{U}_{pp} \tilde{\Sigma}_{pp} \tilde{V}_{pp}^T.
\]  (5.58)

If \( \text{rank} \left( \tilde{P}_{pp} \right) = k \), where \( k \ll n_{\xi} \), then the first \( k \) columns of \( \tilde{U}_{pp} \) are the eigenvectors of \( \tilde{P}_{pp} \). Now suppose \( \tilde{R}_p \) is the low-rank factor (as defined above) of the controllability position Gramian \( \tilde{P}_{pp} \) such that \( \tilde{P}_{pp} \approx \tilde{R}_p \tilde{R}_p^T \). Compute the thin SVD

\[
\tilde{R}_p = U_k \Sigma_k V_k^T,
\]  (5.59)

where it can be proved that \( U_k \) consists of the first \( k \) columns of \( \tilde{U}_{pp} \). Now forming

\[
V_s = \left[ u_1, u_2, \cdots, u_r \right],
\]  (5.60)

where \( u_i, i = 1, \cdots, r \), are the first \( r \) columns of \( U_k \) and applying \( V_s \) to the system (5.21), we can construct the \( r \) dimensional reduced model (5.54), where the reduced coefficient matrices can be formed as

\[
\hat{M}_1 = V_s^T \Pi M_1 \Pi^T V_s, \quad \hat{D}_1 = V_s^T \Pi D_1 \Pi^T V_s, \quad \hat{K}_1 = V_s^T \Pi K_1 \Pi^T V_s,
\]

\[
\hat{H}_1 = V_s^T \Pi H_1, \quad \hat{L}_1 = L_1 \Pi^T V_s.
\]  (5.61)

Applying Theorem 5.1 we have \( \Pi^T V_s = V_s \), which implies \( V_s^T \Pi = V_s^T \). Therefore, the reduced matrices in (5.54) can be constructed as

\[
\hat{M}_1 = V_s^T M_1 V_s, \quad \hat{D}_1 = V_s^T D_1 V_s, \quad \hat{K}_1 = V_s^T K_1 V_s, \quad \hat{H}_1 = V_s^T H_1, \quad \hat{L}_1 = L_1 V_s.
\]  (5.62)

The above procedure to compute the ROM via projecting the system onto the dominant eigenspace of the controllability position Gramian is summarized in Algorithm 16. A reduced model is obtained via projecting the system onto the dominant eigenspace of the controllability position Gramian, called PDEG-CP. Similarly, the reduced models are called PDEG-CV, PDEG-OP and PDEG-OV if the reduced models are obtained via projecting the system onto the eigenspaces of the controllability position, observability position and observability velocity Gramians, respectively.
Algorithm 16: PDEG for second order index 3 system.

Input: \(M_1, D_1, K_1, H_1, L_1\).
Output: \(\hat{M}_1, \hat{D}_1, \hat{K}_1, \hat{H}_1, \hat{L}_1\).

1. Solve the Lyapunov equations (5.40a) to compute \(\tilde{R}_p\).
2. Compute \(V_s\) by performing (5.59-5.60).
3. Construct \(\hat{M}_1, \hat{D}_1, \hat{K}_1, \hat{H}_1, \hat{L}_1\) following (5.62).

5.4 Solution of the projected Lyapunov equations

In the previous sections we noted that to implement the balancing and PDEG based model reduction methods for the second order index 3 descriptor system (5.1) we need to solve the projected Lyapunov equations (5.40) for computing the low-rank Gramian factors \(\tilde{R}\) and \(\tilde{L}\). This section discusses how to apply the LRCF-ADI method introduced in Chapter 2 to solve such projected Lyapunov equations efficiently. For convenience rewrite the projected Lyapunov equations (5.40) as

\[
\tilde{A}\tilde{P}\tilde{E}^T + \tilde{E}\tilde{P}\tilde{A}^T = -\tilde{B}\tilde{B}^T, \quad \text{(5.63a)}
\]
\[
\tilde{A}^T\tilde{Q}\tilde{E} + \tilde{E}^T\tilde{Q}\tilde{A} = -\tilde{C}^T\tilde{C}, \quad \text{(5.63b)}
\]

where \(\tilde{E} = \tilde{\Pi}E_1\tilde{\Pi}^T\), \(\tilde{A} = \tilde{\Pi}A_1\tilde{\Pi}^T\), \(\tilde{B} = \tilde{\Pi}B_s\) and \(\tilde{C} = C_s\tilde{\Pi}^T\). These Lyapunov equations look like the projected Lyapunov equations in (3.14) for the first order index 2 DAEs. An efficient solution of such projected Lyapunov equations is discussed in [70, Section 5] using the LRCF-ADI method for computing low-rank Gramian factors. This idea is updated in Chapter 3 including the concepts of computing the real low-rank Gramian factors and low-rank residual factor based stopping criterion. Here we are generalizing the ideas of Chapter 3 to solve the projected Lyapunov equation (5.63). In this section we mainly focus on two important issues. First we modify the GS-LRCF-ADI iteration in Chapter 3 for solving the projected Lyapunov equations (5.63). Second, we address the ADI shift parameter computation. We resolve some technical problems arising in the computation of both heuristic and adaptive shift parameters for the underlying system.

5.4.1 GS-LRCF-ADI iteration

Let us first concentrate on the solution of the controllability Lyapunov equation (5.63a) and recall Algorithm 7.

Initial residual factor: A close observation reveals that in this case the initial residual factor \(W_0\) can be partitioned as

\[
W_0 = \tilde{B} = \Pi B_s = \begin{bmatrix} I_{n\xi} & 0 \\ \Pi & H_1 \end{bmatrix} \begin{bmatrix} 0 \\ \Pi H_1 \end{bmatrix} = \begin{bmatrix} W_0^{(1)} \\ W_0^{(2)} \end{bmatrix}, \quad \text{(5.64)}
\]
which gives \( \tilde{W}_0^{(1)} = 0 \) and \( \tilde{W}_0^{(2)} = \Pi H_1 \). We can compute \( \tilde{W}_0^{(2)} = \Pi H_1 \) efficiently using the following observation.

**Lemma 5.1.** The matrix \( \Xi \) satisfies \( \Xi = \Pi^T \Xi \) and \( M_1 \Xi = \Pi H_1 \), where \( \Pi \) is defined in (5.14) if and only if
\[
\begin{bmatrix}
M_1 & G_1^T \\
G_1 & 0
\end{bmatrix}
\begin{bmatrix}
\Xi \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
H_1 \\
0
\end{bmatrix}.
\] (5.65)

**Proof.** For a proof, follow Lemma 3.1.

**Efficient solution of the linear systems:** To solve the Lyapunov equation (5.63) using Algorithm 5, at the \( i \)-th iteration step we need to solve the linear system
\[
(\tilde{A} + \mu_i \tilde{E}) V_i = \tilde{W}_{i-1},
\] (5.66)
where \( \tilde{W}_{i-1} \) is the ADI residual factor computed from the \( (i-1) \)-st iteration. Now partitioning \( \tilde{W}_{i-1} \) as \( \tilde{W}_{i-1} = \begin{bmatrix} \tilde{W}_{i-1}^{(1)} \\ \tilde{W}_{i-1}^{(2)} \end{bmatrix} \), equation (5.66) can be written as
\[
\begin{bmatrix}
\mu_i I_{n_\xi} & I_{n_\xi} \\
-\Pi K_1 \Pi^T & -\Pi D_1 \Pi^T + \mu_i \Pi M_1 \Pi^T
\end{bmatrix}
\begin{bmatrix}
V_i^{(1)} \\
V_i^{(2)}
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{W}_{i-1}^{(1)} \\
\tilde{W}_{i-1}^{(2)}
\end{bmatrix}.
\] (5.67)

**Theorem 5.3.** Assume that \( \chi_1 \) and \( \chi_2 \) are in the nullspace of \( G_1 \). The matrix \( \chi_1^T \begin{bmatrix} \chi_2^T \\ \Gamma^T \end{bmatrix}^T \) satisfies the linear system
\[
\begin{bmatrix}
\mu I_{n_\xi} & I_{n_\xi} \\
\Pi K_1 \Pi^T & \Pi D_1 \Pi^T + \mu \Pi M_1 \Pi^T
\end{bmatrix}
\begin{bmatrix}
\chi_1 \\
\chi_2
\end{bmatrix}
= 
\begin{bmatrix}
F_1 \\
\Pi F_2
\end{bmatrix},
\] (5.68)
iff the matrix \( \begin{bmatrix} \chi_1^T \\ \chi_2^T \\ \Gamma^T \end{bmatrix}^T \) satisfies
\[
\begin{bmatrix}
\mu I_{n_\xi} & I_{n_\xi} & 0 \\
K_1 & D_1 + \mu M_1 & G_1^T \\
G_1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\chi_1 \\
\chi_2 \\
\Gamma
\end{bmatrix}
= 
\begin{bmatrix}
F_1 \\
F_2 \\
0
\end{bmatrix}.
\] (5.69)

**Proof.** Suppose that \( \begin{bmatrix} \chi_1^T \\ \chi_2^T \end{bmatrix} \) satisfies the linear system (5.68). From the second line of (5.68), we obtain
\[
\Pi K_1 \Pi^T \chi_1 + (\Pi D_1 \Pi^T + \mu \Pi M_1 \Pi^T) \chi_2 = \Pi F_2.
\] (5.70)
Since \( \Pi^T \chi_1 = \chi_1 \), \( \Pi^T \chi_2 = \chi_2 \), this equation yields
\[
\Pi (K_1 \chi_1 + D_1 \chi_2 + \mu M_1 \chi_2 - F_2) = 0,
\] (5.71)
i.e., $K_1\chi_1 + D_1\chi_2 + \mu M_1\chi_2 - F_2$ is in the nullspace of $\Pi$. Since $\text{Null}(\Pi) = \text{Range}(G_1^T)$, there exists a $\Gamma$, such that

$$K_1\chi_1 + D_1\chi_2 + \mu M_1\chi_2 - F_2 = \Pi G_1^T \Gamma,$$

which implies

$$K_1\chi_1 + D_1\chi_2 + \mu M_1\chi_2 + G_1^T \Gamma = F_2. \quad (5.72)$$

Again if $\chi_1$ is in the nullspace of $G_1$, i.e., $\Pi^T \chi_1 = \chi_1$, Theorem 5.1 gives

$$G_1\chi_1 = 0. \quad (5.73)$$

The first equation of (5.68) together with (5.72) and (5.73) produces the linear system (5.69). Conversely, suppose that $\begin{bmatrix} \chi_1^T & \chi_2^T & \Gamma^T \end{bmatrix}^T$ is the solution of (5.69). Then the second line of (5.69) gives (5.72). Using Theorem 5.1, the third line of (5.69) implies $\Pi^T \chi_1 = \chi_1$. It can be shown that $\Pi^T \chi_2 = \chi_2$, since $G_1\xi_1 = 0$ implies $G_1\xi_2 = 0$. Inserting these identities into (5.72), we obtain

$$K_1\Pi^T \chi_1 + D_1\Pi^T \chi_2 + \mu M_1\Pi^T \chi_2 + G_1^T \Gamma = F_2. \quad (5.74)$$

Multiply (5.74) from the left by $\Pi$. Since $\Pi G_1 = 0$, the resulting equation leads to (5.70). Together with the first line of (5.69), the result is the linear system (5.68).

According to Theorem 5.3, instead of solving the linear system (5.67) we can solve the linear system

$$\begin{bmatrix} \mu I_n \xi & I_n \xi & 0 \\ -K_1 & -D_1 + \mu M_1 & -G_1^T \\ G_1 & 0 & 0 \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ V_i^{(2)} \\ \Gamma \end{bmatrix} = \begin{bmatrix} W_i^{(1)} \\ W_i^{(2)} \\ 0 \end{bmatrix}, \quad (5.75)$$

for $\begin{bmatrix} V_i^{(1)} & V_i^{(2)} \end{bmatrix}^T$. The matrix (vector) $\begin{bmatrix} W_i^{(1)} & W_i^{(2)} \end{bmatrix}$ is updated in each iteration which is computed from the ADI residual factor of the previous step. For our problem, in each iteration, the ADI residual factor can be computed by (see, Step 6 in Algorithm 5)

$$\tilde{W}_i = \tilde{W}_{i-1} - 2 \text{Re}(\mu_i) E V_i,$$

which can be partitioned as

$$\begin{bmatrix} W_i^{(1)} \\ W_i^{(2)} \end{bmatrix} = \begin{bmatrix} W_{i-1}^{(1)} \\ W_{i-1}^{(2)} \end{bmatrix} - 2 \text{Re}(\mu_i) \begin{bmatrix} I_n \xi & 0 \\ 0 & \Pi M_1 \Pi^T \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ V_i^{(2)} \end{bmatrix}.$$

$$= \begin{bmatrix} W_{i-1}^{(1)} - 2 \text{Re}(\mu_i) V_i^{(1)} \\ W_{i-1}^{(2)} - 2 \text{Re}(\mu_i) \Pi M_1 \Pi^T V_i^{(2)} \end{bmatrix}.$$
Exploiting the properties of $\Pi$, i.e., $\Pi M_1 = M_1 \Pi^T$ and $\Pi^T V_i^{(2)} = V_i^{(2)}$, the above equation results in
\[
\begin{align*}
\tilde{W}_i^{(1)} &= W_{i-1}^{(1)} - 2 \Re (\mu_i) V_i^{(1)}, \\
\tilde{W}_i^{(2)} &= W_{i-1}^{(2)} - 2 \Re (\mu_i) M_1 V_i^{(2)}.
\end{align*}
\] (5.76)

We already mentioned earlier that the initial residual factors should be $\tilde{W}_0^{(1)} = 0$ and $\tilde{W}_0^{(2)} = \Pi H_1$, where $\tilde{W}_0^{(2)}$ can be computed cheaply by using Lemma 5.1. If the two consecutive shift parameters are complex conjugates of each other, i.e., $\{\mu_i, \mu_{i+1} := \overline{\mu_i}\}$, then recalling (2.62) we see
\[
\tilde{W}_{i+1} = \tilde{W}_{i-1} - 4 \Re (\mu_i) \tilde{E} (\Re (V_i) + \delta \Im (V_i)),
\]
where $\delta = \frac{\Re (\mu_i)}{\Im (\mu_i)}$, which gives
\[
\begin{bmatrix}
\tilde{W}_{i+1}^{(1)} \\
\tilde{W}_{i+1}^{(2)}
\end{bmatrix} = \begin{bmatrix}
\tilde{W}_{i-1}^{(1)} \\
\tilde{W}_{i-1}^{(2)}
\end{bmatrix} - 4 \Re (\mu_i) \begin{bmatrix}
I_{n_2} & 0 \\
0 & \Pi M_1 \Pi^T
\end{bmatrix} \begin{bmatrix}
\Re (V_i^{(1)}) + \delta \Im (V_i^{(1)}) \\
\Re (V_i^{(2)}) + \delta \Im (V_i^{(2)})
\end{bmatrix}.
\]

Again following the properties of $\Pi$ (i.e., Proposition 5.1 and Theorem 5.1), the above relation results in
\[
\begin{align*}
\tilde{W}_{i+1}^{(1)} &= \tilde{W}_{i-1}^{(1)} - 4 \Re (\mu_i) (\Re (V_i^{(1)}) + \delta \Im (V_i^{(1)})), \\
\tilde{W}_{i+1}^{(2)} &= \tilde{W}_{i-1}^{(2)} - 4 \Re (\mu_i) M_1 (\Re (V_i^{(2)}) + \delta \Im (V_i^{(2)})).
\end{align*}
\] (5.77)

Now let us see how to split the linear system (5.75) to accelerate the solution. From the first line of (5.75), we obtain
\[
V_i^{(2)} = \tilde{W}_{i-1}^{(1)} - \mu_i V_i^{(1)}.
\] (5.78)

Inputting this into the second line of (5.75), we obtain
\[
(K_1 + \mu_i D_1 + \mu_i^2 M_1) V_i^{(1)} + G_i^T \Gamma = (\mu_i M_1 - D_1)\tilde{W}_{i-1}^{(1)} \tilde{W}_{i-1}^{(2)}.
\] (5.79)

Together with (5.79) and the third line of (5.75), we obtain
\[
\begin{bmatrix}
K_1 + \mu_i D_1 + \mu_i^2 M_1 & G_i^T \\
G_i & 0
\end{bmatrix} \begin{bmatrix}
V_i^{(1)} \\
\Gamma
\end{bmatrix} = \begin{bmatrix}
(\mu_i M_1 - D_1)\tilde{W}_{i-1}^{(1)} \tilde{W}_{i-1}^{(2)} \\
0
\end{bmatrix}.
\] (5.80)

Applying the above splitting approach to the linear system (5.75), the solution becomes much faster. The procedure to compute the low-rank controllability Gramian factor by solving the controllability Lyapunov equation (5.63a) is stated in Algorithm 17.
Algorithm 17: SOGS-LRCF-ADI for the second order index 3 systems.

Input: $M_1$, $D_1$, $K_1$, $G_1$, $H_1$, $\{\mu_i\}_{i=1}^\infty$.

Output: $R = Z_i$, such that $P \approx RRT^T$.

1. Set $Z_0 = [\ ]$, $i = 1$ and $\tilde{W}_0^{(1)} = 0$.
2. Solve (5.65) for $\Xi$ and compute $\tilde{W}_0^{(2)} = M_1\Xi$.
3. while $\|\tilde{W}_0^{(1)} + \tilde{W}_0^{(2)}T\tilde{W}_0^{(2)}\| \geq tol$ and $i \leq i_{\text{max}}$ do
4. 
   Solve $\begin{bmatrix} K_1 + \mu_i D_1 + \mu_i^2 M_1 & G_2 \\ G_1 & 0 \end{bmatrix} \begin{bmatrix} V_i^{(1)} \\ \Gamma \end{bmatrix} = \begin{bmatrix} (\mu_i M_1 - D_1)\tilde{W}_{i-1}^{(1)} - \tilde{W}_{i-1}^{(2)} \\ 0 \end{bmatrix}$.
5. 
   Compute $V_i^{(2)} = \tilde{W}_{i-1}^{(1)} - \mu_i V_i^{(1)}$ and $V_i = [V_i^{(1)T} \ V_i^{(2)T}]^T$.
6. 
   if $\text{Im}(\mu_i) = 0$ then
7. 
      $Z_i = [Z_{i-1} \ -\sqrt{2\mu_i}\text{Re}(V_i)]$,
8. 
      $\tilde{W}_i^{(1)} = \tilde{W}_{i-1}^{(1)} - 2\mu_i V_i^{(1)}$, $\tilde{W}_i^{(2)} = \tilde{W}_{i-1}^{(2)} - 2\mu_i M_1 V_i^{(2)}$.
9. else
10. 
    $\gamma = -2\text{Re}(\mu_i)$, $\delta = \frac{\text{Re}(\mu_i)}{\text{Im}(\mu_i)}$,
11. 
    $Z_{i+1} = [Z_{i-1} \sqrt{2\gamma(\text{Re}(V_i) + \delta \text{Im}(V_i))} \sqrt{2\gamma(\delta^2 + 1)} \text{Im}(V_i)]$,
12. 
    $V_{i+1}^{(1)} = \text{Re}(V_i^{(1)}) + \delta \text{Im}(V_i^{(1)})$, $V_{i+1}^{(2)} = \text{Re}(V_i^{(2)}) + \delta \text{Im}(V_i^{(2)})$,
13. 
    $\tilde{W}_{i+1}^{(1)} = \tilde{W}_{i-1}^{(1)} + 2\gamma V_{i+1}^{(1)}$, $\tilde{W}_{i+1}^{(2)} = \tilde{W}_{i-1}^{(2)} + 2\gamma M_1 V_{i+1}^{(2)}$.
14. 
    $i = i + 1$
15. 
end if
16. 
$i = i + 1$
17. end while

Solution of observability Lyapunov equation: Algorithm 17, can solve the projected observability Lyapunov equation (5.63) considering a few changes. First, in the input matrices replace $H_1$ by $L_1$. The initial residual factors are $\tilde{W}_0^{(1)} = HLTL^T$, $\tilde{W}_0^{(2)} = 0$. Replacing $H_1$ by $L_1^T$, we solve the linear system (5.65) for $\Xi$ to compute $W_0^{(1)} = M_1\Xi$. In Step 4, we solve the linear system

$$\begin{bmatrix} \mu_i D_1^T - \mu_i^2 M_1^T & K_1^T \\ G_1 & 0 \end{bmatrix} \begin{bmatrix} V_i^{(2)} \\ \Gamma \end{bmatrix} = \begin{bmatrix} (\mu_i M_1 - D_1)\tilde{W}_{i-1}^{(1)} - \tilde{W}_{i-1}^{(2)} \\ 0 \end{bmatrix}$$

for $V_i^{(2)}$. In Step 5, compute $V_i^{(1)} = \tilde{W}_{i-1}^{(2)} - (\mu_i M_1^T - D_1^T)V_i^{(2)}$ for $V_i = [V_i^{(1)T} \ V_i^{(2)T}]^T$.

Applying these changes in the algorithm, compute $\tilde{L} = Z_i$ such that $Q \approx \tilde{L}\tilde{L}^T$.

5.4.2 ADI shift parameter selection

Algorithm 17 depends on certain shift parameters that are crucial for fast convergence of the method. We investigate two types of ADI shift parameters. Penzl's
heuristic approach introduced in [93] is one of the most commonly used approaches to compute the ADI shift parameters for a large-scale system. Recently another approach is introduced in [21] to compute the ADI shifts adaptively. Both approaches were introduced in Chapter 2. We proposed an update on the adaptive shift selection approach in Chapters 3 which is considered here as well. This section focuses on some technical problems arising in both approaches for the system considered in this chapter.

**Heuristic shifts**: In this approach, we often need a set of approximate finite eigenvalues which consist of some large magnitude and small magnitude Ritz values of the matrix pencil corresponding to the underlying system (see, e.g., Penzl’s heuristic in [93]). For the second order index 3 descriptor system (5.10) the corresponding matrix pencil is

\[
\begin{bmatrix}
\lambda I_{n_\xi} & 0 & 0 \\
0 & M_1 & 0 \\
0 & 0 & 0
\end{bmatrix} - \begin{bmatrix}
0 & I_{n_\xi} & 0 \\
-K_1 & -D_1 & -G_1^T \\
G_1 & 0 & 0
\end{bmatrix}.
\]  

Due to the singularity of \(\tilde{E}\), the matrix pencil features some infinite eigenvalues that prevent the direct usage of Arnoldi’s method for the approximation of large magnitude eigenvalues. To overcome this problem, we can employ the strategy introduced in [39], looking at the modified eigenvalue problem of the first order structured index 2 DAEs system such as (3.1). Following the strategy, we modify the matrix pencil (5.81) as

\[
\begin{bmatrix}
\lambda I_{n_\xi} & 0 & 0 \\
0 & M_1 & 0 \\
0 & 0 & 0
\end{bmatrix} - \begin{bmatrix}
0 & I_{n_\xi} & 0 \\
-K_1 & -D_1 & -G_1^T \\
G_1 & 0 & 0
\end{bmatrix}.
\]  

The matrix pencil (5.82) has the same structure as the matrix pencil corresponding to the system (3.1). Moreover, according to [48, Theorem 2.7.3], the matrix pencils in (5.82) and (5.81) share the same non-zero finite spectrum. Now the modified matrix pencil

\[
\begin{bmatrix}
\lambda I_{n_\xi} & 0 & 0 \\
0 & M_1 & -\alpha G_1^T \\
0 & \alpha G_1 & 0
\end{bmatrix} - \begin{bmatrix}
0 & I_{n_\xi} & 0 \\
-K_1 & -D_1 & -G_1^T \\
G_1 & 0 & 0
\end{bmatrix}.
\]  

moves all infinite eigenvalues to \(\frac{1}{\alpha}\) (\(\alpha \in \mathbb{R}\)) (see e.g., Chapter 3), without altering the finite eigenvalues. The parameter \(\alpha\) can be chosen such that \(\frac{1}{\alpha}\) is close to the

\[^1\text{The theorem originates in [107] but we prefer the textbook reference.}\]
smallest magnitude eigenvalues after those have been determined with respect to the original matrices. Note, the matrix $\hat{A}_2$ in (5.83) will always be singular, such that the small eigenvalue approximations cannot be computed since the inversion of $\hat{A}_2$ would be required. Therefore, small magnitude Ritz values should be always computed from the matrix pencil (5.81).

**Adaptive shifts:** A second shift computation strategy, which is rather simple and more efficient, is already discussed in Chapters 3 and 4. Here the computed shift parameters are associated to the projected system (5.34) in which the corresponding matrix pencil is

$$\lambda \tilde{\Pi} E_1 \tilde{\Pi}^T - \tilde{\Pi} A_1 \tilde{\Pi}^T.$$  \hspace{1cm} (5.84)

From the deliberation of Section 5.2 we already know the matrix pencil (5.84) incorporates all of the finite eigenvalues of the index 3 system (5.10). For the initialization of the shifts, we can proceed with the same procedure given in [21] as long as the system has sufficiently many inputs and outputs. If the input or output matrix consists of only a few columns, particularly, for SISO systems, sometimes we may not achieve any stable eigenvalue from the projected pencil of (5.84). To overcome this problem, we propose a different initialization technique. Instead of using $\tilde{W}_0$ to project the pencil (5.84), we want to use a random thin rectangular matrix $\tilde{B} \in \mathbb{R}^{2n_\xi \times k}$, where $k \ll n_\xi$. For the updated shifts, we follow the same procedure as discussed in Chapter 4.

## 5.5 Numerical results

### 5.5.1 Test examples and hardware

To assess the accuracy and efficiency of the proposed model reduction methods, we illustrate numerical results for two model examples. The first example is a holonomically constrained damped spring-mass system (DSMS) [87] as shown in Figure 5.1. The $i$-th mass of weight $m_i$ is connected to the $(i - 1)$-st mass by a spring and a damper with constants $k_i$ and $\delta_i$, respectively. Moreover, the first mass is connected to the last one by a rigid bar and influenced by the control $u(t)$. $M_1$ is a diagonal mass matrix, $K_1 \in \mathbb{R}^{n_\xi \times n_\xi}$ and $D_2$ both are $n_\xi \times n_\xi$ dimensional tridiagonal stiffness and damping matrices, respectively. $G_1 = [1, 0, \cdots, 0, -1] \in \mathbb{R}^{1 \times n_\xi}$ is the constraint matrix, $H_1 = e_1$ and $L_1 = [e_1, e_2, e_{n_\xi-1}]^T$, where $e_i$ denotes the $i$-th
Consider the holonomically constrained damped mass-spring system \([1]\) shown in Fig. 1. For our numerical test we consider \(n_\xi = 10000\) masses. Therefore, we obtain a 10 001 dimensional second order index 3 system. The model has 1 input and 3 outputs. Note that in Figure 5.1, \(g = n_\xi\).

The second example is a triple chain oscillator model (TCOM) as shown in Figure 5.2. This example originates in [119] with the setup described in [102] which results in ODEs. To transform it into an index 3 DAEs, the following holonomic constraints are considered. The constraint matrix \(G_1 \in \mathbb{R}^{n_\xi \times n_\xi}\) is chosen as a random sparse matrix. In this particular test example, there are 2000 masses and 5000...
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<table>
<thead>
<tr>
<th>models</th>
<th>sizes</th>
<th>tolerance</th>
<th>no. of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>heuristic shifts</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tilde{R} )</td>
</tr>
<tr>
<td>DSMS</td>
<td>10001</td>
<td>( 10^{-8} )</td>
<td>80</td>
</tr>
<tr>
<td>TCOM</td>
<td>11001</td>
<td>( 10^{-8} )</td>
<td>270</td>
</tr>
</tbody>
</table>

Table 5.2: The performances of the heuristic and adaptive shifts in the GS-LRCF-ADI method with respect to iteration number.

<table>
<thead>
<tr>
<th>model size</th>
<th>CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heuristic shift</td>
</tr>
<tr>
<td></td>
<td>( \tilde{R} )</td>
</tr>
<tr>
<td>DSMS</td>
<td>2.27</td>
</tr>
<tr>
<td>TCOM</td>
<td>2.41</td>
</tr>
</tbody>
</table>

Table 5.3: The performances of the heuristic and adaptive shifts in the GS-LRCF-ADI method with respect to computational time.

...constraints. Therefore, \( G_1 \) becomes a \( 5000 \times 6001 \) matrix. Here we consider the 2000-th off-diagonal and 4000-th diagonal elements of \( G_1 \) are all 1 and -1, respectively. The dimension of the second order index 3 system is 11001. The input and output matrices \( H_1 \in \mathbb{R}^{n_\xi \times 1}, L_1 \in \mathbb{R}^{1 \times n_\xi} \) are chosen randomly.

All the results were obtained using MATLAB 7.11.0 (R2012a) on a board with 2 Intel® Xeon® X5650 CPUs with a 2.67 GHz clock speed, 6 Cores each and 48 GB of total RAM.

5.5.2 GS-LRCF-ADI iteration

In order to perform the BT and PDEG based techniques, we must compute the low-rank control and observability Gramian factors \( \tilde{R} \) and \( \tilde{L} \). These Gramian factors are computed by applying Algorithm 17. To execute this algorithm we use both heuristic and adaptive ADI shift parameters. The comparison of the heuristic and adaptive shifts for both model examples is shown in Tables 5.2. In Table 5.3 the comparison is shown in terms of computational time. From both tables, we can conclude that in both cases (number of iterations taken to converge within the given tolerance and execution time), the adaptive shifts perform better than the heuristic shifts. Note that for the model DSMS, we selected 15 optimal heuristic shifts out of 30 large and 25 small magnitude Ritz-values. On the other hand, for the model TCOM, from 50 large and 180 small magnitude Ritz-values, 100 heuristic shifts were selected. For the adaptive shifts, in each cycle, we were restricted to...
10 proper shift parameters for the DSMS model. In case of the TCOM model, the number of adaptive shifts was 70.

5.5.3 Second-order-to-first-order reduction

First we apply Algorithm 13 to the DSMS example, which generates a 11 dimensional standard state space model, using the truncation tolerance $10^{-5}$. Figure 5.3a shows the sigma plot, i.e., the maximum singular values of the transfer function matrix of the full and reduced models on a wide frequency domain, i.e., $10^{-4}$Hz to $10^4$Hz. The corresponding absolute error between the full and reduced dimensional models is shown in Figure 5.3b. We observe that the error is below the MOR tolerance already for a very low dimensional model. When the same algorithm is applied to the system TCOM model, we obtain a 73 dimensional reduced system for the truncation tolerance $10^{-5}$. However, the dimension of the ROM can be reduced further by using higher truncation tolerances. For instance, $10^{-4}$ and $10^{-3}$ truncation tolerances generate respectively, 65 and 55 dimensional reduced systems. The comparison of the full and different dimensional reduced systems are shown in Figure 5.4. This figure depicts that the frequency responses of the full and different dimensional reduced systems are matching nicely and both errors indicate good accuracy. We also show the time domain simulation of the full and 55 dimensional reduced models and their respective errors in Figure 5.5. From the absolute (Figure 5.5b) and the relative deviation (Figure 5.5c) we can conclude that the proposed methods can produce a good reduced system. To compare the balancing based method with IRKA, we compute 60, 50, 40, 30, and 20 dimensional reduced models using both Algorithms 13 and 14. The absolute and relative deviations between the full and 60 dimensional reduced models are shown in Figure 5.6. On the other hand, Table 5.4 lists the absolute and relative $H_{\infty}$ norm of the error systems for 50, 40, 30, and 20 dimensional ROMs. From the figure and table, one
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![Comparison of different dimensional first order reduced and original models in the frequency domain for the TCOM example.](image)

Figure 5.4: Comparison of different dimensional first order reduced and original models in the frequency domain for the TCOM example.

We can observe that the balancing based methods generate more accurate ROMs.

### 5.5.4 Second-order-to-second-order-reduction

We consider an 11001 dimensional second order index 3 model for the TCOM example. To compute the Gramian factors, we follow the same strategy discussed above. Applying Algorithm 15, we compute a 44 dimensional reduced order model via balancing the system on the position-position level. The same algorithm generates 41, 44, and 38 dimensional reduced systems via balancing the system onto velocity-velocity, position-velocity, and velocity-position levels. In all cases, the truncation tolerance is set to $10^{-3}$. The frequency responses of the full and the reduced models and their absolute and relative errors are shown in Figure 5.7. Although the accuracy is not satisfactory for the approximated models on the position-position and
the velocity-position levels, for the other balancing levels the accuracy is fine. Note that, although this feature appears for this particular model example, we can see in Figure 5.8, for the other test examples all of the balancing levels give reduced systems with good accuracy.

We also apply the PDEG method to the TCOM model. In this case, we construct 45 dimensional reduced models by projection of the systems onto the dominant eigenspaces of the different Gramians. Figure 5.9 shows very good accuracy of all the ROMs computed by the PDEG method. Moreover, the constructed ROMs by this method, ensures the stability of the original model, which is reflected in Figure 5.10.
<table>
<thead>
<tr>
<th>dimension of ROM</th>
<th>$H_\infty$ norm</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>absolute</td>
<td>relative</td>
<td>BT</td>
<td>IRKA</td>
</tr>
<tr>
<td>50</td>
<td>$2.88 \times 10^{-4}$</td>
<td>$8.00 \times 10^{-2}$</td>
<td>$3.77 \times 10^{-9}$</td>
<td>$1.25 \times 10^{-6}$</td>
</tr>
<tr>
<td>40</td>
<td>$9.00 \times 10^{-3}$</td>
<td>$1.33 \times 10^{0}$</td>
<td>$1.70 \times 10^{-7}$</td>
<td>$2.42 \times 10^{-5}$</td>
</tr>
<tr>
<td>30</td>
<td>$6.19 \times 10^{-1}$</td>
<td>$6.29 \times 10^{2}$</td>
<td>$1.24 \times 10^{-5}$</td>
<td>$1.00 \times 10^{-2}$</td>
</tr>
<tr>
<td>20</td>
<td>$1.17 \times 10^{1}$</td>
<td>$9.59 \times 10^{2}$</td>
<td>$2.35 \times 10^{-4}$</td>
<td>$1.50 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 5.4: Comparisons of balancing and IRKA based methods for different dimensional ROMs with TCOM example.
Figure 5.6: Comparison of balanced truncation and IRKA with a 60 dimensional reduced model of the TCOM example.
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Figure 5.7: Comparison of full and reduced models via balancing on different levels for the TCOM model.

Figure 5.8: Comparison of full and reduced models via balancing on different levels for the DSMS model.
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Figure 5.9: PDEG based 45 dimensional ROMs for the TCOM example.

Figure 5.10: Eigenvalues of the ROMs obtained by the PDEG method.
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Conclusion

6.1 Summary

It is clear that descriptor systems, i.e., systems whose dynamics obey algebraic constraints, play a vital role in a wide range of real-life applications. In most cases, the systems are well natured, i.e., structured and sparse. If the model is very large, performing simulation is computationally prohibitively expensive, or is simply impossible due to limited memory. Therefore, reducing the size of the system is unavoidable for fast simulation. The pioneer of model reduction for large-scale descriptor systems is Stykel [111, 112]. However, Stykel discusses a general framework of the BT method for descriptor systems. In principle, one applies the spectral projectors to split the descriptor systems into finite and infinite sub-systems. Then the model reduction is applied to the finite sub-system. Recently, another approach of model reduction has been proposed, see, e.g., [2, 3] for the DAEs. Note we have not considered this method in our work. In this method one must split the system into one differential and several algebraic parts by using the projectors. The number of algebraic parts essentially depends on the number of indices. The important notion is that the ROM preserves the indices of the original model. That means the ROM is in descriptor form with the same index of the original system. In either of the above procedures, one can not avoid explicit computation of the projectors.

This thesis is mainly devoted to model reduction of large-scale sparse descriptor systems avoiding (explicit) computation of the projectors. Such an idea has already been investigated in [53] and [70] for, respectively, (first order) index 1 and index 2 stable DAEs to implement the BT based MOR. The same idea (i.e., the avoidance of projectors) is generalized in [68] for interpolatory model reduction via IRKA of first order structure index 1 and 2 DAEs. In this thesis, we have generalized the idea in [70] for unstable index 2 DAE systems. The major part of this thesis has been dedicated to the MOR of structured second order DAEs arising in different applications. In particular, we considered index 1 and index 3 descriptor systems. In this
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case, both second-order-to-first order and second-order-to-second-order reduction methods have been discussed. We mainly emphasized on balancing based techniques. The balancing based method has been compared with that of IRKA when second-order-to-first order reduction was carried out. In case of the second-order-to-second order reduction methods besides BT, we discussed the PDEG method as well. In the following discussion, we call attention to some noteworthy contributions of this thesis.

In Chapter 3 we discussed a balancing based model reduction technique for unstable index 2 descriptor systems arising from flow control problems. Particularly, we considered FEM semi-discretized linearized Navier-Stokes models [12] with a moderate Reynolds number which lead to index 2 DAEs. We showed, by using the idea in [70], that explicit computation of projectors can be avoided for implementing balanced truncation. In the implementation of the BT, the severe complexity arises in solving the two continuous time algebraic Lyapunov equations using the LRCF-ADI iteration for the Bernoulli stabilized system. Bernoulli stabilization essentially makes the system dense and hence causes expensive computation. To avoid this problem we used the Sherman-Morrison-Woodbury formula in solving the linear system inside the LRCF-ADI method. This formula allows to solve the linear systems by exploiting the sparsity of the original model. We also discussed the ADI shift parameter generation (both the heuristic and adaptive) techniques for the underlying system to ensure fast convergence of the LRCF-ADI iteration. Moreover, we showed how to compute an approximate Riccati based boundary feedback stabilization matrix for the full order model from the ROM. The efficiency of our proposed method is discussed using numerical results obtained by applying our algorithms to the linearization of the von Kármán vortex shedding at a moderate Reynolds number. We also demonstrated how the resulting reduced model can be used to accurately simulate the unstable linearized model and to design a stabilizing controller. The balancing based results were also compared with those of IRKA.

Chapter 4 was dedicated to the model reduction of second order index 1 systems arising from multi-physics, mechatronics, constraint mechanics, and so forth. In particular, we investigated MOR of a finite element model of a spindle head configuration in a machine tool. The special feature of this spindle head is that it is partially driven by a set of piezo actuators. Due to this piezo actuation, the resulting model is a second order differential-algebraic system of index 1. We focused on a special first order transformation of the second order form, and found a symmetric system where input and output matrices are transposes of each other. This formulation is important since it helps to reduce computations. We then presented second-order-to-first-order reduction techniques using the BT and IRKA methods. Next, we showed structure preserving MOR techniques using the BT and PDEG methods for the model considered in the chapter. It is understood that to perform the BT and PDEG methods, we require to solve the continuous-time algebraic equations for computing the low-rank Gramian factors. Due to the fact that the special first order transformation leads to a symmetric realization, only one Lyapunov equation was to
be solved. The Lyapunov equation that arose was based on the ODE formulation of the DAE system. In this setting, the system matrix was in a Schur complement form, which is typically dense. To avoid this problem, we solved the linear system in each iteration in the LRCF-ADI method by undoing Schur complement [53]. Moreover, for faster computation we converted the large linear system into a smaller one by exploiting the knowledge of the structure of the system. To ensure fast convergence of the LRCF-ADI iteration, we proposed a different technique on an adaptive shift selection approach. Finally we have applied our methods in the real-world, in one large FEM model of a micro-mechanical piezo-actuators based adaptive spindle support (ASS) with almost 300,000 degrees of freedom. Numerical results have been discussed to show the efficiency, accuracy and capability of our proposed methods.

We have discussed model reduction of second order index 3 systems arising in the constrained mechanics or multibody dynamics in Chapter 5. We showed how to convert the second order index 3 DAE system into an equivalent second order projected ODE system. Second-order-to-first-order conversion gave a structured first order index 3 systems as in [87]. Neither balancing nor interpolatory methods of such structured index 3 systems were discussed in [70] or [68]. This gap was closed in this chapter. Then structure preserving MOR techniques were shown using the BT and PDEG methods. In the implementation (for both second-order-to-first-order and second-order-to-second-order reductions), we showed the explicit computation of the projected ODE form of the DAE is not required. To compute the low-rank Gramian factors, we discussed the solution of the projected Lyapunov equation without explicit use of spectral or hidden manifold projectors. In this case, we also discussed how to solve the linear systems efficiently inside the LRCF-ADI by splitting them, exploiting the block structure of the second order DAEs. Further, we discussed an efficient ADI shift parameter computation using heuristic and adaptive approaches for these particularly structured descriptor systems. The efficiency and accuracy of our proposed methods were tested by applying them to several examples with a large number of degrees of freedom.

### 6.2 Future work

Although there are several questions and challenges that remain open and should be discussed in future research, this work has revealed some new aspects within the area of model order reduction of large-scale linear dynamical systems.

This thesis has concentrated on the model reduction methods for particularly structured DAEs by avoiding (or implicitly handling) the spectral or hidden manifold projectors. This has been possible only by exploiting the knowledge of the structure of the system. The idea that avoidance of spectral or hidden manifold projectors in the model reduction of other classes of descriptor systems may be a fruitful and exciting direction for future research.
Secondly, the idea of balanced truncation for structured index 2 descriptor systems presented in Chapter 3 can be extended to index 1 or index 3 DAEs. We applied the (balancing and truncating transformations) projectors directly to the unstable system. In this case, one cannot guarantee that the error system is stable. Hence, $\mathcal{H}_\infty$ error analysis was infeasible, reflected from the numerical results. Only by partitioning the stable and unstable elements of the system, then applying the MOR method to the stable part, one can obtain a ROM where the unstable dynamics are included. Then the error system guarantees the stability. The open question is whether one can implicitly handle the projectors to partition the system.

In the case of second-order-to-first-order reduction, besides the balanced truncation method, we discussed the interpolatory projection via IRKA. The IRKA based reduction techniques can be extended to the structure preserving model reduction to compare with the balanced truncation or PDEG methods. The PDEG method is easier and computationally a bit less expensive than balanced truncation. In second-order-to-second-order reduction, balanced truncation usually cannot preserve the stability of the original system. Numerically, we showed the PDEG method can preserve the stability of the original systems. In the future this can be investigated from a theoretical perspective. It is also an open question whether this method is applicable for other structured dynamical systems. The method can be useful particularly for the dynamical system having no output equations, because then the projector can be generated from only the low-rank factor of the controllability Gramian.

We presented LRCF-ADI algorithms capable of solving the Lyapunov equations of large-scale sparse systems. In the algorithm solving linear systems at each iteration is expensive. We used direct sparse solvers to solve the linear system. Future research would be conducted to determine if an existing iterative solver can better solve the linear systems. In this case we can exploit the shift-invariance property by modifying the linear system. Further, we encourage exploration to find more efficient means to compute the ADI shift parameters using the adaptive approach.
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