LIF measurements on an atomic helium beam in the edge of a fusion plasma
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A method for absolute measurement of population densities of selected atomic helium levels, which has been applied on the tokamak TEXTOR at the Forschungszentrum Jülich in Germany, is presented. The method is based on the resonant excitation of selected levels by a high-power, narrow-band, pulsed laser beam saturating the optical pumping process. Observation of the fluorescence response is performed at the laser wavelength and elsewhere in the spectrum: this gives information on collisional population transfer between some excited levels. Data analysis, as required for the derivation of absolute population densities, includes due consideration of the Zeeman splitting of spectral lines in a strong magnetic field. First results of the measured population densities are compared with those provided by simulation based on the collisional-radiative model for atomic helium in the edge of fusion plasmas. This code has been extended to include the laser interaction with atomic helium, in order to simulate the measured time traces of radiation from the laser-perturbed levels. Combination of this simulation procedure with laser-induced fluorescence measurements is suggested as a possible method for determining the electron density in the edge plasma.

1. INTRODUCTION

Line radiation of atomic helium is used for determination of spatially and temporally resolved electron density and temperature in the plasma. In the edge region of fusion plasmas helium is introduced radially into the plasma in form of thermal [1] or supersonic beams [2–5]. The method is based on intensity measurement of three spectral lines of atomic helium. Electron density and temperature are obtained by comparing two line intensity ratios, with main dependence on either $n_e$ or $T_\text{e}$, with those calculated using a collisional-radiative (CR) model for helium. Hence, the accuracy of the $n_e$ and $T_\text{e}$ derivation depends on the reliability of the model which contains among other a large number of rate coefficients for electron collisional excitation and ionisation [2, 6–11]. Most of these parameters – at least for higher temperatures as diagnosed with helium beams in fusion edge plasmas – are known only from calculations. Comparison of measured passive helium line radiation of a supersonic helium beam installed on TEXTOR with CR modelling results by Brix showed some deviations between calculated and measured line intensities as well as penetration depth of the beam into the plasma [2] making clear that the helium modelling in the fusion edge plasma needs a further improvement. The laser-induced fluorescence (LIF) spectroscopy applied on a thermal helium beam on TEXTOR, described in this paper, was used in order to validate some parameters of the CR model and its prediction on the population of selected levels of the beam atoms.

LIF is a widely used method to obtain several kinds of local information about a plasma [12, 13]: particle behaviour (velocity distribution by the Doppler effect [14, 15], diffusion coefficient [16]), the electric and magnetic fields (Stark [17] and Zeeman effect [18]). By the feasibility of particle density measurement in a selected quantum level and by analysing of collision-induced fluorescence signals, also investigations of collisional-radiative models are possible using LIF [19, 20]. In this work, we used LIF spectroscopy to validate the model prediction of some level populations of atomic helium. The metastable levels ($^2\text{S}$) as well as the $^2\text{P}^\text{o}$ states are in principle accessible by this method, complementing earlier passive visible spectroscopic investigations [2, 8, 10, 21–23]. Moreover, the rate coefficients for collisional transfer between excited levels (e.g. between levels with $n = 3$) can be derived from collision-induced fluorescence signals. Sensitivity analyses show that these coefficients may play an important role in the improvement of the model for helium [24].

On the tokamak TEXTOR at the Forschungszentrum Jülich in Germany, an appropriate experimental set-up based on a dye laser pumped by an excimer laser has been prepared. Additionally, the system has been extended by a laser wavelength calibration facility in form of a helium glow discharge chamber. Section II describes these arrangements as well as the measurement strategy and typical signals are shown. In the section III, we explain these data analysis steps, which are necessary for the derivation of absolute populations of the excited levels and their comparison with model calculations: absolute helium amount in the fluorescence observation volumes, consideration of the Zeeman splitting of the pumped transitions and some other effects influencing the laser pumping efficiency. The next section (IV) deals with the modelling of atomic helium population distribution for a given set of $n_e$ and $T_\text{e}$ as well as the population perturbation of the relevant levels as a result of resonant laser interaction.
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The simulations predict much larger signal-to-noise ratios for triplet pumping schemes and for this reason first measurements have been performed in the triplet system. Example results are presented in section V.

II. EXPERIMENTAL SET-UP

The measurements have been carried out on the TEXTOR tokamak. TEXTOR is a medium sized tokamak (major plasma radius $R_0 = 1.75\text{ m}$, minor plasma radius $a = 0.46\text{ m}$) with typical plasma current of $I_p = 350\text{ kA}$ and magnetic field on the plasma axis of $B_\phi = 2.25\text{ T}$ [25, 26]. Ohmic heated discharges were used for experiments with line-averaged electron density in the range of $n_e = 2 - 4 \times 10^{19}\text{ m}^{-3}$. Constant plasma parameters can be sustained at TEXTOR within a plateau of typically 5 seconds. During this time, the laser wavelength is scanned over the expected spectral range of the excited transition (e.g. $\Delta \lambda \approx 70\text{ pm}$ for the triplet transition at $\lambda = 587.6\text{ nm}$) which is subject to Zeeman splitting owing to the presence of the strong (mainly toroidal) local magnetic field.

The laser radiation source is a two-stage system consisting of a pulsed excimer laser (Lambda Physik, type: LPX 315i) which pumps a dye laser (Sirah Laser- und Plasmatechnik, type: Double PrecisionScan). The system provides near ultraviolet to visible laser light with a spectral resolving power $\lambda/\Delta \lambda$ better than $10^5$. The wavelength of the laser can conveniently be scanned (controlled via a remote PC) during the discharge time over a prescribed range with a given scan velocity. Laser pulses of 15 ns duration and maximum repetition frequency of 100 Hz provide energies of up to 60 mJ. In order to avoid unnecessary stray light and the effect of photoionisation, the maximum available laser energy was not generally utilised.

The laser beam is guided from the laboratory to the top of the tokamak by folding mirrors and directed down onto the gas nozzle (Figure 1). The laser light is initially linearly polarised. A $\lambda/2$ retardation plate is used to adjust the polarisation direction relative to the torus to coincide approximately with that of the magnetic field lines (excitation of the $\pi$ components of the Zeeman spectrum). At the entrance of the beam into the machine, a focusing lens is used in order to produce at the nozzle position a sharp image of an iris which lets only the central part of the laser beam through. The diameter of the laser beam image at the nozzle is 2 cm.

The gas nozzle is mounted on a movable platform in a vacuum lock system [27]. This allows on the one hand the radial adjustment of the nozzle position and, on the other hand, calibration devices can be mounted instead of the nozzle making a reliable adjustment of the observation system possible without breaking the vacuum in the torus. Thermal helium atoms are radially injected through the nozzle into the plasma. The beam penetrates the plasma for several centimetres with a velocity of around 1.5 km/s and eventually vanishes due to ionisation losses [28]. The nozzle construction based on capillary tubes results in a beam divergence of around 40°.

The fluorescence light is observed perpendicularly to the torus and in the horizontal plane at three radial positions in the plasma.
simultaneously. This is equivalent to measurements at different pairs of \((n_e, T_e)\). The observed volumes are imaged through an interference filter onto the entrance surface of fluid light guides with an inner diameter of 8 mm. The signals are detected by photomultiplier tubes and digitised by a fast acquisition device (1 GHz analogue bandwidth). The observation system has been carefully calibrated for absolute photon flux sensitivity at several wavelengths of helium lines to be observed by using of a broadband light source with a known spectral radiance (Ulbricht sphere VSS600 by LabSphere). During the calibration exactly the same optical as well as electrical set-up (including the high voltage on the photomultiplier tubes) is applied as during experiments to keep the uncertainty of the calibration procedure as low as possible. The system sensitivity has been also checked for its frequency response to ensure a proper interpretation of the short fluorescence light pulses. The linearity of the detectors has been investigated; nevertheless in some cases the laser stray light caused detector saturation. It was important to perform a proper spectral transmission versus wavelength calibration of the narrow-band interference filters (\(\Delta \lambda = 1 - 2 \) nm), since slight misalignment could easily result in a change in their transmission by a factor of two. The absolute calibration has been repeated a few times after a time period of typically several months to account for possible changes of the system sensitivity caused e.g. by the coating of the in-vessel optical components.

In order to compare the measured absolute populations with the results of the CR modelling we need to know the number of helium atoms in the observed fluorescence volume. This information is obtained from the helium flux through the nozzle, measured during test gas pulses with the same parameters as during experiments. Monitoring the gas pressure in the vacuum vessel during and after the gas puffs allows the determination of the time resolved total helium fluxes. These turn out to be nearly constant during the time window of constant plasma parameters for certain parameters of the gas puff.

The dye laser used may be affected by a certain wavelength shift which is not necessarily constant. To avoid a mismatch between the scanned wavelength range and the wavelength of the transition to be excited during relatively short TEXTOR plasma pulses of few seconds, a wavelength calibration of the laser system is carried out before each experimental unit (half a day). For this purpose a similar laser-induced fluorescence set-up on a glow discharge chamber has been prepared in the laboratory. The laser is spectrally fine-tuned to provide a fluorescence signal at any helium transition of interest in the glow discharge chamber. Sample measurements are shown in Figure 2. In the case of the singlet transition \(2^1S \rightarrow 3^1P^o\) a single Gaussian profile fits the data, whereas when dealing with the triplet transitions, one has to consider their fine structure. The excited transition \(2^3S \rightarrow 3^3P^o\) consists of three components, two of them lying close together (these cannot be resolved) and in a distance of \(\Delta \lambda = 4.4 \) pm from the third component, which is enough to enable resolution with our laser. Two overlaid Gaussians fit the data very well, reflecting within 10% the separation of the components and their intensity ratio of \(S_2/S_1 \approx 2.9\) which results from the statistical weights of the single sublevels of this multiplet and the fact of using strong, i.e. saturating laser radiation \((S_2/S_1 \approx (8/11)/(1/4))\). Finally, these measurements provide the wavelength offset of the dye laser, lying in the range of 10-30 pm and not being constant in the time, as well as the laser spectral width.

Figure 3 shows an example fluorescence signal as measured in TEXTOR at the laser wavelength of \(\lambda = 587.6 \) nm \((2^3P^o \rightarrow 3^1D)\). During 4 seconds of the plasma plateau (top figure) the laser wavelength has been scanned over a range of around 70 pm to cover the sets of \(\sigma^+\) and \(\pi\) components of the Zeeman spectrum (bottom-right). A comparison with emission spectrum (bottom-left) calculated according to [29, 30] clearly shows good agreement. An additional scale has been provided to the plot...
Figure 3: Bottom-right: fluorescence signal observed at the laser wavelength when exciting the triplet transition \( ^2\text{Po} \rightarrow ^3\text{D} \) during a TEXTOR Ohmic discharge (\( \sigma^- \) missing owing to scanning range restricted on purpose); bottom-left: corresponding calculated Zeeman emission spectrum (\( B = 2.25 \text{T} \) assumed, as in experiment); top: plasma current and line integrated electron density during the discharge.

with the measured curve indicating the measured flux of fluorescence photons released from the observation volume into the solid angle of our observation system. From this photon flux the absolute population of the level pumped by the laser and further the population of this level relative to the ground state population is derived and compared with the CR model prediction (Figure 14).

III. EXPERIMENTAL DATA ANALYSIS

As already mentioned, we are interested in the measurement of the absolute populations of levels excited by laser light and in the comparison with model predictions. This requires some additional steps in terms of data analysis which are described in this section.

Firstly, we require the number of helium atoms in the fluorescence volume. The total helium flow (integrated flow rate) through the nozzle into the plasma is thus needed. It is determined by test gas puffs into the torus in the absence of plasma (see section II). In the second step, one has to consider the divergence of the atomic helium beam in the course of penetration into the plasma and its attenuation owing to ionisation losses. Since the theoretical description of these processes is difficult owing to several uncertainties, including that of the ionisation cross-section, an experimental determination is a better method.

For this purpose the line emission of atomic helium in the beam at the wavelength of \( \lambda = 501.6 \text{ nm} \) \( (^1\text{Po} \rightarrow ^2\text{S}) \) is recorded by a 2D camera with an image intensifier by using the same observation port as for the fluorescence measurements. An example image is shown in Figure 4. The colour intensity in each pixel corresponds to the integral light emission along the line of sight of the camera i.e. the poloidal direction. On integrating the signals over their extension in the toroidal direction (see Figure 4), one obtains a radial profile \( I(r) \) of total light emission of the beam at the wavelength under consideration. It can be shown that this quantity is a measure of the ionisation losses – mainly from the ground state – of the beam [31, 32].

Our injection system delivers long gas pulses, the total gas flux of which can be assumed as constant on the relaxation time scale of the level populations. Thus, the partial time derivative of the (stationary) radial profile of ground state helium density \( n_0(r) \) is equal zero and hence the ionisation losses are just balanced by the transport term:
Figure 4: Beam emission at $\lambda = 501.6$ nm ($3^{1}P^o \rightarrow 2^{1}S$) recorded with a 2D-camera during the flat-top phase of a discharge with $n_e = 4 \times 10^{19}$ m$^{-3}$. The path of the laser beam as well as the lines of sight are indicated.

$$\frac{dn_0(r)}{dt} = \frac{\partial n_0(r)}{\partial t} + v_{He}(r) \frac{\partial n_0(r)}{\partial r} = S_{\text{ion}}. \tag{1}$$

The ionisation loss term can be written

$$S_{\text{ion}} = -n_0(r) n_e(r) \langle \sigma_{0 \rightarrow \text{ion}} v_e \rangle. \tag{2}$$

Upon insertion Eq. (2) in Eq. (1), one derives for the radial profile of the total (i.e. integrated over the poloidal and toroidal direction) ground state helium density in the beam the following expression:

$$n_0(r') = n_0(a) - \int_a^{r'} n_0(r) n_e(r) \langle \sigma_{0 \rightarrow \text{ion}} v_e \rangle \frac{dr}{v_{He}(r)}, \tag{3}$$

where $a$ denotes the minor plasma radius. On the other hand the measured line intensity $I(r)$ from the level $u$ corresponding to the local line emission coefficient can be written as

$$I(r) = \text{const} \times n_0(r) n_e(r) \langle \sigma_{0 \rightarrow u} v_e \rangle, \tag{4}$$

assuming that the radiating level $u$ is populated mainly by electron collision-induced transitions from the ground state and its most important depopulation channel is spontaneous radiation (both assumptions are justified for the observed transition, see also Figure 6). Replacing in Eq. (3) the expression for $n_0(r) n_e(r)$ derived from Eq. (4) yields:

$$n_0(a) - n_0(r') \propto \int_a^{r'} I(r) \frac{\langle \sigma_{0 \rightarrow \text{ion}} v_e \rangle}{\langle \sigma_{0 \rightarrow u} v_e \rangle} \frac{dr}{v_{He}(r)}. \tag{5}$$

While there is thus no direct electron density dependence in this expression, the electron temperature dependence of the rate coefficients remains. Since both collisional rate coefficients appearing in Eq. (5) have a similar temperature dependence in the range 10-100 eV, their ratio can be extracted from the result of the radial integration. Furthermore, if assuming a radially constant (negative) velocity $v_{He}(r) = \text{const} < 0$ of the beam (see the direction of the beam flow in Figure 4), the profile of the particle losses is obtained simply by integration of the measured light intensity from the plasma edge to the considered radial point $r'$:
Results of such an integration are shown in Figure 5. One can see that the amount of fluorescence signal at the innermost channel will be more than a factor of three smaller than at the channel at $r = 47$ cm owing to ionisation losses alone.
intensities in the poloidal direction, any toroidal profile of the measured intensity at a desired plasma radius \( r' \) can be easily Abel-inverted according to [33]

\[
n_{\text{He}}^\text{loc}(\tilde{r}) = -\frac{1}{\pi} \int_{\tilde{r}}^{\tilde{R}} \frac{dI(y)}{dy} \frac{dy}{\sqrt{y^2 - \tilde{r}^2}}
\]

yielding the local helium density (\( y \) denotes the variable of integration, and \( \tilde{R} \) the maximum distance from the beam axis to the point where the helium light was still detected). Integration is performed for all three radial positions \( r' \) of our observation channels accounting for their radial extension as indicated in Figure 4. One example is shown in Figure 7.

![Figure 7: Relative local helium density around the beam axis for three radial positions of our observation system as derived by Abel inversion of the corresponding toroidal profiles from the camera measurement.](image)

The local density profile can now be integrated over the area where the laser beam and the path of the line of sight overlap. This provides, together with the beam attenuation profile and the helium flux through the nozzle, the number of atoms the fluorescence light of which contribute to the measured signal. It turns out that even at the outermost observation position only about 25% of the initial beam content is effectively used for the measurements.

Scanning the laser wavelength over the Zeeman spectrum of the pumped transition yields the maximum fluorescence signal which can be then compared to the calculated one. Unfortunately the small spectral width of our dye laser does not permit coverage of all Zeeman components. This is unfortunate, since the present procedure results in a loss in intensity and makes comparison with calculated signals harder, especially in the case of triplet transitions, because of its fine structure. In fact, in the example of the triplet transition \( ^2P^o \rightarrow ^3D \) (\( \lambda = 587.6 \) nm), the laser cannot even cover all components of the set of the \( \pi \) lines (Figure 8 to be compared with Figure 3 below). This complicates the determination of the fraction of the \( ^2P^o \) level population which is being pumped to the upper level, even in the simpler case of saturating laser power.

In Figure 8, the transition probabilities (A-values) of all Zeeman components of the transition \( ^3D \rightarrow ^2P^o \) are plotted against wavelength. Owing to partial overlap, fewer than 40 components are apparently visible. The \( \pi \) and \( \sigma \) components have been colour-coded separately. The nine dominant \( \pi \) components in the wavelength range of 587.5600 – 587.5807 nm have been listed separately in Table I. These have been taken into account in the calculation of the population fraction of the \( ^2P^o \) level pumped to the upper level.

Figure 9 shows the Zeeman-split transition \( ^3D \rightarrow ^2P^o \) in form of a Grotrian diagram. Only the nine dominant \( \pi \) components are indicated. As shown, the corresponding transitions connect all nine magnetic sublevels of the lower level with nine different sublevels of the upper level (marked with bold lines). This means that a saturating unpolarised broadband laser spectrally covering only all the \( \pi \) transitions would be able to transfer one half of the lower population to the upper level (in the case of a laser spectrally covering all \( \pi \) and \( \sigma \) components this pumping efficiency would climb to \( 15/24 \)). These fractions, as indicated, apply provided that the initial populations of the upper magnetic sublevels are negligibly small, and that these sublevels remain collisionally decoupled, i.e. provided that collisional population transfer between them may be neglected over the time-scale of the laser pulse. Such instant mixing is equivalent to the excitation along all transitions of the Zeeman structure resulting in an increased value of the pumped fraction to \( 15/24 \) and of the upper level population in the presence of laser light. Consequently, collision-induced signals would become larger. In contrast, changes in the polarisation of the fluorescence light from the upper level counteract the increasing pumped fraction so that fluorescence intensities at the laser wavelength observed perpendicularly to the strong magnetic field in the case of saturating laser power remain approximately unchanged when pumping...
the \( \pi \) transitions (for the transition \( 2^3S \rightarrow 3^3P^o \) it can be shown that the polarisation effect exactly counter acts the increased pumped fraction and hence the fluorescence signal at the laser wavelength is independent of the degree of the collisional mixing).

The effect of collisional population transfer between magnetic sublevels was observed in a hollow cathode discharge by Takiyama et al. [34, 35]. However, it was attributed to atom-atom collisions due to high atomic gas density in the range of \( n_{He} \sim 10^{16} \text{ cm}^{-3} \). In our case electron or, owing to the small energy differences of the magnetic sublevels, more likely proton collisions could be sufficiently rapid for the redistribution (see also the discussion on the statistical population of hydrogen fine structure levels for typical fusion edge plasma parameters in [36]). Since no rate coefficients for the collisional population transfer between the magnetic sublevels are known, we neglect this effect in the calculation. This question could be examined experimentally by measurement of time-resolved traces of both \( \pi \) and \( \sigma \) components (to be separated by their polarisation) of the resonant fluorescence light in the case of exciting e.g. only a \( \pi \) component. Detection of spectrally resolved components failed due to the too low sensitivity of the gated high-resolution spectrometer.

The above considerations and assumptions permit the calculation of the approximate lower level population fraction pumped to the upper level as a function of the laser wavelength. The only additional input needed here is the spectral width of a single absorption line which is most strongly affected by the Doppler broadening depending on the helium temperature in the beam. For this temperature we assume a first wall (liner) temperature of 180°C. With a laser pulse of a given spectral width in the example of the transition \( 3^3D \rightarrow 2^3P^o \) it is sufficient to separately calculate this fraction for each Zeeman transition since all the transitions connect nine different sublevels of both the lower and the upper level (Figure 9). The difficulty is that the laser pulse provides saturation of the pumping process more or less in the centre of its spectral profile. The contribution of the spectral wings of the laser profile to the pumping efficiency is therefore lower. Additionally the laser profile deviates from a Gaussian. In order to allow for these effects we simulate the pumping efficiency with a computer code. These simulations are performed
for a whole series of laser pulses stepping across the spectrum with incremental changes of the central wavelength of the laser profile, just as in the experiment.

As a result, a spectrum of the pumping efficiency is obtained. However, it cannot be directly compared to the measured signals. This is because the observed fluorescence light (separated from the plasma radiation by interference filters with the spectral width of $\Delta \lambda \sim 1$ nm) differs in the degree of polarisation ($p_i$), depending on the upper sublevel $i$ it originates from. We have to keep in mind that due to the finite width of the interference filters the detected fluorescence radiation consists not only of the $\pi$ lines, which are excited but also of additional (mostly) $\sigma$ lines. The polarisation dependent factors for our observation angle of $\sim 90^\circ$ with respect to the magnetic field, by which the over the whole space $4\pi$ integrated A-values have to be multiplied, are 3/2 and 3/4 for the $\pi$ and the $\sigma$ lines, respectively. The final $p_i$ values are obtained by weighting the factors 3/2 and 3/4 with the corresponding A-values for the $\pi$ and $\sigma$ lines. They are listed in Table I. The resulting spectrum – including the polarisation effect – can be then compared with the experimental spectrum of the fluorescence signals. The signal amplitudes provide a comparison of the absolute population density of the lower level. On the other hand, the comparison of the widths of the spectra can be utilised to cross-check the assumed spectral widths of the laser profile and absorption lines. In the case of a more complicated spectrum than e.g. of only a single Gaussian profile, the reconstruction of the features of the profile serves as an additional check for the proper simulation procedure.

Figure 10 shows a measured relative fluorescence spectrum with an overlaid simulated spectrum of the $\pi$ components. The scaling of the y axis refers to the simulation curve. The y values are the transition probabilities for the total radiation from the upper sub-levels weighted with their relative population increase $\Delta n_i$ due to laser pumping and the polarisation factors $p_i$ ($n_i$ denotes the initial lower level population). At the maximum ($\lambda = 587.562$ nm) the calculated pumped fraction of the lower level population amounts to around 1/2 of the maximum which would be achievable with a broadband laser. The slight flattening at the maximum of the measured profile may be due to approaching detector saturation.

### IV. COLLISIONAL-RADIATIVE MODEL CALCULATION

For the prediction of the fluorescence signals on TEXTOR we use a code which is a slightly modified form of the time-dependent CR model code used as the basis for the derivation of the electron density and temperature from the measured line intensity ratios [1, 2, 37]. In order to obtain the stationary ($\frac{\partial n_i}{\partial t} = 0$, see Eq. (1)) population density profile $n_i = n_i(r)$ of the $i$th quantum level of helium atoms in the beam in the absence of the laser pumping beam, the population and loss processes of all 29 included levels of the shells $n = 1 – 5$ need to be balanced by the transport term

$$\sum_{j \neq i} (\sigma_{j-i} v_e) n_e n_j - \sum_{j \neq i} (\sigma_{i-j} v_e) n_e n_i + \sum_{j > i} A_{j-i} n_j - \sum_{j < i} A_{i-j} n_i - (\sigma_{i-\text{ion}} v_e) n_e n_i = v_{\text{He}}(r) \frac{\partial n_i(r)}{\partial r}. \quad (8)$$

The left hand side of the above equations includes the electron collisions (excitation and de-excitation), spontaneous decay and the population losses caused by ionisation (more details about the rate parameters included in the model are given in [38]). To
solve the set of equations we change to the coordinate system moving with the beam velocity \( v_{He} \) by \( \frac{\partial \mathbf{r}}{\partial t} = v_{He} \). Thus the equations transform to a set of time dependent equations where the coefficients carry the time dependence through the space dependence, e.g. \( T_e(r) = T_e(r(t)) \) with \( \frac{\partial}{\partial t} = v_{He} \). The result can then be transformed back to space coordinates by the inverse transformation. The system of 29 differential rate equations is solved numerically by using the step width controlled Runge-Kutta method. Initial populations are set to one for the ground state and zero for all excited levels.

When looking for a stationary population distribution at a certain radial position with an electron density not too low \( n_e \gtrsim 2 \times 10^{12} \text{ cm}^{-3} \) an additional assumption to the beam stationarity can be made, significantly simplifying the model calculation: The relaxation times of all excited levels become sufficiently short so that, when considering the level populations relative to the ground state population \( n_{i,\text{relat.}} = n_i/n_0 \), their radial transport can be neglected (i.e. \( v_{He} \frac{\partial}{\partial t} n_{i,\text{relat.}} \approx 0 \)). The relative populations of excited levels are then achieved for the given radial position as the steady state distribution. This quasi-steady state solution can then be calculated much faster by simple matrix inversion [2].

The stationary solutions of the population distribution are used as the starting point for investigating the influence of the pulsed resonant laser radiation on the level populations. Since the laser pulse length \( T_L \sim 15 \text{ ns} \) and the relaxation times of the excited levels \( \tau_{\text{relax}} \sim 100 \text{ ns} \), see Figures 11 and 12) are short we can neglect the transport term again in the analysis. To include the laser pulse we simply extend the left side of Eqs. (8) with four terms reflecting the stimulated transition rates (excitation and decay) as sources and sinks of the population of both levels \( u \) and \( l \) involved in the laser pumping process:

\[
\begin{align*}
\frac{\partial n_u}{\partial t} &= \ldots + \rho B_{l \rightarrow u} n_l - \rho B_{u \rightarrow l} n_u, \\
\frac{\partial n_l}{\partial t} &= \ldots + \rho B_{u \rightarrow l} n_u - \rho B_{l \rightarrow u} n_l, \\
\rho > 0 \text{ for } \Delta t = T_L.
\end{align*}
\]

(9)

\( \rho \) is the spectral power density of the laser radiation and \( B \) are the Einstein coefficients for absorption and induced emission. The time development of the perturbation is obtained from 29 equations for the partial time derivatives \( \frac{\partial n_i}{\partial t} \). We approximate the temporal profile of the laser power with a rectangular function. Similar simulations with emphasis placed on the impact of variation of rate coefficients for the collisional transfer between the \( n = 3 \) levels on the fluorescence signals can be found in [39].

Figure 11 shows an example of such a calculation for \( n_e = 5 \times 10^{12} \text{ cm}^{-3} \) and \( T_e = 50 \text{ eV} \). The selected laser wavelength of \( \lambda = 587.6 \text{ nm} \) corresponds to the triplet transition \( 2^3\text{P}^o \rightarrow 3^3\text{D} \). The laser pulse energy of 0.2 mJ is sufficient for the saturation of the pumping process. This becomes evident through the instantaneous increase of the \( 3^3\text{D} \) population to its maximum after switching on the laser at \( t = 10 \text{ ns} \) as well as through the constant population ratio of the upper and the lower level \( (3^3\text{D} \text{ and } 2^3\text{P}^o ) \) during the laser pulse. Since for this calculation a broadband laser has been assumed this constant ratio is equal to the ratio of the statistical weights \( (15/9) \). In fact, however, the pumping process is less efficient, since the spectral width of the laser line falls below the energy spread in the lower level resulting from the Zeeman splitting. A lower population ratio is thus produced
Figure 11: The influence of resonance laser radiation with wavelength $\lambda = 587.6 \text{ nm}$ on the populations of selected triplet levels (relative to the ground state). A broadband saturating laser radiation has been assumed, and the Zeeman effect neglected.

Figure 12: Impact of the resonant laser radiation at $\lambda = 501.6 \text{ nm}$ on the population of selected singlet levels (relative to the ground state) calculated with the code based on the CR model for atomic helium; (a): Broadband saturating laser radiation has been assumed, the Zeeman effect is neglected; (b): Real case of a narrow-band laser assumed, and the Zeeman effect is accounted for; (c): Additional correction due to strong radiative losses from the level $3^3\text{P}^\circ$ is introduced (see explanation in the text).

at saturation than for the example shown in Figure 11 (see also section III). Taking into account the observation geometry and helium density in the beam, one can calculate from this population the expected fluorescence response for the experiments on TEXTOR. Its deviation from the measured signal suggests certain weaknesses of the model calculation.

Figure 11 also shows a decreasing population of both levels optically involved in the laser pumping process during the laser pulse as well as the increasing population of the other two $n = 3$ triplet levels with some time delay. This is due to collisional population transfer from $3^3\text{D}$ to $3^3\text{P}^\circ$ and from $3^3\text{P}^\circ$ to $3^3\text{S}$ as indicated in Figure 13. Fluorescence radiation in the visible or near UV spectral range from these levels could be detected as well under some conditions, enabling a check to be made via the simulation procedure of the assumed collisional rate coefficients between the $n = 3$ levels.

Another calculation example is depicted in Figure 12. In this case the laser light at $\lambda = 501.6 \text{ nm}$ pumps the transition $2^1\text{S} \rightarrow 3^1\text{P}^\circ$. In all three cases the upper level population increases instantly after switching on the laser, owing to the strong laser power. The constant population ratio of the upper and the lower level during the laser pulse in case (a) is again equal to the ratio of their statistical weights $(g_u/g_l = 3/1)$ since a broadband laser has been assumed and the Zeeman effect neglected. In contrast to the pumping scheme shown in Figure 11 the instantaneous population increase of the upper level is followed by rapid depopulation arising from the very rapid radiative channel from level $3^1\text{P}^\circ$ to the ground state. This makes the detection of the fluorescence signal at the laser wavelength very difficult, when additionally considering the spurious impact of the scattered laser light.

In case (b) a realistic laser spectral width of around half of the width of the absorption line is assumed such that only half of
Figure 13: Pumping channels for the simulations as shown in Figures 11 and 12. The grey arrows represent the collisional population transfer between the \( n = 3 \) levels.

The lower level population is subject to the laser interaction. This leads, on the assumption that \( g_l = g_u = 1 \) (in accordance with the Zeeman effect) to a quarter of the initial lower level population being pumped to the upper level. This can be incorporated in the simulation by introduction of effective statistical weights for the upper and lower level, for the duration of the laser pulse, of \( g_l = 1 \) and \( g_u = 1 \). However, in that special case of a strong radiative decay of the upper level during the laser pulse, this treatment causes a considerable error in the calculation. Due to the strong radiative losses of the upper level and due to the constant population ratio of the upper to the lower level enforced by the saturating laser power, the lower level \( 2^1S \) serves as a population reservoir for the upper level. Its initial population drops almost to zero in case (a) and more than a factor of five in case (b). However, in case (b) only a half of the lower level population experiences the laser impact (serves as reservoir) and for this reason its initial population cannot drop below the mark of 50%. This can be reconstructed in the simulation by setting the laser stimulated excitation rate proportional to the remaining reservoir population rather than to the total lower level population. The result is shown in Figure 12 (c): the lower level population does not fall below 50% of its initial value and as consequence the upper level is depleted even faster than in case (b) which finally adversely affects the expected fluorescence response at all three wavelengths.

Owing to the existence of the ground state in the singlet system, pumping schemes based on triplet transitions are expected to provide much stronger fluorescence signals. This is the reason why we started our measurements with the triplet transitions.

V. FIRST RESULTS

Experiments on TEXTOR have been carried out with the laser at \( \lambda = 388.9 \text{ nm} \) and \( \lambda = 587.6 \text{ nm} \) pumping the triplet transitions \( 2^3S \rightarrow 3^3P^o \) and \( 2^3P^o \rightarrow 3^3D \), respectively (see Figures 13 left and 15). Figure 14 shows the measured absolute populations of the lower levels \( 2^3S \) and \( 2^3P^o \) obtained at two radial observation positions \( (r = 47 \text{ and } r = 45.5 \text{ cm}) \) during several ohmic discharges. They are given as population densities relative to the ground state population to be directly compared with the CR model calculations. The measured populations of the triplet metastable \( 2^3S \) lie below the model prediction, in the range of 0.5-0.95 of that and within the error bars (these are mainly due to the scattered laser light as well as due to the uncertainties in the derivation of the pumping efficiency, helium concentration in the observation volume and the absolute calibration factors). A similar result of 0.4-0.7 of the model prediction is obtained for the relative population of the level \( 2^3P^o \) except for two measurement points. The lower populations resulting from measurement cannot be explained by resonant reabsorption of line radiation by helium atoms in the beam (optical thickness). The maximum helium density at the beam axis was too low to alter considerably even the singlet metastable population by reabsorption by the ground state atoms. The effect of the radial transport of the triplet metastables \( 2^3S \) for lower electron densities \( (n_e \lesssim 2 \times 10^{12} \text{ cm}^{-3}) \) (see section IV) is taken into account in the model calculation shown in Figure 14. The detailed analysis of possible model corrections explaining the discrepancies were described elsewhere [38].

In another experiment the fluorescence light has been detected at all three wavelengths (according to the \( n = 3 \) triplet levels as indicated in Figure 15) upon the laser excitation of the triplet transition \( 2^3S \rightarrow 3^3P^o \) at \( \lambda = 388.9 \text{ nm} \). Figure 16 shows the time
traces of the signals as measured at the radial position \( r = 47 \text{ cm} \) with the plasma parameters, taken from similar discharges: \( n_e = 1.35 \times 10^{12} \text{ cm}^{-3} \) and \( T_e = 50 \text{ eV} \). A remarkable difference is observed in the noise level of the measurement in case (c) versus cases (a) and (b). The highest signal-to-noise ratio could be expected in the case (b) of the fluorescence at the laser wavelength. However, a strong laser stray light – being subtracted by recording the laser pulses without plasma – blinks the observation system deteriorating the signal quality. The higher level of noise at \( \lambda = 706.5 \text{ nm} \) (plot (a)) compared to the signal at \( \lambda = 587.6 \text{ nm} \) (plot (c)) results from the lower transition rate for the collisional transfer from the level \( 3^3\text{P}^0 \) to \( 3^3\text{S} \) than to \( 3^3\text{D} \), the lower radiative decay probability from the level \( 3^3\text{S} \) than \( 3^3\text{D} \) as well as from a lower detector sensitivity at \( \lambda = 706.5 \text{ nm} \) than at \( \lambda = 587.6 \text{ nm} \).

The signal decay shapes of the three curves depend among other things on the well known radiative decay probabilities. Since the electron density is high enough to induce a population transfer from the level \( 3^3\text{P}^0 \) to \( 3^3\text{S} \) and \( 3^3\text{D} \) all three signals will also depend on the electron density and the transfer rate coefficients. In particular the signals in case (a) and (c) depend mainly on one rate coefficient: the one for collisional transfer from the level \( 3^3\text{P}^0 \) to \( 3^3\text{S} \) and \( 3^3\text{D} \), respectively. This provides a possibility for the determination of both rate coefficients if the electron density is known, particularly interesting in case (c) in which the high signal purity allows the determination of the rate coefficient with relatively high precision. In Figure 16 (c) we see that the time trace calculated with the unchanged CR model (black line) decays too slowly. In red the best fit of the measured time trace in plot (c) is indicated which required a higher value, than in our standard model, of the rate coefficient \( \langle \sigma v \rangle_{3^3\text{P}^0 \rightarrow 3^3\text{D}} \) by a factor of 1.57 (the rate coefficient \( \langle \sigma v \rangle_{3^3\text{P}^0 \rightarrow 3^3\text{S}} \) is chosen 1.4 times higher which follows from the ratio of both rate coefficients obtained from the maximum measured signal amplitudes in plots (a) and (c)); the enhanced value of \( \langle \sigma v \rangle_{3^3\text{P}^0 \rightarrow 3^3\text{S}} \) has, however, no impact on the simulated time trace in plot (c)). The blue curves are simulation results in which the rate coefficient \( \langle \sigma v \rangle_{3^3\text{P}^0 \rightarrow 3^3\text{D}} \) was additionally lowered just by the factor which results in an unsatisfactory fit in plot (c). The factor amounts to 15% and hence this is about the accuracy of the rate coefficient, provided all other parameters are known.

On the other hand, once the rate coefficient \( \langle \sigma v \rangle_{3^3\text{P}^0 \rightarrow 3^3\text{D}} \) has been measured with sufficient accuracy, the decay of the fluorescence signal at \( \lambda = 587.6 \text{ nm} \) following a laser pulse at \( \lambda = 388.9 \text{ nm} \) could possibly be used to derive the local electron density. \( n_e \) measurements in low temperature plasmas have been reported, either from a ratio of time integrated (laser- and collision-induced) fluorescence signals [40, 41] or from the time trace of the collision-induced signals at \( \lambda = 388.9 \text{ nm} \) after a laser excitation at \( \lambda = 587.6 \text{ nm} \) [42]). The convenience of this LIF-based measurement when comparing to absolute population determination is that only relative fluorescence signals are needed (no absolute calibration of the observation system necessary; exact laser adjustment not crucial). Moreover, the laser-perturbed populations of the relevant levels return to their initial values after a few hundred nanoseconds and the system is in principle ready for the next sample after this short time period. A sensitivity analysis of such a measurement is possible using our modified CR code and is ongoing.

VI. SUMMARY

The use of passive line radiation of atomic helium in a plasma for derivation of spatially and temporally resolved electron density and temperature relies on the quality of the collisional-radiative model which is needed for the data analysis of those
helium-based diagnostics. The laser-induced fluorescence method, as presented in this paper, allows the validation of some parameters and predictions of this model. Near ultraviolet and visible laser light can be used to excite helium atoms from the levels with \( n = 2 \) providing information about their population. To obtain their absolute populations, additional analysis steps have to be performed, including the assessment of the helium concentration in the fluorescence volume as well as the investigation of the laser pumping efficiency. The latter depends upon several processes, e.g. the Zeeman splitting of the pumped transition due to magnetic field. First measurement results show a somewhat lower population of the triplet levels \( 2^3\text{S} \) and \( 2^3\text{P}^o \) than predicted by our collisional-radiative model. The possible reasons for that were discussed in [38]. Furthermore, a direct method for measurement of the rate coefficients for collisional transfer between some levels with \( n = 3 - 4 \) is possible when analysing time traces of (collision-induced) fluorescence signals originating from other levels than those populated by the resonant laser. One example of such a measurement in a triplet pumping arrangement has been presented showing a feasibility of electron density derivation from collision-induced fluorescence signals. A further analysis of the collision-induced signals will allow the validation of the rate coefficients for collisional transfer between the excited levels and possibly change the model.
prediction of the line intensity ratios used for the $n_e$ and $T_e$ derivation.

**Acknowledgments**

The authors would like to thank Prof. J.D. Hey for providing calculations of Zeeman splitting and perturbed line strengths as well as for comments on the manuscript, Dr. G. Sergienko for very helpful suggestions, Dr. J. Geiger and Dr. A. Werner for discussions and Mr. Klaus Klören for technical assistance.


