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Two roads diverged in a wood, and I –

I took the one less traveled by,

And that has made all the difference.

- Robert Frost

Engage!

- Captain Jean-Luc Picard
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Chapter 1

Introduction

1.1 Background Story: The Energy Problem

1.1.1 Energy Sources

Ever since humans learned to wield fire they satisfied their energy needs by burning
carbon based materials: First wood, then coal, oil and gas. For the longest time this
habit did not seem to have any adverse consequences.

Since several decades it is known that emissions of fossil fuel burning machines pollute
the air and pose a health risk. Only recently one has realised that meeting the expo-
nentially increasing global energy demand by using fossil fuels increases the amount of
carbon-dioxide in the atmosphere resulting in global warming which in turn will cause
a noticeable rise in sea levels and extremer weather, for example, more rain storms
and longer droughts. Additionally, the amount of fossil fuel stored in the Earth is not
endless and mining the remainders will become increasingly difficult, dangerous and
cost intensive. Furthermore, a non-negligible amount of the global reserve of fossil fuel
is located in countries that are politically unstable, unwilling to share the resources or
using them as means for blackmail.

All these considerations combined highlight the need for alternative energy supplies
that do not change the environment, pose a health risk or run out in the foreseeable
future and that are available to all countries not giving some governments potentially
more power because they happen to have a lot of fuel in their ground.

There are a number of alternative energy sources which have been used to cover part
of the energy demand in the recent decades and will do so in future. These are solar
power, wind power, water power, biomass and nuclear fission. Except for nuclear fission
none of the above provides the gross of any country’s energy need. Nuclear fission
does not produce any carbon-dioxide but has the disadvantage of leaving radioactive
waste with half-lives of hundreds of thousands of years potentially causing problems
for the coming generations.

There is another way of winning energy which is under research now and has not yet

1



2 1.1 Background Story: The Energy Problem

succeeded in supplying energy: thermonuclear fusion. In fusion, energy is released
through merging two elements to form a heavier element. Only light elements (with
less than 58 nucleons) are suitable for energy production through fusion. Heavier ele-
ments only deliver energy through fission because the binding energy per nucleon in
the nucleus has a maximum at around mass number 58 [1]. This is shown in Fig. 1.1.
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Fig. 1.1: Binding energy per nucleon. At a mass number of around 58 the binding
energy per nucleon reaches a maximum. Fusing elements with less mass and
splitting elements with more mass releases energy [2].

The binding energy ranges for a given mass number are a result of the isotopes that
are included in the graph. The binding energies per nucleon are marked for deuterium,
tritium and helium, the fuels and the product of nuclear fusion as it is envisaged as a
future energy supply for humanity.

The gained energy is reflected in the mass difference ∆m between the fusion fuels and
the products. The fusion products have less mass m and the energy gained amounts to
∆E = ∆m ��� where c � is the speed of light. Specifically, in the future fusion reactors a
deuterium (m = 1875.6 MeV/c � ) and a tritium nucleus (m = 2808.9 MeV/c � ) are fused
to a helium nucleus (m = 3727.4 MeV/c � ) and a neutron (m = 939.5 MeV/c � ). Hence,
when deuterium and tritium fuse to form helium and a neutron, an energy of 17.6 MeV
is released: � H +

�
H →

�
He (3.5 MeV) + n (14.1 MeV). Since the neutron has only

one fourth of the mass of a helium the neutron carries away four times as much kinetic
energy as the helium. In a fusion reactor this neutron is caught in a lithium containing
blanket in the vessel walls where it gives off its kinetic energy. The resulting heat is
used to produce steam which drives turbines for electricity production. Additionally, the
neutron undergoes an exothermic nuclear reaction with the lithium-6 and lithium-7 in
the wall, thereby creating tritium that is used as fusion fuel:

�
Li + n →

�
He +

�
H and�

Li + n →
�
He +

�
H + n. In the latter reaction the neutron is preserved and is available
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to produce more tritium. On the down side the bombardment with highly energetic
neutrons causes considerable damage in the walls.

In the following I will use hydrogen as general term for all hydrogen isotopes.

1.2 Fusion Feasibility

1.2.1 Main Challenges

To get energy from fusion is difficult to achieve. There are a number of challenges that
have to be taken on before it can become the energy source of the future.

To maintain fusion a temperature of around 150 Million K in the reactor is required. The
hot plasma needs to be confined in a complicated magnetic field which is illustrated in
Fig. 1.2.

Fig. 1.2: A cartoon illustrating the shape of the magnetic field in a tokamak. Panel (a)
shows the nested flux surfaces, panel (b) the way the magnetic field lines are
twisted around the torus. Each magnetic flux surface has a different twist,
meaning that the Bφ and Bθ values are different for each flux surface.

This field possesses a toroidal component Bφ created by the coils around the plasma
and a poloidal component Bθ created by the induced current I. As result the field lines
follow a helical path along the torus. The twist of the field lines varies in the radial direc-
tion of the torus. Field lines with the same twist form a magnetic flux surface. This way
nested magnetic flux surfaces are created. Furthermore, the plasma has to be kept
stable and turbulences have to be controlled. They cannot be suppressed entirely be-
cause some turbulence is needed to transport helium and impurities out of the plasma
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core. The wall materials of the reactor must be able to withstand the immense power
and particle fluxes that are generated. Additionally, walls have to cope with excessive
neutron bombardment. Other challenges concern superconducting magnets and the
efficient handling of the fuel.

None of the existing tokamak experiments has achieved a positive energy balance.
There was always more energy needed to start and sustain fusion than the amount of
energy gained from fusion. This can largely be attributed to the heat loss these small
machines suffer.

In the next generation fusion experiment ITER [3, 4] one aims at reaching a power
amplification of at least ten, that is, the fusion power output is ten or more times higher
than the power that is put in to keep the fusion reaction going. The plan is to output
around 500 MW. This requires that ITER is about twice as large than the largest existing
tokamak JET [5]. Fig. 1.3 shows a drawing of a cut through ITER.

At the bottom of the vacuum vessel of ITER the divertor is located, see Fig. 1.4. Its task
is to extract heat and helium - the products of the fusion reaction - and other impurities
from the plasma, effectively functioning as an exhaust. To guide the ashes towards the
divertor plates the magnetic field lines cross the surface of the material wall.

Consequently, a cut through the magnetic flux surfaces is not a circle but has an oval
shape where at one end outside the last closed flux surface the field lines form an X-
point and charged particles can leave the confinement. Not only helium and impurities
are led to the divertor but all charged particles, also hydrogen. The expected conditions
at the divertor surface are listed in Table 1.1.

Table 1.1: Conditions expected at the ITER divertor [6, 7].

hydrogen flux 10 �
�

m− � s− �
hydrogen energies 1 - 100 eV
surface temperature ≈ 1000 K
heat load 10 MW m− �
electron density 10 � � m−

�

neutral particle density 10 �	� m−
�

At the divertor surface charged particles collide with the material of the wall and energy
is lost through radiation and collisions causing a high heat load on the divertor.

There are two candidate materials for the ITER divertor that may withstand such a heat
load: carbon (C) and tungsten (W). Both are planned to be part of the initial divertor
configuration in ITER [8].
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Fig. 1.3: A drawing of ITER, the next generation fusion experiment. Once built and
in operation it is expected to reach a power amplification of Q >


��
and

output around 500 MW. The walls of the main chamber will be covered with
beryllium, the divertor surfaces at the bottom of the vessel will be partly
covered with carbon and partly with tungsten. Picture from the ITER web
page [4].

Carbon has the distinct disadvantage that it very willingly reacts chemically with hy-
drogen, the fusion fuel. This leads to chemical erosion of carbon, dust formation and
retention of hydrogen. Through carbon erosion at the surface carbon can enter the
plasma in the main chamber where fusion takes place. The carbon is partly ionised
and its electrons are added to the plasma. Partly ionised carbon atoms emit line ra-
diation (proportional to Z

�
−
�
, with Z as the number of protons in the nucleus which

equals the number of electrons in the neutral atom) and - more importantly - the free
electrons in the plasma produce Bremsstrahlung (proportional to Z � ) when deflected
by nuclei. These radiative losses cool the plasma which can go as far as stopping the
fusion reaction. However, carbon is a low-Z element with Z=6 and a burning plasma
can tolerate a few percent of carbon without stopping fusion.

The hydrocarbons that result from the erosion undergo chemical nucleation, coagula-
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Fig. 1.4: A cut through the torus of the vacuum vessel showing the shape of the mag-
netic flux surfaces. The magnetic field is constructed such that it allows par-
ticles to leave the confinement of the closed magnetic flux surfaces along
the X-point or the scrape off layer to the strike point on the divertor surface.
Picture from the EFDA web page [5].

tion and attachment of radicals. This way they form larger particles resulting in dust
particles ranging in size from less than 100 nm to several mm [9, 10]. The dust con-
tains both deuterium and the radioactive tritium. It tends to creep into every little crack
and opening at the most unexpected places and is very hard to remove. Additionally,
the hydrogen contained in the dust is unavailable for fusion. The dust radioactively
contaminates far corners of the reactor and bears the risk of a dust explosion.

A part of the hydrogen that hits a carbon surface forms chemical bonds with the carbon
and is retained in the material. This again leads to loss of fuel. Hydrogen retention is a
problem since the amount of radioactive tritium allowed in the reactor at any one time
is strictly limited. Obviously one wants all the fuel available for fusion and not caught
up in the divertor or scattered about the reactor in the form of dust.

Tungsten does not readily form chemical bonds with hydrogen, so there is no chemical
erosion and dust formation. However, hydrogen can enter the tungsten material and
diffuse through it. This may lead to hydrogen accumulations under the surface which
can result in blister formation. The hydrogen can be returned to the plasma either
through cracks or when the blisters burst. Bursting blisters can also transport tungsten
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into the plasma. In contrast to carbon, tungsten is a high-Z element with Z=74 and
therefore knows many line transitions. A few ppm of tungsten in the plasma can cause
sufficient cooling through line radiation to stop the fusion process [11].

Additionally, since both materials will erode under the conditions at the divertor, both
materials will also be redeposited leading to mixed material surfaces. These mixed
materials show different properties than pure carbon or tungsten surfaces.

Neither of the materials is ideal as divertor surface and it is not known how they will
actually react under the extreme conditions at the ITER divertor. No experiment so far
has been able to recreate all conditions in combination and subject material to them.

1.2.2 Research of Plasma Surface Interactions

General

Apart from their role in the fusion research, plasma surface interactions are important in
the medical field where plasma may be used to disinfect surfaces or prepare surfaces
of prostheses to make them more acceptable to the human body. Furthermore, plasma
surface interactions are important in film deposition or etching.

To research plasma surface interactions one can pursue two different approaches: ex-
periments and computer simulations. Simulations have the advantage that they can
concentrate on one physical aspect and the effect of this aspect can be studied isolated
from other effects. Furthermore the physical conditions are well-defined. However, cre-
ating meaningful simulations that help in gaining insight requires a basic understanding
of what is going on. Experiments can help in this. However, in experiments the sum of
several phenomena is measured. At times it is difficult to disentangle them and to find
out about the fundamental physics.

Both approaches are needed to gain a complete picture. The experiments give a view
on the macroscopic events. Simulations can give us an idea of the fundamental pro-
cesses happening.

Also in the context of fusion research both experiments and simulations are conducted
to gain an understanding of the involved processes.

Experiments

Research on plasma wall interactions for fusion typically happens with different types of
machines: tokamaks (for example, JET in the UK, and ASDEX in Germany), ion beams
and plasma beams (for example, Pilot PSI and MAGNUM at the FOM Rijnhuizen [12]).
The exact conditions that occur at the divertor of a tokamak are very much depending
on the dimensions of the machine. There are no tokamaks which can recreate the ITER
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scenario in a sufficiently exact way to obtain data that can be used to accurately predict
what will happen to the divertor surface in ITER. Furthermore, there are no divertors
currently installed which have both carbon and tungsten surfaces, the configuration
planned for the initial operation of ITER.

A number of the results of tokamaks, plasma and ion beam experiments on carbon
erosion under deuterium bombardment have been collected, normalised to a hydrogen
energy of 30 eV and compiled into one plot by Roth et al. [13]. The plot suggests that
the carbon erosion yield Y, that is, the number of C atoms eroded per impinging H ion,
decreases as a function of the hydrogen flux Φ as Y ∝ Φ− �� � � .

There are no similar experiments for tungsten yet. Only recently a number of plasma
beam experiments dedicated to tungsten and tungsten carbide have been conducted.
The results show a tendency of tungsten to form blisters which subsequently burst [14,
15, 16, 17]. This mechanism can transport tungsten into the plasma. Measured tung-
sten erosion yields are in the order of 10−

�
or less tungsten atoms per hydrogen [18].

There is no study regarding a flux dependency.

Simulations

In the ITER research simulations are conducted on several levels for all tokamak re-
gions. For example, modelling of the plasma dynamics within the closed magnetic flux
surfaces, in the scrape-off layer and at the divertor surfaces. Plasma surface interaction
simulations are concerned with the divertor surfaces since they - by design - interact
the most with the plasma.

As simulation methods molecular dynamics (MD) and Monte Carlo (MC) are the most
popular. Examples are ERO a 3D Monte Carlo impurity transport code [19] and HC-
PARCAS [20] an MD code simulating chemical interactions. The main difference be-
tween them is that MD simulations return information about the dynamics of the sys-
tem, following each particle’s trajectory. MC simulations return information about the
statistical behaviour and can handle larger systems and longer time scales since the
trajectories are not followed.

The main limitation of simulations of plasma surface interactions are imposed by com-
puter capabilities. Consequently, the size of the simulated system is small and the
simulated time is short compared to experiments, in the order of a few nm and not
much longer than 100 ns. In experiments typically fluxes of less than


�� � � m− � s− � are
reached. Simulating these fluxes would require extremely long calculation times. For
example, with the computers we used at the Rechenzentrum Garching (see page 113)
simulating the bombardment of a sample of 3×3×1.5 nm

�
with a flux of


�� � � m− � s− �
would require a time span of more than 100 days for one particle impact.
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1.2.3 This Work

The studies presented in this thesis use the results of MD simulations in an attempt
to shed some light on the behaviour of the candidate divertor materials under the ex-
pected extreme conditions.

Most of the aspects of the studies presented here have not been investigated yet. The
flux dependency of the carbon erosion yield is one of them, as is the sticking probability
of hydrocarbons on surfaces previously subjected to different fluxes. The relatively new
implementation of tungsten potentials in an MD code enabled us to investigate carbon
erosion and hydrogen retention in mixed tungsten-carbon materials with various carbon
percentages.

The remainder of the text is structured as follows:

In chapter 2 the concept and necessary ingredients of molecular dynamics are ex-
plained and the used MD code is introduced. This chapter includes some detail about
how the simulations are run. Here you will find the measures taken to make the sim-
ulations reflect reality as closely as possible, which materials are simulated and how
material properties are determined. The following chapters of the thesis contain the
individual studies.

The first study verifies that the used MD code returns realistic results for the adsorp-
tion of hydrogen on a diamond surface as is predicted by the potential corrected Baule
model. The hydrogen energies are between 0.1 and 20 eV and the sample tempera-
tures 700 and 1000 K.

In the next section, both a diamond and an amorphous hydrogenated carbon (a-C:H)
surface are bombarded with hydrogen of energies between 1 and 20 eV for different
surface temperatures. The bombardment is continued for much longer than in the pre-
vious study until a steady state is reached, meaning that the amount of retained hydro-
gen and the carbon erosion yield do not change anymore under further bombardment.
The aim is to determine the differences between the two materials regarding these two
quantities.

In the third study the flux dependency of the carbon erosion yield is investigated.
The simulations are conducted with an a-C:H sample and mono-energetic hydrogen
of 10 eV. The bombardment was done for three different hydrogen flux values. The mo-
tivation for this study are experimental results that suggest a decrease of the carbon
erosion yield with increasing hydrogen flux [13]. However, in the simulations no flux
dependency was found [21].

This lack of flux dependency led to the next set of simulations where the steady state
samples of the hydrogen bombardment were bombarded with hydrocarbons to investi-
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gate whether the sticking probabilities are depending on the hydrogen flux the sample
was subjected to previously. The results suggest that the sticking probability is higher
for higher fluxes.

After this we turned our attention to tungsten. Kai Nordlund from the Helsinki Univer-
sity [22] was so friendly to give us a version of the MD code incorporating tungsten-
tungsten, tungsten-carbon and tungsten-hydrogen potentials which was made in his
group. With this we studied amorphous mixtures of tungsten and carbon as they may
appear at the divertor surfaces. We bombarded them with hydrogen and investigated
the carbon erosion and blister formation.

Chapter 9 gives conclusions and an outlook.



Chapter 2

Molecular Dynamics

2.1 What is Molecular Dynamics?

In principle all systems where particle interactions are described by a potential can
be simulated with the molecular dynamics (MD) method, be the particles galaxies or
atoms. Here we concentrate on the simulation of atomic interactions.

2.1.1 Circumventing Schrödinger

Atoms consist of negatively charged electrons and positively charged nuclei. Atoms
can have many discrete energy states whose description requires solving the Schrödinger
equation. Calculating the exact quantum mechanical expressions is computationally
very intensive and already for molecules of only a few atoms currently practically im-
possible. Therefore a number of approximations need to be invoked enabling us to
study larger systems.

The Born-Oppenheimer approximation allows the calculation of the wave-function of a
molecule to be split in electronic and nuclear (vibrational, rotational) components. This
means that the motions of the fast and slow degrees of freedom are calculated sepa-
rately. The velocity difference is caused by the factor of ≈ 1800 between the masses of
the electron and the proton or neutron. In MD we assume that the cloud of electrons fol-
lows the motion of the nucleus instantaneously and we allow only one electronic state
which is usually the ground state. Consequently, for each single atom of the same
element there is only one potential energy function.

When describing chemical interactions in larger systems, encompassing many atoms,
the potentials generated around the individual atoms are depending on the number of
bonds, bond angles and bond types, so they are different from the potential generated
by an isolated atom. These potentials superimpose and result in the potential energy
surface (PES) of the system.

Additionally, it is assumed that the atoms behave as classical particles in a conservative
force field whose trajectories are described by Newton’s equation of motion.

11
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2.1.2 Newton’s Law

The basic assumption is that the atom configuration of the studied system generates
a PES. From the potential the force acting on each atom can be determined. This
approach enables the calculation of many body systems.

Input to the MD simulations is a set of positions and velocities, one for each atom in
the system, and the potential energy function V . Then the new positions and velocities
after a given time step are numerically calculated by using ~F = −~∇V = m~�r where
~F is the force exerted on a particle, m is its mass, ~r its position, ~�r the acceleration it
experiences. The new positions and velocities are input to the calculations of the data
at the next time step. Finding the correct description for the potential energy function is
the biggest challenge in molecular dynamics.

We want to simulate atoms, so we need to use a potential that recreates the behaviour
of chemical bonds and reactions in a sufficiently exact manner that simulation results
approach experimental results. This way information can be obtained about events at
the atomic level that cause the macroscopic behaviour. A potential modelling chemical
interactions is typically attractive on the intermediate range and repulsive on the short
range as shown in Fig. 2.1 for carbon-hydrogen interactions and Fig. 2.2 for hydrogen-
carbon-tungsten interactions. Furthermore the potential depends on the coordination,
the type of atoms, type of bond (for example, single, double, conjugated) and the bond
angle. Note that in Fig. 2.2 the WH potential describes the bond between a single W
and a single H. On surfaces or in interstitial locations hydrogen can be bound with
energies in the order of 1 eV [23].
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Fig. 2.1: The shape of the Brenner potentials [24]. Note that the CC potential de-
scribes a double bond.
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Fig. 2.2: The shape of the Tungsten-Carbon-Hydrogen potentials [22].

The potential energy function is cut off, that means, its value is pulled to zero by a
smooth cutoff function, at a distance where the gradient in the potential energy func-
tion becomes negligible. Atoms outside the sphere given by the cutoff radius are not
considered in the calculation of the potential and the forces. The cutoff distance is de-
pending on the elements that interact and is in the order of 1.5 times the length of the
chemical bond.

The potential energy function is not everything that is needed to run MD simulations
whose results approach reality. One needs an algorithm to calculate the forces, the
sample has to get a temperature and that temperature has to be maintained.

2.1.3 The MD code

For our simulations we used the Hydrocarbon Parallel Cascade (HCParCas version
V3.22) code [20], which calculates the inter-atomic forces in hydrocarbon systems by
using the empirical Brenner potential energy function with parameter set II [24, 25]
For the simulation of tungsten-carbon-hydrogen systems the code contains potentials
developed at the University of Helsinki by Juslin et al. [22].

The attractive and repulsive potentials are Morse type functions, which are limited in
range by a smooth cutoff function. The value of the attractive potential is multiplied
with a bond order function, correcting it according to bond order, bond angle and bond
character.
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Brenner Potential

For the simulation of hydrocarbons the Brenner potential [24, 25] is implemented in
the MD code and provides an empirical potential energy expression. Originally the
potential was designed to simulate the chemical vapour deposition of diamond films.
Since then the potential has been used to simulate all sorts of systems involving carbon
and hydrogen, from diamond to graphene and nano-tubes and amorphous structures.

Lately it is used in fusion research to investigate the interactions of carbon materials
with non-thermal hydrogen. For this simulation purpose the parameter set II is chosen
which returns more accurate stretching force constants in exchange for larger bond
lengths for the CC-double (3.7%) and triple bond (7.5%).

The inter-atomic potential energy Eb is described by the following sum over the poten-
tial energies of all atoms:

Eb =
∑

i

∑

j>i

[
VR(rij) −

�
BijVA(rij)

]
(2.1)

where i and j identify the respective atom pair (i � j), VR is the repulsive component
(stemming from the core-core interactions etc.) of the potential and VA the attractive
component (e.g. from valence electrons).

�
Bij is the bondorder function correcting the

value of the attractive potential according to bond order, bond angle and bond charac-
ter (radical or part of conjugated system). The attractive and repulsive potentials are
expressed as:

VR(r) = fij(rij)
Dij

Sij −

�� −

√ � Sij βij(r−Rij) (2.2)

VA(r) = fij(rij)
DijSij

Sij −

�� −

√ � /Sij βij(r−Rij) (2.3)

Dij, Rij, βij and Sij are fitting parameters depending on the type of atom pair (CC,
CH or HH). Dij is the well-depth and Rij is the distance in equilibrium. Sij influences
the gradients of the attractive and repulsive components or the forces of attraction
and repulsion. fij is a cutoff function limiting the range of the interactions. It smoothly

reduces the interaction potential to zero over a range from R
( � )
ij to R

( � )
ij . The value of

the cutoff function is given by:

fij =
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π
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( � )
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R
( � )
ij −R

( � )
ij

]
� R

( � )
ij > r > R

( � )
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� � r > R
( � )
ij

(2.4)
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The shape of the Brenner potentials is shown in Fig. 2.1. The center of the atom creat-
ing this potential is located at 0 Å. When an atom comes closer than the cutoff distance
it experiences an attractive force following the gradient of the potential into the poten-
tial well. If the absolute value of its kinetic energy before interaction is smaller than the
absolute value of the energy associated with the depth of the potential well the atom
cannot escape the well and is chemically bound. The depth of the potential well gives
the bond energy and the distance of the minimum from 0 the nominal bond length.
If the kinetic energy of the approaching atom is larger than the binding energy it can
escape chemical bonding. If the atoms come too close to each other they are repelled
by the positive charge of the nuclei simulated by the steep rise of the potential when
approaching 0.

Escaping from the potential well or breaking the chemical bond is achieved through
adding kinetic energy in the form of heat or a collision with another atom. The bond can
also be broken when a chemically more attractive atom comes along. For example, a
hydrogen atom bound to a carbon at the surface of diamond is bound there with an
energy of 4.3 eV. If another hydrogen comes along the surface hydrogen may form
a bond with it because the bond energy in a hydrogen molecule is 4.5 eV and thus
energetically more favourable.

Note that it is not possible to accurately simulate graphite with the current form of the
Brenner potential. For one, the van der Waals forces that keep the graphene sheets
together are not incorporated in the potential. The other reason is that because of
the highly conjugated nature of graphite the interactions between neighbouring atoms
are determined by atoms that are further away than the bondorder function takes into
account.

W-C-H Potential

The W-C-H potential [22] follows the basic structure of the Brenner potential described
in the previous section with the exception of the bond conjugation terms which have
been left out in the empirical bond order function

�
Bij. The shape of the W-C-H poten-

tials is shown in Fig. 2.2.

Algorithm

The code uses the sixth order Gear algorithm [26, 27, 28] which consists of a predictor
and a corrector step. In the predictor step the positions, velocities and higher order time
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derivatives up to the fifth order are determined using the Taylor expansion:

r � pr(t + ∆t) = r � + υ � ∆t + a � ∆t
�

� + riii�
∆t

�
� + riv�

∆t
�

��� + rv�
∆t

�

����

υ � pr(t + ∆t) = υ � + a � ∆t + riii�
∆t

�
� + riv�

∆t
�

� + rv�
∆t

�
���

a � pr(t + ∆t) = a � + riii� ∆t + riv�
∆t

�
� + rv�

∆t
�

�

riii� pr(t + ∆t) = riii� + riv� ∆t + rv�
∆t ��

riv� pr(t + ∆t) = riv� + rv� ∆t

rv� pr(t + ∆t) = rv� (2.5)

Then the acceleration a � (V) is calculated from the potential energy function V � which
was determined using the predicted values:

a � (V) = −
∇V �
m

(2.6)

The two values for the acceleration a � pr and a � (V) are generally not the same. The
second step, the corrector step improves the values predicted in the first step of the
algorithm by adding the difference ∆a = a � pr − a � (V) multiplied with a weighting
factor. For the sixth order Gear algorithm the factors are [28]:

f � =

 

!� � f � =

��"#

 ���� � f � =


 �

f � =


�


�$ � f � =



� � f � =



��� (2.7)

The corrector equations look as follows:

r � (t + ∆t) = r � pr(t + ∆t) + f � ∆a
∆t

�
�

υ � (t + ∆t) = υ � pr(t + ∆t) + f � ∆a
∆t�

a � (t + ∆t) = a � pr(t + ∆t) + f � ∆a

riii� (t + ∆t) = riii� pr(t + ∆t) + f � ∆a

 
∆t

riv� (t + ∆t) = riv� pr(t + ∆t) + f � ∆a


!�
∆t �

rv� (t + ∆t) = rv� pr(t + ∆t) + f � ∆a

���
∆t

� (2.8)
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This scheme is more complicated than other algorithms, however, this is compensated
by its numerical stability. Profiling reveals that the computation times with the sixth
order Gear algorithm are not longer than with simpler algorithms, mainly because its
numerical stability allows larger time steps [26].

2.1.4 Interpretation of Temperature

Temperature can be interpreted as the kinetic energy of the atomic oscillations in their
potential wells. Since in the MD simulations the velocities of all atoms are known and
the velocity distribution is a Maxwell-Boltzmann distribution, the temperature T of a
sample comprising N atoms can be easily calculated by equating the kinetic energy to
the thermal energy:



�

N
∑

%
= �

m % υ �% =

 
� N &(' T

T =



 

N &('

)
∑

%
= �

m % υ �% (2.9)

where mi and υi are the mass and velocity of the i-th atom.

In an MD simulation of a closed system the total energy should be conserved. The
temperature and with it the kinetic energy of the atoms fluctuates. Consequently the
potential energy of the system has to fluctuate for compensation.

2.1.5 Thermostat

Eventually we aim at simulating the bombardment of a piece of material with atoms
or molecules. This bombardment adds energy to the sample. As mentioned before
a sample consists of no more than a few thousand atoms. If we shoot an H atom
with an energy of E=10 eV at a sample of N=2000 atoms and assume that the entire
energy is transferred to the sample, each atom gains an energy of 10 eV/2000 which
corresponds to a temperature gain of T =

�
E/

 
N & ' =

 +*
K. Considering that a few

thousand H atoms need to be shot at the sample to obtain reasonable statistics this
rise in temperature has to be prevented.

In real life the heat energy of an impacting H atom is dissipated in the bulk. In MD
a thermostat is used to remove excess heat from the sample. The cooling or heating
of the sample is achieved by scaling the velocities of selected atoms, such that the
desired temperature of the sample is reached. Which atoms the thermostat is applied
to is explained below. The temperature controlled atoms lose or gain kinetic energy
through the velocity scaling of the thermostat and do not behave physically. Therefore



18 2.1 What is Molecular Dynamics?

the thermostat must not be applied to atoms in whose dynamical behaviour we are
interested, that is, for example, the atoms in the impact region. Instead, atoms well
away from the impact region are temperature controlled and the thermostat’s temper-
ature adjustments are conducted to the impact region according to the heat transport
properties of the simulated material.

One possible configuration is to apply the thermostat to the border regions and the
bottom of the sample, such that the atoms are lying in a sort of “bathtub”. Alternatively,
the thermostat is only applied to the bottom. In a setup with periodic boundary condi-
tions the latter method may have the disadvantage that heat pulses leaving the sample
on one side enter on the other side making it hard to maintain the desired temper-
ature. On the other hand it allows atoms that are not bound and move around in the
sample to cross the periodic boundaries without being affected by temperature scaling.
So, if atoms are likely to move over the periodic boundaries during the simulation and
thereby influence the simulation results the latter setup is recommended. The atoms in
the bombarded region can become very hot. Bonds between hot atoms and artificially
kept cool atoms of the thermostated region can become overstretched or even broken.
To avoid this a buffer zone is introduced. The atoms in the buffer zone are neither bom-
barded nor temperature controlled. Therefore they are not likely to be very hot thus
preventing the overstretching or breaking of bonds. Both configurations are shown in
Fig. 2.3.

buffer
thermostated

fixed atoms

buffer
thermostated

fixed atoms

region
bombarded

bombarded
region

bombarded
region

thermostated bottom "bathtub"

cut through sample

top view

cut through sample

bombarded
region

buffer
thermostated

top view

Fig. 2.3: Illustration of the thermostat configurations. The configuration with the ther-
mostated bottom is shown in the two pictures to the left and the “bathtub”
configuration in the two pictures to the right. A cut in z-direction through the
sample and the top view is shown. Between the temperature controlled region
and the bombarded region a buffer zone is located to avoid overstretching or
breaking of bonds. The fixed atoms prevent the sample from moving under
bombardment.

The thermostated region acts like a chunk of material where kinetic energy is dissi-
pated. This is visualised in Fig. 2.4. The impact of an H atom sends a spherical heat
wave through the material. The energy degrades with



/r
� where r is the distance from
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the impact site. When the heat wave hits the thermostated region energy is removed by
scaling down the velocities of the atoms in that region and the energy decay happens
faster than



/r
� . At the end of the thermostated region the heat energy is at a level

that corresponds to the level of an undisturbed heat wave that has travelled a distance
of ∆r further. This does not effectively increase the bombarded surface and decrease
the flux in a bombardment simulation, see section 2.1.8.

en
er

gy

distance r

∝ 1/r2

|----------|∆r

   
 thermostated region

undisturbed heat transport

with thermostated region

Fig. 2.4: Illustration of how the thermostated region simulates a chunk of material by
removing kinetic energy from the atoms. Explanation, see text.

In our simulations the Berendsen heat bath [29] is used for temperature control. It works
by multiplying the velocities of the atoms in the thermostated regions with the following
factor λ:

λ =

√


+

∆t

τ

(
T �
T

−

 )

(2.10)

where T � is the desired temperature and T is the actual temperature of the sample as
determined by Eqn. 2.9. The τ is the rise time of the thermostat determining how fast
the system is forced to the desired temperature value. The scaling with λ results in an
exponential temperature reduction in the temperature controlled region, see Fig. 2.5.
During simulations the temperature T which is input to the velocity scaling should be
measured for the region of the non-temperature controlled atoms.

It was mentioned before that the Berendsen thermostat does not recreate tempera-
ture fluctuations in a physical way. One rather dramatic result of this is the so-called
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Fig. 2.5: Plot of the exponential temperature decrease resulting from scaling the ve-
locities with factor λ of Eqn. 2.10 and τ = ,!-�- fs in the Berendsen ther-
mostated region.

“flying ice cube” effect. The thermostat has a dampening effect on the thermal oscil-
lations gradually decreasing their frequency. This can go so far that thermal motion is
transformed into translational motion. Hence the simulated sample loses its thermal
oscillations, meaning that it cools down, but gains momentum and starts “flying”. This
has been described by Harvey et al. [30].

2.1.6 Bulk Simulation

One requirement for the simulation of a material surface is that from an atom’s point of
view the surface is infinite. This is achieved by applying periodic boundary conditions
in two dimensions.

Furthermore, the sample should be immobile. The momentum exerted by a hydrogen
plasma on the targets in ion beam experiments or on divertor plates in tokamaks is not
sufficient to move them. In our simulations are therefore all velocity components of the
atoms at the bottom of the simulated sample fixed to zero during the whole duration
of the simulation. A thickness of approximately 2 monolayers is sufficient for the fixed
region. It is a good idea to apply temperature control to the atoms neighbouring the
fixed atoms to avoid excessive stretching or even breaking of the bonds between fixed
and non-fixed atoms.
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Additionally, we want the sample to have a temperature. From Eqn. (2.9) we can deter-
mine the mean velocity of the atoms. Initially velocities are assigned from a Gaussian
distribution around this average value. The velocities should add up to zero to avoid
giving the sample momentum.

2.1.7 Sample Creation

The creation of a stable sample is an art and a hobby in its own right. Starting from the
desired composition of the material one has to decide on the dimensions of the sample.
Here one needs to find a balance between the calculation time which encourages small
samples and - for bombardment simulations - the thickness required to avoid that the
projectile shoots cleanly through the sample. A common way to determine the required
thickness is to use the TRIM/SRIM (Transport of Ions in Matter/Stopping and Range of
Ions in Solids) software package [31]. It calculates quickly the stopping and range of
energetic ions in matter.

Once the thickness is determined one has to bring the sample in thermal equilibrium.
First the periodic boundary conditions are set in all three dimensions and none of the
atoms in the sample is fixed. Then the Berendsen thermostat is applied to all atoms
performing annealing of the sample, that is, heating to a high temperature (typically the
melting point or beyond) with subsequent cooling. This treatment enables the atoms
to find a configuration of minimal potential energy and hence a stable configuration.
Several cycles of annealing and cooling should be applied. Then the sample can be
brought to the desired simulation temperature. After this the thermostat is switched off
and the temperature fluctuations should not be larger than a few percent.

The next step is to “take off the lid”, meaning that the periodic boundary condition in one
direction is removed and the atoms in the bottom of the sample are fixed. If the process
was successful the sample is stable and not falling apart. After letting the sample rest
for approximately a nanosecond the thermostat in the desired configuration (“bathtub”
or a layer over the fixed atoms only) can be applied and the bombardment simulation
can begin.

2.1.8 Bombardment Simulation

Projectile Positioning

When simulating the bombardment of a surface with particles the initial position of the
projectile needs to be far enough above the surface that there is no interaction between
the projectile and the surface atoms. This can be achieved by placing it more than one
cutoff length above the highest surface atom. Next an initial velocity and direction are
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assigned to the projectile.

Assuming the surface normal is the z-direction, then the x and y positions of the sub-
sequent projectiles have to be varied randomly to avoid shooting at the same spot over
and over again.

Thermostat configuration

If the thermostat configuration is the “bathtub” the temperature controlled atoms at
the surface should not be bombarded. As explained in section 2.1.5 the bombarded
region should not touch the thermostated region but is by approximately one atom-
diameter removed from it. The buffer zone prevents the overstretching or even breaking
of bonds between hot atoms that interacted with the projectile and cold atoms in the
thermostated region. The configurations are illustrated in Fig. 2.3 which shows a top
view and a cross section of the sample where the different regions are indicated.

Sample Dimensions

For the choice of sample size the following has to be taken into account:

The sample should be small enough to minimise needed computer time. Assuming
periodic boundary conditions in x- and y-direction the lower limits for x and y are given
by the implementation of the periodic boundary conditions in the code which does not
allow cells smaller than twice the cutoff radius. This is to prevent atoms interacting with
themselves over periodic boundaries.

The thickness in z-direction of the bombarded region needs to be large enough to ac-
commodate the penetration depth of the projectiles. One does not want a large number
of the projectiles ending up in the thermostated region as this changes the dynamics
of the added atoms in the sample and the sample atoms. If the sample is much too
thin most projectiles will push through into the fixed region where they may get stuck
or fly through exiting the sample at the bottom. This need not be a problem if one is
only interested in surface top layer effects as erosion. It is not desirable if one wants to
learn about retention.

Particle Flux

The instantaneous flux Φ of the incoming particles is determined by the area A that is
bombarded and the time span trun between impinging projectiles:

Φ =



A trun

. (2.11)

In the simulations the time trun between the projectile impacts can be chosen either
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constant or randomly distributed, for example, as in a Poisson distribution:

trun = − / ��0 (x) 〈trun〉 (2.12)

where x a random number between 0 and 1 and 〈trun〉 the mean time span between
projectile impacts. Running bombardment simulations with both fixed t

�
run and trun

from a distribution around the mean value 〈trun〉 = t
�
run yields the same results,

assuming that near simultaneous impacts at the same location are very unlikely. Con-
sequently, one can stick to the constant time interval between projectile impacts.

Angle of Incidence

Another variable in the bombardment of samples is the angle of incidence with which
the projectile hits the surface.

One needs to distinguish two cases: either the projectile energy is higher or lower than
the physical sputtering threshold. Physical sputtering occurs when the kinetic energy
of the projectile is large enough to remove atoms from the material by breaking bonds.

In the case of physical sputtering bombardment with an angle other than 0 from the
surface normal the sputtered atom experiences an acceleration parallel to the surface
which facilitates its escape from the surface. This is expected to result in larger yields
with increasing angle of incidence [32].

For lower energies erosion can only take place through chemical erosion. Here the
projectile forms a chemical bond with a surface atom. This may lead to a situation
where the surface atom is no longer bound to the bulk of the material and is carried off
into the gas phase. This type of erosion is hardly affected by the momentum transfer.
The determining factor is that a larger angle of incidence leads to a lower penetration
depth which is likely to have the same effect as bombardment with a lower energy and
hence lower erosion yields.

Furthermore, in the context of the ITER divertor exposure to plasma, the potential drop
formed by the plasma - the sheath potential - at the divertor surface accelerates pos-
itively charged ions towards the surface. The magnetic field lines form a small angle
with the divertor surface [8]. Ions move around field lines along spiral-shaped trajecto-
ries. Most of them feel the effect of the sheath potential when they are in the part of
the trajectory that moves towards the surface. Consequently, their velocity component
parallel to the surface is small. Hence their incidence angle on the divertor surface is
close to the surface normal. Therefore, for this work, the simulation of a normal angle
of incidence is considered sufficient.
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2.1.9 Determining Material Properties

Apart from the easily calculated density and composition of the material (e.g. atomic
percentage of hydrogen and carbon) there are properties connected to the heat trans-
port that can be determined from the MD simulations. This is interesting because heat
has to be conducted from the impact site to the temperature controlled regions of the
simulated sample. The quantities specific heat at constant pressure cP, thermal con-
ductivity k and the thermal diffusivity a should be close to the values measured in
experiments.

The thermal conductivity k is a measure for the ability of the material to conduct
heat and the thermal diffusivity a gives the rate at which heat is conducted through
a medium. They are defined as follows:

k =
∆Q

∆tA

l

∆T
(2.13)

a =
k

ρ cP

(2.14)

with ∆Q the heat, ∆t time, A the surface, l the length over which ∆T applies and ρ

the mass density. The quotient ∆Q/(∆tA) is equal to the product of particle flux Φ

and particle energy E.

To determine the specific heat cP of the simulated sample we can use two different
approaches: firstly, by using the definition of cP as the heat energy required to increase
the temperature of 1 kg material by 1 K and secondly, by calculating cP from enthalpy
fluctuations.

For the first method the specific heat cP can be expressed as:

cP =
∆E

∆Tm
. (2.15)

with ∆E as heat energy, ∆T as temperature and m as mass. The quotient of ∆E

over ∆T is found by bombarding a thermalised sample with the thermostat switched
off. From this we can determine the amount of energy ∆E that has been added to
the sample. ∆T is given by the temperature rise during the same time. For a given
temperature (cP is a function of the temperature) the quotient ∆E over ∆T can now be
determined. The mass is given by the non-fixed atoms of the sample and with (2.15)
the specific heat can be calculated.

The other way of determining cP is using enthalpy fluctuations. The specific heat at
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any temperature can be written as [33, 34]:

cP =
〈H � 〉 − 〈H〉 �

mk ' T � (2.16)

where H is the enthalpy, m the mass, T the temperature of the sample and k ' the
Boltzmann constant. The enthalpy H is defined by H = U + pV with U as the inter-
nal energy, p the pressure and V the volume. Since the pressure in the system is very
small the second expression pV is much smaller than the internal energy U. The quan-
tity U is an output of the simulations, therefore H = U is used in the actual calculation
of cP. The mean of the enthalpy and the mean square enthalpy can be determined
from a simulation of a sample in thermal equilibrium at the desired temperature.

The two values determined with Eqn. 2.15 and Eqn. 2.16 should be similar.

2.1.10 Limitations

The main limitation of MD is the needed computation time. Conducting MD simulations
is attractive because dynamical processes can be resolved. This is achieved by cal-
culating the forces acting on each atom in the model system for each time step. This
requires that the time step is short enough to resolve the typical lattice vibrations of
about 10 �

�
Hz. If there are particles with high velocities in the model system the time

might have to be even shorter to properly sample the motion of fast particles. Obviously,
the more time steps are required the longer the simulation will last. If bombardment is
to be simulated the energy of the projectile dictates a minimum sample thickness to
avoid interactions of the projectile with the thermostated region or even exiting of the
projectile at the sample bottom. Taking all these considerations into account the sim-
ulated time is typically in the order of nanoseconds for a sample of a few thousand
atoms. Hence, effects that take considerably longer are not included in the simulation
results, examples are diffusion, full relaxation of a surface and low particle fluxes.

Furthermore MD does not take particle charges into account. In many simulations of
subjecting a surface to a plasma beam one talks about ions, this is strictly speaking
not correct. MD only knows neutral particles whose interactions are determined by the
potential. However, by assuming that ions recombine to neutrals before they start in-
teracting with the surface atoms, the use of MD to study plasma surface interactions
can be justified. The recombination takes place through Auger and resonance neutral-
isation. Studies show that these take place on metal and graphite surfaces [35, 36]
facilitated by the dislocated electrons of these materials. Since the potential drop that
forms at the plasma wall interface creates an electron surplus one can assume that the
ions from the plasma are neutralised before interacting with the surface.
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Another related effect that is not directly simulated is the effect of electronic stopping. It
occurs in metallic substances where the valence electrons form a cloud that interacts
with projectiles. The moving particle loses energy through ionisation or atomic excita-
tion. The mean energy loss the particle experiences is described by the Bethe formula
for the stopping power S(E) = − 1 E/ 1 x with E as energy and x as travelled distance.
The stopping power in the non-relativistic regime is proportional to /32 (v)/v

� with v the
velocity which results in a maximum at the energy where the particle becomes so fast
that interaction with the material becomes less likely.

The effect is simulated with the help of precomputed tables listing the projectile velocity
and the corresponding stopping power in the sample material. The stopping power is
subtracted from the projectile’s energy while moving through the sample.

Fig. 2.6 shows the stopping power a deuterium experiences in tungsten carbide with
15, 50 and 95% carbon contents as a function of the deuterium’s kinetic energy. One
clearly sees the typical shape with a maximum energy loss at around 10 � eV.
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Fig. 2.6: Stopping power a deuterium experiences in tungsten carbide with different
carbon contents as a function of the deuterium’s kinetic energy [31].

The composition of the material plays a role particularly for high particle energies of
more than 10 keV, the electronic stopping power is proportional to the amount of metal
in the material.

Nuclear stopping is another process that slows down a moving ion in a solid. It is
caused by interactions between the ion and the atoms. The simulation of this effect is
already included in the shape of the potential energy function. Nuclear stopping plays
a role only at low particle energies.



Chapter 3

Overview of the Studies

This chapter gives an overview of the studies that are described in detail in chapters 4
to 8. The conducted MD simulations comprise the following subjects:

Sticking Probability of Hydrogen on Diamond (Chapter 4)

The sticking of hydrogen on a {111} diamond surface is investigated using MD simula-
tions. The hydrogen energy ranges from 0.1 to 20 eV and the surface temperatures are
300 and 1000 K. The simulations cover the first 200 H atom impacts during cumulative
bombardment. Saturation of the diamond surface with hydrogen is not reached.

The results show that the hydrogen sticking probability has a minimum at the H atom
energy where the transition from surface interaction to surface penetration takes place.
In our simulations surface penetration of hydrogen in diamond occurred at around 7 eV.
This value agrees very well with the predicted 7.9 eV of the potential corrected Baule
model describing binary collisions [37]. In the simulations less hydrogen sticks to the
hot sample than to the cool one which is in agreement with experiments [38].

This study shows that the MD simulations recreate the sticking behaviour as expected.

Comparing diamond and amorphous hydrogenated carbon (Chapter 5)

One has only recently started to study diamond as material for the divertor plates in
ITER [39]. Currently the preference goes out to carbon fiber composite (CFC) materi-
als. This material has been experimented with in existing tokamaks and linear plasma
beam devices. After some exposure to hydrogen CFC turns into amorphous hydro-
genated carbon (a-C:H). This fate is predestined for all carbon materials including
diamond. The transformation to a-C:H is caused by chemical binding of impinging
hydrogen to the surface and inside the sample. Additionally, redeposition of eroded
hydrocarbons back onto the surface forms an a-C:H layer on the surface. In this study
a diamond and an a-C:H sample are bombarded with hydrogen until a steady state
is reached, that is, the erosion yield and amount of retained hydrogen reach a steady
state.

The results show that the diamond sample retains more hydrogen than the a-C:H sam-
ple. For diamond the retained amount does not depend from the temperature, for a-C:H
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the amount of retained hydrogen drops with the temperature. On the other hand the
carbon erosion yields obtained from diamond are clearly lower than those from a-C:H.

Amorphous Hydrogenated Carbon under high Hydrogen Fluxes [21] (Chapter 6)

This section treats the flux dependency of the carbon erosion yield and the hydrogen
enrichment of the surface in the high flux regime at


!� �54 ions per m � s and higher. An
a-C:H sample is exposed to high flux hydrogen bombardment with a hydrogen energy
of 10 eV at surface temperatures of 700 and 1000 K. The simulation results show that
the carbon erosion yield is higher for higher sample temperatures but does not show a
strong dependency on the hydrogen flux. Hence, the hydrogen enrichment in the upper
surface layer observed in the simulations most likely does not contribute to the erosion
yield reduction in the experiments. Furthermore, the composition of the eroded material
shows a slight increase in CH, C � H and C � H � for higher fluxes, whereas species with
more hydrogen, C atoms and C � are decreased. However, the H:C ratio in the eroded
material shows no flux dependency.

Redeposition of Hydrocarbons on Amorphous Hydrogenated Carbon (Chapter 7)

Redeposition is one of the effects that form a-C:H layers on divertor plates and tar-
gets in linear plasma beam devices. It is one of the candidates for reducing the carbon
erosion yield when the hydrogen flux is increased. That is, there may be a flux depen-
dency of the amount of material redeposited on the surfaces. To investigate this idea,
the steady state samples of the bombardment simulations in the previous study were
subjected to bombardment with hydrocarbons and the sticking probability determined
as function of the flux the sample was subjected to in the previous simulations.

The results show that the structure of the bombarded sample in terms of sp � /sp
�

ratio
and the porosity play a significant role in the sticking probability of hydrocarbons. Both
factors are determined by the history of the sample.

Tungsten Carbide under Hydrogen Bombardment (Chapter 8)

The current design plans for ITER foresee a divertor with carbon as well as tungsten
plates. During operation some of both materials will get eroded transported into the
plasma and subsequently redeposited on the divertor plates. This leads to mixed ma-
terial surfaces. This study investigates the behaviour of amorphous tungsten carbide
samples with different carbon percentages under 100 eV deuterium bombardment.

Results show that especially the 50% carbon sample is prone to blister formation where
deuterium gas accumulates below the surface. The deuterium is returned to the gas
phase either through gradual out-gassing or through bursting of the blister where tung-
sten and carbon material is separated from the bulk and eroded.



Chapter 4

Sticking Probability of Hydrogen on
Diamond

4.1 Introduction

Experiences with fusion reactor experiments and theoretical studies have shown that
hydrogen is retained in the carbon surfaces of the divertor. In previous MD simula-
tions the hydrogen contents of carbon reaches more than 50% and for higher projectile
energies more hydrogen sticks [40]. This is in agreement with experiments, which ad-
ditionally showed that hot material retains less hydrogen than cold material [38].

In this study we present the results of MD simulations of a diamond {111} surface with
temperatures of 300 and 1000 K exposed to hydrogen atoms with energies ranging
from 0.1 to 20 eV. The aim is to study the amount of retained hydrogen after the first
20 and after the first 200 H atom impacts.

The results of the simulations include the dependencies on the sample temperature
and on the H atom energy. We start the simulations with a pure diamond sample which
is cumulatively bombarded with H atoms. The angle of incidence is normal to the sam-
ple surface. Varying the incidence angle is not expected to change the results since
the projectile energy lies below the physical sputtering energy of about 30 eV and only
chemical erosion plays a role, see section 2.1.8.

Hydrogen saturation is not reached and the hydrogen contents of the diamond is still
increasing after the simulated 200 shots.

4.2 Modelling

The MD code we used for our simulations is described in section 2.1.3.

The model system consists of a diamond {111} block of the size
��" .  × ��� .  × 
�$ . � Å

�
.

This corresponds to 2160 C-atoms in 18 layers of 120 atoms each. This is shown in
Fig. 4.1.

The boundaries are periodic in two dimensions to simulate an infinite surface. The two
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Fig. 4.1: The initial sample for the simulations. One clearly sees the layers of carbon
atoms in the diamond {111} configuration.

bottom layers have a fixed zero velocity to avoid motion of the sample. The entire initial
sample consisting of pure carbon is heated to the desired temperature until thermal
equilibrium is reached. The simulated temperatures are 300 and 1000 K. The sample
is then cumulatively bombarded with H atoms of energies between 0.1 and 20 eV and of
normal incidence. During the simulation the “bathtub” configuration of the thermostat as
described in section 2.1.5 is applied. The rise times are 100 and 200 fs. Thermostated
regions are not bombarded. For each combination of temperature and H energy the
sample is cumulatively bombarded with 200 H atoms in four different runs (two per
rise time). The time intervals between hydrogen impacts are fixed to 127 fs which
corresponds to a flux of about 10

� � m− � s− � .

4.3 Results

The presented results are the average values and their standard deviations found from
the four simulation runs performed for each combination of temperature and H energy.

In the following, all H atoms which are either bound to the sample’s surface or trapped
inside the sample bulk are considered to be retained.

Two different basic processes can be distinguished: a) the interaction of a projectile
with surface atoms resulting in chemisorption or reflection and b) the penetration of
the surface by a projectile where the particle is absorbed into the sample. The former
happens for low projectile energies, the latter for high energies.

In Fig. 4.2 images of the samples at 300 K after the bombardment with 200 H atoms
are shown. One can see that with increasing H energy the surface gets more disturbed
and that H atoms penetrate deeper into the sample.

In Fig. 4.3 the number of retained H atoms is shown as function of the sample depth
after 200 H have been shot. The bin width is 0.5 Å and the top layer is about 1 Å thick.
The binning is such that H atoms that are bound to a C atom of the surface top layer
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0.1 eV 4 eV 7 eV

10 eV 15 eV 20 eV

Fig. 4.2: The diamond samples after 200 H shots of energies of 0.1, 4, 7, 10, 15 and
20 eV at 300 K sample temperature. The blue spheres symbolise carbon
atoms, the red ones hydrogen. The darker blue atoms at the bottom are fixed.

and reside above the other C atoms of the top layer are in the bin at depth 0. The bond
length between an H and a C atom is about 1.1 Å and between two C atoms in diamond
about 1.5 Å. This means that H atoms up to 2 Å depths in the plots have not penetrated
the surface top layer. Bearing this in mind one sees that for both temperatures the
H atoms need at least 7 eV to push through the surface top layer and reach a depth
where they can form bonds with atoms that are not part of the top layer.
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Fig. 4.3: The depth distribution of H atoms of various energies in the diamond sample
after 200 shots. The top row shows the sample at 300 K the bottom one at
1000 K. Depth 0 corresponds to the hydrogen atoms residing on the top of
the diamond surface. The bin width is 0.5 Å.
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In the sample of 300 K the H atoms prefer to bind to the top layer C atoms even for
H energies as high as 10 eV. The hotter sample retains H atoms preferably deeper
in the sample. The H atoms can penetrate the hot sample easier due to the thermal
motion of the sample atoms which temporarily form larger gaps. This effect makes
diffusion through the 1000 K sample easier. This goes for both directions: into the
sample and out of it. Hence - compared to the 300 K sample - we find less hydrogen
close to the top layer but more hydrogen at larger depths in the hotter sample.
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Fig. 4.4: The sticking probability of hydrogen atoms on a {111} diamond surface after
a bombardment with 20 H atoms (top) and with 200 H atoms (bottom).

Fig. 4.4 shows the retained fraction of the shot hydrogen after 20 and after 200 shots.
The retained fraction is the ratio between the number of retained H atoms to the total
number of H atoms which were shot at the sample. It is plotted as a function of the
H atom energy and for different sample temperatures.

After 20 H atoms were shot the retained fraction shows a distinct shape where we
distinguish three regions:

• Below about 1 eV the retained fraction drops for the 300 K sample but rises for
the 1000 K one.

• Above 1 eV projectile energy the retained fraction decreases until about 4 eV for
the 300 K sample and until about 7 eV for the 1000 K sample.

• For impact energies higher than 4 eV the retained fraction remains constant for
the 300 K sample slightly rising for energies above 10 eV. For the 1000 K sample
the retained fraction rises monotonically for projectile energies above 7 eV.
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This can be explained as follows:

Thermal H atoms with energies of less than 1 eV need to encounter a dangling bond
to be chemisorbed on the surface otherwise they are reflected away from the surface.
Material of higher temperatures generally retains less hydrogen which explains the
lower retained fraction for the 1000 K sample at 0.1 eV even though the effect is not
very strong in diamond (see chapter 5). Therefore one would expect that the retained
fraction in the 1000 K sample remains below the one of the 300 K sample.

However, for projectile energies of about 1 eV one can observe H atoms bound to
C atoms of the second layer and sitting between the C atoms of the top layer. This is
illustrated in Fig. 4.5.

Fig. 4.5: The view on a few atoms on the surface of a 111 diamond. The blue spheres
symbolise carbon atoms, the red ones hydrogen. To the left three hydrogen
atoms are bound to C atoms that had dangling bonds in the initial {111} di-
amond surface. The C atoms with dangling bonds are located slightly higher
at the surface as can be seen in Fig. 4.1. Thermal hydrogen atoms preferably
bind to these sites. If the H projectile has an energy of about 1 eV it can
create its own binding site on a C atom. This is shown to the right where a
fourth H atom is bound to a C atom which did not have a dangling bond in
the initial configuration.

Apparently H atoms with energies of about 1 eV have enough energy to create their
own binding site. Particularly in the surface top layer where the C atoms have a dan-
gling bond some CC double bonds may be present. This is promoted by a higher tem-
perature. These double bonds like to break in the presence of hydrogen. In the process
another dangling bond is created which can accommodate another H atom. This way
the amount of retained hydrogen in the 1000 K sample reaches the same level as the
300 K sample.

For higher H energies the retained fraction drops and has a minimum around 4 eV for
the 300 K sample and around 7 eV for 1000 K.

The drop can be understood with the potential corrected Baule model [37, 41]. The
model is based on momentum and energy conservation in a collision of two hard
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spheres with the addition of taking into account the binding potential. According to
this model the maximum amount of energy ∆E an atom of mass m and initial energy
E % can lose in a collision with another atom of mass M is given by

∆E =

�
mM

(m + M) � (E % + E 6 ) (4.1)

where E 6 is the binding energy between the two atoms. For a collision between an H
and a C atom with E 6 = 4.3 eV this results in ∆E =

� .  E % + 1.2 eV. The minimum
energy after the collision is given by E 7 = E % − ∆E resulting in E 7 =

� .98 E % - 1.2 eV.
When setting E 7 =

�
one finds that atoms with an energy of less than about 1.7 eV can

lose all their energy in the collision. If there are dangling bonds available these atoms
are chemisorbed. H atoms with higher energies have energy left after the collision and
can scatter away from the surface. Hence, the sticking probability drops as the H atom
energy rises. The sticking probability reaches a minimum if the energy the H atom
has left after the collision is too high to allow chemisorption but too low to penetrate
the surface. For H-energies where the energy after the collision exceeds the binding
energy of the C-H bond the H atom has enough energy left to penetrate the surface
layer. Inside the sample it continues to lose energy and gets trapped resulting in an
increase of the sticking probability with increasing H-energy. In our simulations surface
penetration occurs for H atom energies of around 7 eV and higher which agrees well
with the energy E % (E 7 =

� .  eV) = 8:. * eV predicted by the Baule model.

For the 1000 K sample the sticking probability drops monotonically until 7 eV. The
minimum of the sticking probability on the 300 K sample stretches over a range of 3 eV
from 4 eV to 7 eV. This is a temperature effect where for the cooler sample the H atoms
cannot easily penetrate the surface and hence stay at the surface, see Fig. 4.3 and the
discussion around it. Consequently, the surface coverage increases faster on the 300 K
sample than on the hotter sample.

Above an energy of 7 eV the H atoms are able to penetrate the surface top layer and get
lodged beneath the surface. With increasing energy the penetration depths increases
and the hydrogen gets more effectively trapped. Hence the increase of the retained
fraction.

The discussed effects below 7 eV are not visible anymore after 200 H shots where the
sticking probability is more or less constant until 9 or 10 eV. This is a consequence of
the increasing surface coverage which results in a decrease of the sticking probabil-
ity [42].

The differences in retained hydrogen fraction for the different samples are very small.
Experimental results show that hot carbon material can retain less hydrogen than
cooler material [38]. One would expect the same result from the MD simulations. How-
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ever, one need to bear in mind that after 200 hydrogen shots the system is still far from
equilibrium. In chapter 5 the bombardment of the diamond surface is continued until a
steady state is reached. Then the temperature effect shows as expected.

4.4 Conclusions

We conducted MD simulations of a carbon sample with temperatures of 300 and
1000 K which is bombarded with H atoms of energies from 0.1 to 20 eV. We examined
the amount of hydrogen that is retained in the sample after 20 and after 200 H shots.

The results of the MD simulations after 20 shots show that the sticking probability
is lower on surfaces with high temperatures. Consequently the surface coverage in-
creases faster for cooler samples. This temperature effect disappears after 200 H shots.
The reason is probably that the system is still far from equilibrium. In simulations of
steady state systems the temperature effect is reproduced, see chapter 5.

The simulation results after 20 H shots show a minimum of the hydrogen retained frac-
tion between 4 and 7 eV of H atom energy. The decrease of the retained fraction is
explained by the potential corrected Baule model which describes the energy loss in a
collision based on momentum and energy conservation taking into account the bind-
ing energy between two atoms. The drop is less pronounced for lower temperatures
because the surface coverage increases faster than for hotter surfaces.

After 200 H shots the fraction of retained H atoms increases steadily for energies higher
than 7 eV. At an H energy of 7 eV the transition from surface interactions to penetration
of the surface by the H atoms takes place. Hence, not only the top surface layer is
available to hold H atoms but additionally the layers underneath. The larger the energy
of the incoming H atom the more sites to accommodate it in the sample are available.
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Chapter 5

Diamond and Amorphous Hydrogenated
Carbon Compared

5.1 Introduction

Carbon material comes in many flavours, for example, as diamond where all carbon
atoms are sp

�
hybridised which means that they are chemically bound to four other

atoms and all of these bonds are single bonds. A C atom can have other hybridisations,
namely sp � in a CC double bond and sp in a CC triple bond. The sp � hybridisation gives
rise to materials as graphite or amorphous carbon.

In the context of fusion research, where carbon is one of the candidate materials for
the ITER divertor plates [8], we are interested in the behaviour of carbon materials
under hydrogen bombardment. This behaviour depends on the material’s structure, for
example, the hydrogen percentage and the sp � /sp

�
ratio.

Recently nano crystalline diamond was exposed to deuterium plasma in the MAST
tokamak [39]. The results showed that diamond films are apparently well suited to
endure the conditions in the reactor vessel. Previously, experiments were conducted
on the etching of graphite and diamond by thermal hydrogen atoms [43] for a surface
temperature range of 300 to 1200 K. They showed that the carbon erosion yield of
diamond is in the order of 10−

�
C atoms per H atom. This is 2 to 4 (depending on

the temperature with a maximum around 800 K) orders of magnitude lower than for
graphite. Similar experiments with a-C:H containing ≈ 30% hydrogen [44] resulted in
yields of 10−

�
to 10− � C atoms per H atom. Experiments with H ions of energies

> 300 eV impacting on graphite with temperatures from 500 to 1000 K resulted in
carbon erosion yields of 10− � to 10− � C atoms per H atom [45].

Experiments where diamond at room temperature was exposed to hydrogen plasma of
energies of 10 to 500 eV showed that a defective structure emerged very similar to that
of a-C:H. Exposure of diamond samples at higher temperatures gave rise to annealing
of the defects creating a graphitic structure. Continuing plasma exposure removed the
graphitic layers [46, 47].
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In this study we compare a diamond sample which has 100% sp
�

bonds and 0% hy-
drogen to an a-C:H sample with 38% hydrogen and an sp � /sp

�
ratio of about 0.25. We

determined the retained hydrogen fraction in the samples and the carbon erosion yield
as functions of the hydrogen energy and sample temperature.

5.2 Modelling

The MD code we used for our simulations is described in section 2.1.3.

Both, the diamond and the a-C:H sample, are bombarded with hydrogen atoms ranging
in energy from 1 to 20 eV. The angle of incidence is 0 with respect to the surface nor-
mal. The simulated temperatures of the sample are 300, 700, 1000 and 1400 K. The
initial samples are shown in Fig. 5.1. For both samples the boundaries are periodic

Fig. 5.1: The initial samples for the MD simulations. To the left the diamond sample
is shown, to the right the a-C:H sample.

in two dimensions to simulate an infinite surface. The atoms in the bottom 3 Å have
their velocity fixed to zero to avoid motion of the sample. The samples are cumulatively
bombarded with H atoms, one every 127 fs which corresponds to a hydrogen flux of
about 10

� � m− � s− � . The projectile is placed above the surface outside the interaction
range of the potential. The initial position is varied randomly over the surface area. Be-
fore the bombardment the sample is heated to the desired temperature until thermal
equilibrium is reached. During the simulation the “bathtub” configuration of the thermo-
stat as described in section 2.1.5 and Fig. 2.3 is applied. Two simulations were run for
two different rise times 100 and 200 fs totalling to four runs per combination of temper-
ature and projectile energy. Thermostated regions are not bombarded. The samples
are bombarded with 3000 H atoms. At that point a steady state is reached, meaning
that the erosion yield as function of the number of shot H atoms reaches a plateau
and does not change with time anymore. Further bombardment leads to a decreasing
erosion yield since the number of atoms in the sample is depleted.
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The diamond sample has a size of 25.3 × 26.3 × 18.6 Å
�
. This corresponds to

2160 C-atoms in 18 layers of 120 atoms each. A total of 1368 atoms is neither fixed
nor temperature controlled. The surface has the {111} orientation. The density is ρ ≈ +"����

kg m−
�

which agrees well with experimentally measured values.

The a-C:H sample has a size of 27.8 × 28.4 × 13.7 Å
�
. It contains 1860 atoms of

which 1152 are C atoms. The atomic hydrogen content is ≈ 38%. A total of 1075 atoms
(445 H and 630 C) is neither fixed nor temperature controlled. The sample was created
from a sample used in earlier simulations [48]. It was cut in half in z-direction and then
the remaining atoms were copied in x- and y-direction, thereby increasing the surface
area by a factor of four. The resulting configuration was annealed and subsequently
left to rest without temperature control to ensure that it is stable and relaxed before the
simulation starts. The density of the sample is ρ ≈ 
�$+���

kg m−
�
. These values are

consistent with measured densities and H fractions of a-C:H [49].

5.3 Results

The values presented in the following are determined by averaging over the four sim-
ulation runs for each combination of temperature and energy values. For the highest
projectile energy the Berendsen thermostat with the rise time of 200 fs had difficulties
maintaining the desired temperature. Consequently, it took longer before the desired
temperature was reached again and in a few instances the subsequent H projectile
arrived before this temperature was reached. This resulted in a wider spread of the
calculated values and consequently in larger error bars.

5.3.1 Retained Hydrogen Fraction

In Fig. 5.2 the retained fraction of hydrogen atoms on a diamond {111} and a-C:H sur-
face are plotted. Retained fraction in this context means the number of hydrogen atoms
that is either sticking to the surface top-layer or lodged in the sample under the surface
top-layer divided by the total number of hydrogen atoms shot at the sample. The num-
ber of retained hydrogen atoms is determined by counting the number of H atoms that
is on or below the sample surface after the 3000 H atoms have been shot.

The solid lines show the results for diamond. The retained hydrogen fraction increases
with increasing projectile energy. The retention occurs in two ways. For H atoms with
energies that cannot penetrate the surface layer, the hydrogen binds to a dangling bond
at the surface. H atoms with enough energy to penetrate the surface top layer (about
7 eV, see chapter 4) get lodged under the surface and may react chemically with a
C atom. The penetration depth that can be reached by the H projectiles depends on
their energy. Diffusion does not play a role here. The typical diffusion length lD in three
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Fig. 5.2: The fraction of hydrogen retained in diamond compared to a-C:H after hav-
ing shot 3000 H atoms at the sample. Negative values mean that the sample
loses H atoms.

dimensions is given by:

lD =
√ �

Dt (5.1)

where D is the diffusion coefficient and t the time. The total simulated time t is less
than 0.5 ns. The diffusion coefficient of hydrogen in diamond is in the order of D =

� ·
�� − � � cm � s− � . This yields for the typical diffusion length lD ≈ � . 
 Å. Once this layer of
the surface is saturated with hydrogen almost all of the subsequently shot H atoms are
reflected or replace a previously abstracted hydrogen atom. Hydrogen abstraction from
the surface can occur through the Eley-Rideal process [50], surface recombination or
the hot atom process and the vacated sites can be filled by other hydrogen projectiles.
The retained fraction in diamond is not depending on the temperature in the simulated
range. The amplitude of thermal oscillations in diamond apparently does not increase in
such a way that the penetration of hydrogen into the crystal or out-gassing is facilitated,
the crystal structure is too rigid. This is supported by the small coefficient of linear
thermal expansion for diamond of 10−

�
K− � which is half of the value for graphite.

The dashed lines in the plots show the retained hydrogen fraction for the a-C:H sample.
Here the increase of the retained fraction with increasing projectile energy is counter-
acted by the effect of the temperature: The hotter the sample the more hydrogen is
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lost to the gas phase. The higher the temperature the larger the range of H energies
where more hydrogen is out-gassed than shot at the sample resulting in a negative
retained fraction. One sees in the plots of Fig. 5.2 that with increasing temperature
the projectile energies increase where the number of retained H atoms surmounts the
number of out-gassed H atoms (the point where the retained fraction becomes positive
again). Thermal oscillations open temporary gaps and the higher the temperature the
larger the gaps. This facilitates motion of hydrogen in both directions, into and out of
the sample. The a-C:H structure is not rigid as diamond and more pliable such that it
reacts stronger to temperature changes. Additionally, hydrogen abstraction takes place
through the aforementioned effects of the Eley-Rideal process [50], surface recombina-
tion or hot atom process to a larger degree than for diamond because more hydrogen
is present in the simulated sample. For H atoms with 20 eV energy the H atoms are
lodged so deeply under the surface that the temperature of 1400 K is not sufficient to
drive out more hydrogen than is shot at the sample.

Overall for all temperatures the sticking probability on diamond is larger than on a-
C:H. In the a-C:H a certain degree of saturation has been reached which shows in the
negative retained hydrogen fraction. Furthermore, there is a connection to the carbon
erosion yield treated in the following section: The erosion yield is larger for the a-C:H
sample than for diamond which implies that more hydrocarbons and with them more
hydrogen leaves the sample.

5.3.2 Carbon Erosion Yield

Fig. 5.3 shows the carbon erosion yield for the simulated samples. The erosion yield is
determined by dividing the total number of carbon atoms that is not bound to the sample
anymore by the number of H atoms shot at the sample. The results for diamond are
shown with a solid line and for the a-C:H with a dashed line. At the temperatures of 300
and 700 K some of the yield values at 1 eV hydrogen energy are zero and therefore
do not show in the logarithmic plot. The carbon erosion yield is larger for the a-C:H
than for the diamond sample for all temperatures. This is because the a-C:H has more
sp � hybridised carbon and the CC double bonds readily reduce to a single bond in
the presence of hydrogen [51]. Furthermore, in the a-C:H the carbon is already partly
hydrogenated, so it takes less bonds to break before a C atom is freed from the sample.

In experiments with thermal hydrogen impacting on a-C:H and diamond [43, 44] the
carbon erosion yield from a-C:H was 2 to 4 orders higher than the yield for diamond
which was 10−

�
C atoms per H atom.

Our lowest simulated H energy is 1 eV which is more energetic than thermal hydrogen.
One may therefore expect that the erosion yield is higher than in the experiments with
thermal hydrogen. For diamond our simulations result in a yield of 10−

�
C atoms per
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Fig. 5.3: The carbon erosion yield of diamond compared to a-C:H after having shot
3000 H atoms at the sample.

H atom which is a factor of 100 higher than in the experiments. For a-C:H the yield is
10− � C atoms per H atom which is at the lower end of the range measured experimen-
tally.

Experiments with hydrogen of energies > 100 eV impacting on graphite show carbon
erosion yields of 10− � to 10− � C atoms per H atom [45] which is in the same order of
magnitude as we find in our simulations for H energies > 10 eV.

Generally the erosion yields obtained from our MD simulations are about one order of
magnitude higher than the values determined in experiments. This is because the sim-
ulations do not include processes that may lower the experimentally measured erosion
yields significantly. One example is the redeposition of erosion products. More details
are described in chapters 6 and 7.

The diamond sample exhibits steadily increasing erosion yields with increasing temper-
atures for all projectile energies. The higher the temperature the more kinetic energy
the C atoms have which contributes to bond breaking.

The picture is different for a-C:H. Here the erosion yield also increases with higher
temperatures but the yield also saturates at a maximum which moves towards lower
projectile energies for higher temperatures. This may be caused by the accumulation of
hydrogen on the a-C:H surface. This has a shielding effect, repelling incoming hydrogen



5 Diamond and Amorphous Hydrogenated Carbon Compared 43

projectiles such that they cannot react with sample C atoms and contribute to erosion.
Salonen et al. [52] observed this effect in MD simulations when they non-cumulatively
bombarded samples with different hydrogen percentages and obtained a lower carbon
erosion yield for higher hydrogen contents.

We saw in the previous section on the retained hydrogen fraction in a-C:H that for
higher temperatures this fraction becomes lower. With a little imagination the curves
for retained fraction and erosion yield appear mirrored at a line parallel to the x-axis.
In other words, they behave inversely proportional: the more hydrogen is retained the
lower the erosion yield (for a given H energy).

Interestingly, this is not true for diamond where the retained hydrogen fraction is vir-
tually the same for all temperatures. So, the nature of the dependency of the erosion
yield for a-C:H must be caused by its structure and the hydrogen contents.

Fig. 5.4 shows the erosion yield as a function of the sample temperature. For diamond
the yield steadily increases with increasing temperature and H projectile energy. For
a-C:H the yield increases as well but above 1000 K this trend seems to stop and the
temperature dependency flattens. In experiments one observes a temperature with an
erosion yield maximum [43, 44]. In our simulations there is no such maximum, most
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Fig. 5.4: The carbon erosion yield of diamond (left) and a-C:H (right) as function of
the temperature.

likely because the time scale of the MD simulations is too short to observe thermally
activated reactions. These reactions are described in the model of Küppers at al. [53,
54] which was amended by Mech et al. [51]. According to this model the reduction of
the yield above a temperature of about 600 K is caused by the thermal annealing which
returns the structure to a sp � hybridisation by releasing hydrogen.
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5.3.3 Eroded Hydrocarbon Species

Figs. 5.5 through 5.10 show the particle yield per shot hydrogen for H atoms, H molecules
and different hydrocarbon species. There is one figure per H energy and in each figure
the yields for diamond and a-C:H at the four temperatures are compared.

Hydrogen Atoms and Molecules

The number of reflected H atoms is very large for all sample temperatures and hydro-
gen energies. This number decreases with increasing H energy. This is in line with the
understanding that projectiles with higher energies get lodged deeper in the sample
and are less likely to get reflected.

At 1 eV hydrogen energy there is no temperature dependency of the number of re-
flected H atoms or released H molecules for the diamond sample. The surface of the
diamond is fully hydrogenated and the majority of the H projectiles is simply reflected
independent of the sample temperature. This is shown in Fig. 5.5.
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Fig. 5.5: The fraction of hydrogen desorbed from diamond and a-C:H samples with
different temperatures and under bombardment with H atoms of 1 eV energy.

In contrast to this, the number of H atoms reflected from the a-C:H sample drops from
more than 0.9 at 300 K to about 0.75 at 1400 K. This drop is almost entirely explained
by the increasing H � formation for increasing temperature. At 300 K the fraction is about
0.02, at 1400 K it is 0.1. Instead of leaving the sample as H atom they leave in pairs as
H � .
Processes as Langmuir-Hinshelwood, Eley-Rideal and hot-atom reactions play a role
here [55]. The Langmuir-Hinshelwood process describes the recombination of two
H atoms that are bound to the surface and are thermalised. When they meet they
form a chemical bond and fly off as hydrogen molecule. This process is enabled by
higher temperatures encouraging diffusion of H atoms over the surface and thus mak-
ing the meeting of two hydrogen more likely. Furthermore, a higher temperature eases
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the breaking of the existing bond between the hydrogen and the surface atom. So, it is
to be expected that the Langmuir-Hinshelwood process becomes more frequent with
increasing temperature. This is what we see in Fig. 5.5.

The Eley-Rideal process describes the instant reaction of an incoming H atom with
an H atom bound to the surface to form an H � . The cross section of this reaction is in
general fairly small and becomes even smaller with increasing sample temperature [50,
56].

These two processes are the extremes of a continuous spectrum of possible pro-
cesses. The in-between process is called hot-atom reaction where an incoming H pro-
jectile dissipates some of its energy but before thermalising and becoming a part of the
sample it forms a bond with an H atom which is bound to the surface and the resulting
H � is released from the sample.

The information about the frequency of the three processes cannot be extracted from
the existing simulation data. To obtain this information reruns are required where more
intermediate data are stored.

At 5 eV hydrogen energy the behaviour of the a-C:H sample is similar to the sam-
ple under 1 eV bombardment. The only difference is that less H atoms and more
H molecules are released which was already explained. The results are shown in
Fig. 5.6.
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Fig. 5.6: The fraction of hydrogen desorbed from diamond and a-C:H samples with
different temperatures and under bombardment with H atoms of 5 eV energy.

The diamond sample shows a decrease in the release of H atoms and an increase of
the number of H molecules. The dependency of the H � formation on the temperature
may point to the fact that the hot-atom process plays an important role. The larger
energy of the H projectile enables it to get through the shield formed by the fully hy-
drogenated surface and lose some of its energy in the process. This also increases its
residence time and consequently the probability to form a H � with one of the bound
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hydrogen. Here the dependency on the sample temperature which enhances diffusion
plays a role again as explained earlier.

At 10 eV hydrogen energy the diamond sample behaves similar as under 5 eV bom-
bardment with the only difference that more H � are formed. This is shown in Fig. 5.7.
The H atoms of this energy can easily penetrate the hydrogen shield formed by the
hydrogenated surface, hence even more H projectiles will get the chance to recombine
with a surface H than under 5 eV bombardment.
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Fig. 5.7: The fraction of hydrogen desorbed from diamond and a-C:H samples with
different temperatures and under bombardment with H atoms of 10 eV en-
ergy.

The a-C:H sample shows different behaviour than at lower H energies by reflecting
an increasing number of hydrogen atoms for increasing sample temperature. At this
energy the H projectiles reach implantation depths well below the surface top layer.
The likelihood of recombination with a surface H atom is very small. What we see here
is the temperature dependent out-gassing of hydrogen.

At 15 and 20 eV hydrogen energy the trends described for 10 eV bombardment still
show, however, the effect is weaker because the H projectile now reaches depths in
the diamond and a-C:H samples that almost guarantee that this particular H atom gets
trapped. Out-gassing plays a role and the H � molecules are most likely formed in the
sample and subsequently released. This is visualised in Fig. 5.8.

Carbon Atoms, Carbon Molecules and Hydrocarbons

Figs. 5.9 and 5.10 show the particle yield for CHy and C � Hy with y=0-4. The gen-
eral trend is that, within error bars, the number of eroded species increases with the
H projectile energy and the sample temperature. Furthermore, the erosion of the a-
C:H sample is larger than of the diamond sample. This trend is true for every individual
hydrocarbon. Hydrocarbons with more than two hydrogen rarely form. Mostly they are
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Fig. 5.8: The fraction of hydrogen desorbed from diamond and a-C:H samples with
different temperatures and under bombardment with H atoms of 15 and 20 eV
energy.

the result of bombarding the a-C:H sample with 1 or 5 eV. Possibly the lower ener-
gies favour hydrogenation because the projectile does not penetrate the material and
interacts with the C atoms at the top layer.

The most eroded species are C, CH, C � , C � H and C � H � .
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Fig. 5.9: The yields of eroded CHy hydrocarbon species from diamond and a-C:H
samples with different temperatures and under bombardment with H atoms
of different energies.
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Fig. 5.10: The yields of eroded C � Hy hydrocarbon species from diamond and a-C:H
samples with different temperatures and under bombardment with H atoms
of different energies.
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5.4 Conclusion

The retained hydrogen fractions and carbon erosion yields of a-C:H and diamond under
hydrogen bombardment were simulated with MD. The hydrogen energies ranged from
1 to 20 eV, the sample temperatures were 300, 700, 1000 and 1400 K.

The retained hydrogen fraction is larger on the diamond sample than on the a-C:H
sample. The a-C:H sample is already (partly) saturated and the diamond sample has
dangling bonds at the surface where hydrogen can easily stick.

Temperature has little effect on the hydrogen retention in diamond. The a-C:H sample
loses an increasing amount of hydrogen with increasing temperature which is in line
with experimental findings. This loss is caused by the thermal motion of the sample
atoms which enables the diffusion of hydrogen out of the sample. Other effects include
surface abstraction of hydrogen through the Langmuir-Hinshelwood and hot-atom pro-
cesses.

The carbon erosion yield is larger for a-C:H than for diamond. This can be mainly
attributed to the higher amount of sp � hybridised carbon atoms in the a-C:H and that
many carbon atoms are already partly hydrogenated so less chemical bonds need to
be broken to get the C atom out of the sample.

Each of the eroded hydrocarbon species shows the same temperature and H projec-
tile energy dependency as the overall trend of the carbon erosion yield. The eroded
hydrocarbon species are mainly C, CH, C � , C � H and C � H � .
However, one has to bear in mind that the time scale of the MD simulations is limited.
Experiments have shown that the diamond structure under hydrogen bombardment of
H energies > 10 eV changes to a a-C:H like structure at room temperature and to a
graphitic structure at higher temperatures. These graphitic layers are removed under
subsequent exposure and possibly increase the carbon erosion yield to the same level
as that of graphite or a-C:H.



Chapter 6

Amorphous Hydrogenated Carbon
under extremely high Hydrogen Fluxes ∗

6.1 Introduction

Experiences with tokamak and ion beam experiments as well as theoretical studies
have shown that carbon surfaces are significantly eroded by hydrogen. This presents a
challenge for the design of large tokamaks, where some of the plasma facing surfaces
may consist of carbon based material. In particular, the next generation experimental
fusion reactor ITER [3] which is meant to demonstrate fusion as possible commercial
energy supply. According to experiments and theoretical studies such a carbon surface
may be eroded away on a short time scale, possibly too short to demonstrate the
feasibility of fusion [38].

Roth et al. [13] compiled an overview of a number of ion beam and tokamak experi-
ments where the erosion yield of carbon material under hydrogen bombardment was
measured. Since the hydrogen energies and surface temperatures of the bombarded
materials differ among experiments only experimental data taken at or near the maxi-
mum erosion yield temperature are included and the measured erosion yield values are
scaled to a hydrogen energy of 30 eV. The normalisation factors are published in Roth
et al. [57]. The data show that in the flux range of


!� �<; m− � s− � to

�� � � m− � s− � the

yield Y drops with increasing flux Φ as Y ∝ Φ− �= � � . Fig. 6.1 shows this dependency.

Salonen et al. [40] conducted molecular dynamics (MD) simulations of an amorphous
hydrogenated carbon (a-C:H) sample at temperatures between 300 and 1100 K. The
sample was non-cumulatively bombarded with H atoms of 10 eV. The results show
that the erosion yield is temperature dependent with values between 0.002 and 0.02
C atoms per incident H atom and a maximum at 900 K. At 300 and 900 K the main
eroded species was C � H � . Furthermore, they observed that a non-cumulative bom-
bardment of a surface supersaturated with hydrogen resulted in an erosion yield ten
times smaller than the yield from their original sample. They concluded that the high

∗ Published in: Physical Chemistry Chemical Physics (PCCP), volume 11, page 9823, Authors: E. D. de
Rooij, U. von Toussaint, A. W. Kleyn and W. J. Goedheer
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Fig. 6.1: The carbon erosion yield versus the hydrogen flux as compiled by Roth et
al. [13].

hydrogen concentration in the upper surface layer reduces the erosion yield and may
be the reason for the experimentally observed reduction of the erosion yield.

They also simulated cumulative bombardment of an a-C:H sample with 10 eV H atoms
at 300 K and a flux of


 . " · 
�� � ; m− � s− � which resulted in an erosion yield of 0.04.
Here the main eroded species were CHx (x=1,2,3,4) and C � Hx (x=3,4,5,6). Later sim-
ulations by Träskelin et al. [58] of cumulative bombardment of an a-C:H sample with 10
eV H atoms resulted in a yield of 0.036 at 300 K and a flux of

� . � · 
!� �54 m− � s− � .

The flux dependency of the erosion yield has not been studied yet with MD. In this
paper we present MD simulations of a-C:H samples that are bombarded with H atoms
of 10 eV energy and normal incidence.

The energy of 10 eV is within the range that is expected at the divertor surface of
ITER. Furthermore, in linear ion beam experiments the energy of the ions impinging
on the target is around 10 eV and almost mono-energetic since the potential drop at
the sheath is the determining factor for the ion energy.

In most linear ion beam experiments the magnetic field is parallel to the target sur-
face normal. The ions are accelerated over the sheath at the target and the velocity
component parallel to the surface normal is much larger than the velocity components
associated with the gyration of the particle caused by the magnetic field. Hence, the
angle of incidence is close to the surface normal. In the case of physical sputtering
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bombardment with an angle other than 0 from the surface normal is expected to result
in larger yields [32]. Since 10 eV lies below the physical sputtering threshold for a-C:H
this effect is expected to be negligible.

The bombardment is done for sample temperatures of 700 and 1000 K and for dif-
ferent hydrogen flux values from


�� �54 m− � s− � to

�� � � m− � s− � . MD simulations of

cumulative bombardment at lower fluxes are very time consuming. However, we make
the additional assumption that our sample represents the equilibrium state [59] under
a flux of


!� � 4 m− � s− � . Hence, the erosion yield at this much lower and experimentally
achievable flux can be determined by simulating non-cumulative bombardment.

The aim of this study is to explore the extent to which a hydrogen buildup in the upper
surface layer can contribute to the observed erosion yield reduction. The absence of
a flux dependency in the MD simulations suggests that the yield drop is not caused
by erosion reduction through enrichment of the upper surface layers with hydrogen. In-
stead the reason lies in external factors as, for example, redeposition or vapour shield-
ing through erosion products, thus changing flux or energy distribution of the impinging
particles. These two phenomena cannot completely be simulated with MD.

Furthermore, the species that are eroded and the H:C ratio in the eroded material
are determined as function of the flux and the sample temperature. The results are
compared to the results of Roth et al. [13], Salonen et al. [40] and Träskelin et al. [58].

6.2 Modelling

6.2.1 MD code

The MD code we used for our simulations is described in section 2.1.3.

Salonen et al. [40] and Träskelin et al. [58] used the same code for their simulations.

6.2.2 Simulated sample

The simulated sample consists of an a-C:H sample of the size 27.8 × 28.4 × 13.7
Å
�
. It contains 1860 atoms of which 1152 are C atoms. The atomic hydrogen content

is ≈  �$:>
. It was created by cutting an existing sample [48] in half in z-direction and

then copying the remaining atoms in x- and y-direction, thereby increasing the surface
area by a factor of four. The resulting configuration was annealed and subsequently
left to rest without temperature control to ensure that it is stable and relaxed before the
simulation starts. Fig. 6.2 shows the initial sample at both temperatures.

The density of the sample is ρ ≈ 
�$���� & 0@? −
�
. These values are consistent with mea-

sured densities and H fractions of a-C:H [49].
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700 K 1000 K

Fig. 6.2: The initial a-C:H samples. Blue spheres symbolise carbon atoms, red spheres
hydrogen atoms. The left column shows the sample at 700 K and the right
one at 1000 K.

The boundary conditions are periodic in two dimensions to simulate an infinite sur-
face. The 108 H atoms and 264 C atoms in the bottom 3 Å have their velocity fixed
to zero. This avoids motion of the sample and simulates an immobile bulk. The entire
initial sample is heated to the desired temperature until thermal equilibrium is reached.
The simulated temperatures are 700 and 1000 K. The sample is then bombarded with
H atoms of 10 eV energy and of normal incidence.

During the bombardment the Berendsen thermostat is only applied to atoms located in
the edge regions of 2 Å width and in a layer of 2 Å thickness above the fixed atoms.
This is illustrated as the “bathtub” configuration in Fig. 2.3 on page 18. The bombarded
region is limited to the atoms which are not temperature controlled, thereby avoiding
immediate quenching of the impact energy. A total of 1075 atoms (445 H and 630 C)
is neither fixed nor temperature controlled.

The simulations are run for different flux values:

�� � 4 m− � s− � , 
�� �54 m− � s− � , 
!� � ;

m− � s− � and

�� � � m− � s− � . For the fluxes of


�� �54 m− � s− � and higher the sample
is bombarded cumulatively, one H atom at a time and the output sample of the n-
th bombardment is input to the (n+1)-th. The flux Φ is determined by the time ∆t

between the H impacts: Φ =


/(∆tA) with A as the bombarded surface area. In real

time the computation of one H shot takes approximately 20 minutes on the computing
cluster in Garching (see page 113) for a flux of


!� �54 m− � s− � . For

!� � ; m− � s− � and
�� � � m− � s− � the time is roughly 10 and 100 times shorter, respectively.

3500 H atoms are shot at the sample, meaning that every surface atom has on average
been hit 15 times (unless it is eroded away). After 3000 H impacts the carbon erosion
yield levels out indicating that a steady state is reached. When bombarding longer the
yield is dropping because most of the non-fixed and non-temperature controlled atoms
are eroded away. Fixed atoms cannot be eroded and temperature controlled atoms
quench the impact energy quickly and are less likely to leave the sample. So, further
bombardment erodes less and less C atoms.
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The MD simulation of cumulative bombardment at a flux of

�� � 4 m− � s− � is clearly out-

side the current computer capabilities. Therefore we take advantage of the fact that the
initially prepared sample resembles very closely the experimentally observed steady
state system under low-fluence bombarding conditions [48, 59]. Consequently, we do
not have to wait the whole time span required after an H impact for this flux. We know
how the sample will look like at the end of this time, namely as the initial sample and
can do the simulation with non-cumulative bombardment. The waiting time is 1.27 ps
(same as for a flux of


�� � ; m− � s− � ). This time is five or ten times longer than the
thermostat rise time (see below) and long enough for the sample to return to thermal
equilibrium. In our simulations, if C atoms have been eroded this has happened within
the first 0.7 ps after an H impact. So we can assume that we did not miss any eroded
carbon.

The simulation runs are done twice for each of two thermostat rise times: 0.1 and
0.2 ps. Thus every set of flux and temperature values is run four times. We found that
the rise time has no influence on the yield and from these four values the mean and
the standard deviation for the carbon erosion yield are determined.

6.2.3 Heat transport

No real material is capable of withstanding the heat loads we subject our simulated
sample to. These are 16 GW/m � at


!� �54 m− � s− � to 1.6 TW/m � at

�� � � m− � s− � . The

material would immediately be overheated because of local defects or insufficient cou-
pling to a heat sink. Our sample, on the other hand, is so small that all the excess heat
can be conducted to the temperature controlled border regions and removed by the
Berendsen thermostat before the impact of the subsequent H atom. Thus the simula-
tion results show the response of the material to very high fluxes at a given tempera-
ture.

To show that our sample has the properties of real material we calculate the thermal
conductivity k and thermal diffusivity a of the simulated sample following the proce-
dure outlined in section 2.1.9 on page 24. Both values should be below experimentally
determined values. First we need to determine the specific heat cP of the simulated
sample in two different ways, firstly, by using the definition of cP as the heat energy re-
quired to increase the temperature of 1 kg material by 1 K and secondly, by calculating
cP from enthalpy fluctuations,

The quotient of ∆E over ∆T in Eqn. 2.15 is found by bombarding a thermalised sam-
ple with 10 eV H atoms impacting every 0.1 ps while the thermostat is switched off.
For 50 shots, corresponding to a time ∆t =

"@A � , the total energy input into the sys-
tem is E BDC	B =

"���� �=E =
$ · 
�� − � �GF . During the same time the reflected H atoms

carry away an energy of E HJI<K =

�� − � �LF

and the energy deposited into the sam-
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ple is ∆E = 8 · 
�� − � �MF resulting in ∆E/∆t =

 . � · 
�� − � F / � . As consequence

of this energy input the temperature of the simulated sample changes with time as
∆T/∆t =

 .  · 
!� � �ON � − � at 1000 K. The mass is given by the non-fixed atoms
of the sample and m =


 . $�� · 
�� − � � & 0 . With (2.15) this yields for the specific heat
cP ≈ ����$�� F N − � & 0 − � at 1000 K.

The mean of the enthalpy and the mean square enthalpy were determined from a
simulation of a sample in thermal equilibrium at 1000 K. With Eqn. 2.16 this results in
a specific heat of cP ≈ 
�* 8 " F N − � & 0 − � at 1000 K.

The experimental cP value of graphite is cP ≈ 
�*��+� F N
− � & 0 − � at 1000 K [60].

A larger cP-value for our sample is to be expected since a higher hydrogen content
increases the heat capacity [61, 62].

We now calculate the values of k and a as they are required for our simulations. For
cP the lower value of


!* 8 " F N − � & 0 − � is used which results in a larger value for the
required heat diffusivity. For the flux the largest value of


�� � � m− � s− � is used. The
length l is taken as half the distance between the temperature controlled borders of
the sample l =


!�
Å, which is a typical length available for the impact heat to be

conducted to the temperature controlled region. The temperature difference ∆T is the
difference between the temperature at the impact site and the sample temperature. At
the impact site the temperature is taken as the hydrogen energy expressed as temper-
ature, where we assume that the entire kinetic energy of the projectile is transferred
to the sample and propagated as atomic oscillations which we interpret as tempera-
ture. Therefore ∆T is


!� �=E =̂

 . 
 · 
�� �

N
. The thermal conductivity k and thermal

diffusivity a that are required by the simulation to transport the heat of the highest flux
are k =

� . �(
 8QP N
− � ? − � and a =

" · 
!� − ; ?R�S� − � . These values are well below
the measured values of k =

� . � −
� .  P N

− � ? − � and a =
� · 
!� −

� ?R�T� − � for
polymeric and graphitic films [61]. Hence, the simulated material shows properties that
are similar or no better than the ones of real material.

6.2.4 Hydrogen pressure

During our simulations the sample is subjected to a very high hydrogen pressure. This
pressure P can be expressed as

P =
F

A
=

m U υ U
∆tA

(6.1)

where F is the force exerted by the hydrogen on the surface A, m U and υ U are mass
and velocity of the H atom and ∆t is the time between the H impacts. This yields a
pressure of 1 MPa at


!� �54 m− � s− � to 100 MPa at

�� � � m− � s− � .
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To determine whether these pressures significantly influence the material properties
in the simulations, we calculate the mean decrease in inter-atomic distances resulting
from the highest pressure.

The compressibility β of solids is defined as the quotient of the fractional volume
change − 1 V/V and the applied change in pressure 1 P:

β = −



V

1 V
1 P . (6.2)

Typical values are in the order of

!� − �	� ?R� / V [63].

The mean change in inter-atomic distance can now be calculated as follows: with P =
!� 4 Pa which is the hydrogen pressure on the material at a flux of

�� � � m− � s− � one

finds that the change in volume is − 1 V/V <

�� − � , thus the volume under pressure

differs by less than 1 % from its original value. The inter-atomic distances are the
third root of the compressed volume and hence

� . *�* � / � =
� . *�*�� 8 of their original

value. Hence, the atoms are displaced by less than 0.35 % of the nominal bond length
corresponding to approximately 0.005 Å in a C-C bond which is about ten times smaller
than the mean thermal displacement at the simulated temperatures.

Therefore we can conclude that the hydrogen pressure exerted on the surface by the
impinging hydrogen does not change the material properties.

6.3 Results & discussion

6.3.1 Flux dependency of the yield

Fig. 6.3 shows the erosion yield as function of the hydrogen flux. In panel (a) our
simulation results for 10 eV hydrogen energy are plotted. In panel (b) all shown data
are scaled up to 30 eV, that is, multiplied with factor 1.4 [57]. This includes our results
and the results of Salonen et al. [40] and Träskelin et al. [58]. Additionally, the fit to
experimental data as proposed by Roth et al. [13] is shown with extrapolation towards
lower and higher flux values.

The original plot by Roth et al. [13] with the experimental data used for the fit is shown
in Fig. 6.1.

The erosion yield is determined from the simulation data by counting the number of
C atoms eroded from the sample divided by the number of H atoms that were shot at
it. The displayed values from our simulations are the mean values with their standard
deviation calculated from the four runs done for each parameter combination. The ero-
sion yield values at a flux of


�� � 4 m− � s− � result from non-cumulative bombardment.
The yields for Φ >


�� �54 m− � s− � stem from cumulative bombardment.
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Fig. 6.3: Panel (a) shows the carbon erosion yield as function of the hydrogen flux
from our simulations for temperatures of 300, 700 and 1000 K and an H en-
ergy of 10 eV. Panel (b) shows our results multiplied with 1.4 to scale the
erosion yields to 30 eV H energy [57]. For comparison, the extrapolated fit to
experimental data from Roth et al.[13] and the results of the MD simulations
by Salonen et al.[40] and Träskelin et al.[58] at 300 K are shown along with
our simulations at that temperature. The values for the flux of


�� � 4=? − ��� − �
are obtained with non-cumulative bombardment.

The results from our cumulative bombardment show a temperature dependency, with
the yield at 1000 K being larger than at 700 K. This is in line with previously published
models of the erosion mechanism stating that with increasing atomic hydrogen flux the
temperature of maximum erosion T WYX[Z shifts towards higher temperatures [54, 64].

However, our results do not show a drop in the erosion yield for increasing fluxes
as the extrapolation of the experimental data to higher fluxes does. At the fluxes of
�� �	4 m− � s− � and higher the erosion yields of our simulations lie many orders of mag-
nitude higher than the fitting function and there is hardly any dependency on the flux.

This huge discrepancy suggests that the reason for the drop of the erosion yield which
shows in experiments is not included in our simulations. One possible cause could be
the redeposition of eroded CxHy. For a higher hydrogen flux more hydrocarbons are
redeposited and do not appear in the gas phase. Alternatively, the surface could be
shielded by a cloud of atomic and molecular hydrogen and hydrocarbons. This cloud
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could work as a buffer where the incoming H atoms are decelerated such, that they
cause less erosion at the surface.

Our erosion yields for the cumulative bombardment at 700 and 1000 K are about a fac-
tor of 2.5 or 3 higher than found by Salonen et al. [40] and Träskelin et al.[58] at 300 K.
There are two causes for this difference: the sample temperature and the sample struc-
ture. To estimate the temperature effect, we have done four cumulative simulation runs
for 300 K at the highest flux of


!� � � m− � s− � . Comparing the results of our cumulative
simulation runs at 300, 700 and 1000 K at the highest flux we found that the yield at
300 K is a factor of 2 to 2.5 smaller than at 700 and 1000 K. Compared to the simula-
tions of Salonen et al. [40] and Träskelin et al. [58] at 300 K our average yield at 300 K
is a factor of 1.35 to 1.5 larger. This can be explained by the fact that the yields are very
dependent on the exact structure and composition of the sample. In particular density,
hydrogen percentage and sp � /sp

�
ratio play a role. Lower densities allow a H projectile

to penetrate deeper into the sample such that it does not erode carbon from the top
layer. A higher hydrogen percentage means that the sample material is softer and may
be easier to erode. In the presence of hydrogen the double bonds of sp � hybridised
C atoms readily form a single CC bond and a CH bond. This hydrogenation is a first
step towards erosion [51]. Our sample contains with 38 % more hydrogen and is there-
fore softer than the sample used by Salonen et al. [40] with 29 %, so it is to be expected
that our yields are consistently higher.

Analogously, the different sample structure is the reason for the lower yields obtained
by Salonen et al. [40] with non-cumulative bombardment.

The yields resulting from our non-cumulative bombardment are almost equal for the
two temperatures. This agrees with the temperature dependency found by Salonen et
al. [40] with non-cumulative bombardments: The yields for 700 and 1000 K are within
error bars the same.

Furthermore, the yields found from non-cumulative bombardment are about one order
of magnitude lower than the yields for the cumulative bombardments at the high fluxes.
The difference in yields results from the different simulation methods. To verify this
we took a sample where after 3000 H atom impacts under a flux of


�� � ; m− � s− �
the erosion yield started to level off, indicating that a steady state was reached, and
bombarded it non-cumulatively. The resulting yield was 0.02 which is a factor 5 lower
than for the cumulative bombardment. Similarly, Salonen et al. [40] found that their
yield from cumulative bombardment was a factor of 20 larger than from non-cumulative
bombardment.

This can be understood by considering the following: Under the non-cumulative bom-
bardment the sample is not going through continuous erosion. Any defects in the sur-
face left by an eroded C atom are not seen by the subsequent H projectile. Under
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the cumulative bombardment the surface becomes defective with loosely bound hydro-
carbons and thus more prone to erosion. Additionally, the continuous bombardment
locally induces high temperatures resulting in stretching and weakening of bonds. This
increases the probability that subsequent H projectiles break such a bond.

Multiplying our yield at flux

�� � 4 m− � s− � with a factor of 5 gives the yield for the cu-

mulative bombardment according to our simulations. This puts the value right on the
experimental curve.

6.3.2 Hydrogen buildup in the cumulatively bombarded sample

Fig. 6.4 shows the H:C ratio of the samples as function of the flux for both temperatures
700 and 1000 K. The hydrogen enrichment has values between 0.72 (41.8%) and
0.78 (43.8%) for 1000 K and between 0.84 (45.6%) and 0.86 (46.2%) for 700 K. The
initial sample has a H:C ratio of 0.61, corresponding to 38.1% hydrogen. The hydrogen
contents for 1000 K is lower than for 700 K which is to be expected since hotter material
can hold less hydrogen. For higher fluxes there is a slight tendency towards a higher
hydrogen percentage, however this trend is very small.
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Fig. 6.4: The plot shows the ratio of the number of H atoms to the number of C atoms
as function of the hydrogen flux for both temperatures 700 and 1000 K. The
H:C ratio is larger for 700 K because samples of higher temperatures can
hold less hydrogen.

Fig. 6.5 shows the H:C ratios for the initial sample and the steady state samples as
function of the height of the sample for 700 K and for 1000 K.
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Fig. 6.5: The plot shows the ratio of the number of H atoms to the number of C atoms
as function of the sample height at 1000 K in the top panel and at 700 K in the
bottom panel. x=0 corresponds to the sample bottom. The values for steady
state under the different hydrogen fluxes of


!� �54 , 
�� � ; and

�� � ��? − ��� − � are

displayed and for the initial sample. One sees that the buildup of hydrogen in
the sample under bombardment is only weakly depending on the flux.

One sees that there are no large differences in the hydrogen buildup under the different
fluxes. All samples show a buildup of hydrogen in the layers above 4 Å with a maximum
at around 7 Å which is more pronounced in the 1000 K sample. This formation of a
hydrogen enriched layer has also been observed in several other simulations under a
broad range of parameters (for example, for hydrogen energies of 10 eV [52] down to
0.5 eV [65]). At the top layer (above 12 Å) the hydrogen percentage drops as carbon
is eroded away and with it binding sites for hydrogen disappear. This indicates that the
hydrogen atoms in the enriched top layers are chemically bound to carbon atoms. A
look at the total potential energy of the sample supports this assumption. Additionally,
experiments where a barium surface was exposed to hydrogen ion bombardment show
that the hydrogen enrichment of the surface reduces the physical sputtering yield [66].
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The hydrogen buildup at the lowest flux is higher at larger depths than for the higher
fluxes. This is caused by diffusion which starts to become visible at simulation times
in the order of ns. Shooting 3500 H atoms with a flux of


!� �54 m− � s− � at the sample
corresponds to a simulated time of 44.45 ns which is ample time for diffusion to show
effects on that scale. For a higher temperature faster diffusion is to be expected which
shows nicely in the higher H:C ratio of the sample at 1000 K.

Salonen et al. [52] non-cumulatively bombarded samples with different hydrogen per-
centages, and observed a lower carbon erosion yield for higher hydrogen contents.
They proposed that this effect, which they termed hydrogen shielding, may explain the
reduction of the erosion yield with increasing flux. Thereby they implicitly assumed that
the hydrogen percentage of the steady state is flux dependent, such that a higher flux
causes a higher hydrogen percentage. However, the variations of the hydrogen con-
centration buildup in our simulations over the flux range of two orders of magnitude are
relatively small. This, together with the achieved steady state erosion profile, indicates
that the effect of hydrogen shielding [52] alone is not sufficient to explain the exper-
imentally observed carbon erosion yield reduction at fluxes above


�� � � m− � s− � , see
Fig. 6.3.

6.3.3 Eroded species

Fig. 6.6, 6.7 and 6.8 show the reflection and desorption of hydrogen and the composi-
tion of the eroded hydrocarbons as function of the flux.

Fig. 6.6 shows the reflection and desorption of H atoms and H � for bombardment
with 10 eV H atoms. The x-axis is broken between


!� � 4 m− � s− � and

�� �54 m− � s− � .

For both temperatures there is a minimum in H � -formation at

!� � ; m− � s− � . For


!� � �
m− � s− � the H � -formation is highest. H reflection shows the opposite behaviour. Under
non-cumulative bombardment H reflection is lower and H � formation is higher than un-
der cumulative bombardment. In the cumulative case the surface becomes saturated
with hydrogen and reflection of incoming H projectiles becomes more likely. When
H atoms are reflected they do not form bonds with surface H atoms and less H � is
formed. The H � formation probably involves the Eley-Rideal, Langmuir-Hinshelwood
and hot atom mechanisms for abstraction [50]. The cross sections for each of the pro-
cesses cannot be extracted from our current simulation data.

Fig. 6.7 shows the yields of hydrocarbon species with one C atom for both tempera-
tures. Under the cumulative bombardment the amount of eroded atomic C decreases
with increasing flux. The CH yield shows an increase for 1000 K, at 700 K there is a
dip at the flux of


�� � ; m− � s− � . Both, CH � and CH � yields drop with increasing flux.
At 700 K they also show a dip at


!� � ; m− � s− � . Under non-cumulative bombardment
and at 1000 K C, CH, CH � and CH � have almost the same yield; at 700 K CH has the
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Fig. 6.6: The reflection and desorption of H and H � as function of the hydrogen flux
for 700 and 1000 K. Note the broken x-axis. At the flux of


�� � 4=? − ��� − � the
value for the non-cumulative bombardment is plotted.

highest yield closely followed by CH � , CH � and C.

Fig. 6.8 shows the yields of hydrocarbon species with C � . They behave very similar to
the CHy species. The yield of C � drops with increasing flux, the yields of C � H and C � H �
increase and the yield of C � with more than 2 H atoms drops. Under non-cumulative
bombardment C � H and C � H � show the highest yield. The values for CxHy for x larger
than 2 are not shown because the contributions are below


�� −
�
.

Under cumulative bombardment most carbon is eroded in the form of C � , C � H and C
and under non-cumulative bombardment as C � H and C � H � which agrees with Salonen
et al. [40].

When calculating the total H:C ratio in the eroded hydrocarbons (H and H � are not
included) one finds that there is no significant flux dependency. The H:C ratio is around
0.6 to 0.7, with lower values for the higher temperature. The non-cumulative bombard-
ment shows a higher H:C ratio of 1.05 for 700 K and 1.1 for 1000 K.
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Fig. 6.7: The erosion yield of the different CHy species as function of the hydrogen
flux. The top panel shows the yield for a sample temperature of 1000 K the
bottom panel for 700 K. Note the broken x-axis. At the flux of
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the value for the non-cumulative bombardment is plotted.

6.4 Conclusions

We have conducted molecular dynamics simulations of an a-C:H sample to deter-
mine the flux dependency of carbon erosion yields and eroded species in the high-flux
regime at temperatures of 700 and 1000 K. The sample was cumulatively bombarded
with 10 eV H atoms at different fluxes in the range of


!� �54 m− � s− � to

!� � � m− � s− � .

Additionally, the sample was non-cumulatively bombarded.

The simulation results show no significant flux dependency of the erosion yield. This
is in contrast to experimental findings where the yield drops steeply with increasing
flux values above


�� � � m− � s− � . This suggests that the reason for the yield drop is
not included in the MD simulations. For example, redeposition or a shielding cloud of
hydrogen and hydrocarbons.
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The main eroded species under cumulative bombardment are C � , C � H and C and the
H:C ratio of all eroded material is 0.6 - 0.7. For increasing fluxes there is a tendency
towards more CH, C � H and C � H � but a drop in more hydrogenated hydrocarbons,
C atoms and C � . The total H:C ratio hardly changes. This ratio is larger for a sample of
1000 K than of 700 K. Under non-cumulative bombardment the main eroded species
are C � H � and C � H with a H:C ratio of all eroded material of 1.05 - 1.1.

Non-cumulative bombardment results in yields that are a factor of 5 to 20 lower than the
yields under cumulative bombardment. The differences are caused by the discontinuity
of the non-cumulative bombardment neglecting the effects of the previous impact as,
for example, defect formation or hydrogen abstraction.

Summarising, neither in the carbon erosion yield nor in the eroded species nor in the
hydrogen buildup in the sample a strong flux dependency has been found in our simu-
lation results. Therefore the MD results suggest that the experimentally measured flux
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dependency is likely to be caused by external factors such as, for example, redepo-
sition or vapour shielding, and not by properties inherent to the material. In that case
a similar flux dependent decrease of the erosion yield may also be present for ma-
terials other than carbon, alleviating problems due to wall erosion in high-flux fusion
experiments (like ITER and its successor DEMO). However, to the authors knowledge
no comprehensive study of the flux dependency of the erosion yield of presently dis-
cussed plasma-facing wall materials (like tungsten or beryllium) similar to the one for
carbon [13] does exist.

When attempting to simulate redeposition and vapour shielding effects one may have
to use methods other than MD. The system size needs to be increased significantly and
the influence of magnetic fields considered. Existing codes for simulating the plasma
particle flow near surfaces under influence of a magnetic field need input regarding
the erosion from the wall. They need to take care to use the ’naked’ erosion and not
experimental data which already include the very effects that are going to be simulated.



Chapter 7

Redeposition of Hydrocarbons on
Amorphous Hydrogenated Carbon

7.1 Introduction

In chapter 6 the flux dependency of the carbon erosion yield was studied. The MD
simulations results did not show a flux dependency, suggesting that the cause for the
experimentally measured reduction of the erosion yield for higher fluxes lies outside the
realm of the simulations. One of the possible effects that may cause the measured flux
dependency is redeposition. To obtain more insight we study the sticking probability of
hydrocarbons on a-C:H surfaces that have been subjected to different hydrogen fluxes.

In previously conducted MD simulations by Sharma et al. [67] the reflection coeffi-
cients of small hydrocarbons on an a-C:H surface decreased with the projectile energy
increasing from thermal to 10 eV . All studied hydrocarbons with 10 eV energy had
a reflection coefficient below 0.05 with higher values for the hydrocarbons with more
H atoms. The reflection probability increases with the hybridisation from sp to sp � to
sp
�
. The not reflected molecules either stick or break up. Alman and Ruzic [68] stud-

ied the reflection coefficients of hydrocarbons of thermal to 100 eV energy on a “soft”
a-C:H surface and a “hard” graphite surface that had been bombarded with hydrogen.
The surface temperature was 300 K. They found that the sticking probability increases
with the number of unpaired electrons and when the hybridisation changes from sp

�
to

sp � to sp. Furthermore, the sticking probability on the “soft” surface was higher.

The sticking of CH � on unsaturated carbon atom sites was studied by Träskelin et
al. [69] for energies from thermal up to 10 eV. For thermal CH � they found very low
sticking probabilities which are observed in experiments with thermal CH � as well [70].
CH � with 10 eV energy on the other hand had a much higher sticking probability. In
other simulations Träskelin et al. [71] investigated the sticking of thermal C � Hx (x =�

−
�
) on a diamond surface of 0 K. The energies of the hydrocarbons were 0.03 and

0.2 eV. Their results showed that the sticking probability decreases with increasing
number of H atoms in the molecule. Furthermore, they found that the more energetic
molecules with x 6

�
had a higher sticking probability than the ones with 0.03 eV.

67
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Redeposition occurs when the eroded hydrocarbon is ionised in the plasma and subse-
quently forced back to the surface along the magnetic field lines. This may or may not
be close to where it originally was eroded. The question is now, how well these hydro-
carbons stick on the surfaces. To answer this we determined the sticking coefficient for
various hydrocarbons on samples that were subjected to different hydrogen fluxes in
the previous simulations. A sticking coefficient that is higher on the sample subjected to
the higher flux may help reduce the erosion yield. This is a simple approach not taking
into account the effect of pumps etc.

To investigate this the steady state samples from the simulations in chapter 6 were
bombarded non-cumulatively with hydrocarbons. For comparison, the initial surface is
bombarded with hydrocarbons as well.

7.2 Modelling

The MD code we used for our simulations is described in section 2.1.3.

The steady state samples described in chapter 6 and the initial sample are non-cumu-
latively bombarded with carbon atoms, C � molecules and the following hydrocarbons:
CH, CH � , CH � , C � H and C � H � . Fig. 6.2 in chapter 6 shows the initial sample and
Fig. 7.1 the samples after the bombardment with different hydrogen fluxes.

One sees that the lower the flux the sample was subjected to, the more porous the
surface appears. Note that all the samples still have about the same number of carbon
atoms, roughly 600 at 700 K and 500 at 1000 K. As shown in chapter 6 the carbon
erosion yield is the same under all fluxes and the samples in Fig. 7.1 have been bom-
barded with the same number of hydrogen atoms. Please disregard the loose hydrogen
and hydrocarbons hovering over the samples.

The samples are bombarded with carbon atoms and hydrocarbons of an energy of
10 eV. The angle of incidence is 0 degrees from the surface normal and the molecules
are shot with different orientations as shown in Fig. 7.4 to 7.10. The temperature of the
surfaces is 700 or 1000 K.
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hydrogen flux = 10 �	4 m− � s− 


hydrogen flux = 10 � ; m− � s− 


hydrogen flux = 10
� � m− � s− 


700 K 1000 K

Fig. 7.1: The input a-C:H samples to the redeposition simulations. Blue spheres sym-
bolise carbon atoms, red spheres hydrogen atoms. From top to bottom the
samples after a bombardment with 10 �54 , 10 � ; and 10

� � m− � s− � are shown
where the left column is at 700 K and the right one at 1000 K.
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7.3 Results

7.3.1 Sample Properties

First we took a look at the simulated samples. Since previous studies show a relation
between hybridisation and sticking probability [67, 68] we determined the sp � and sp

�

fraction of the samples. The result is shown in Fig. 7.2.
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Fig. 7.2: The fraction of sp � and sp
�

hybridised carbon in the samples.

One clearly sees a trend towards a higher sp � fraction in the samples for higher
fluxes. This means that in samples that have been bombarded with higher fluxes more
CC double bonds are present. This has an effect on the sticking probabilities of hydro-
carbons.

The sp
�

fraction in the samples decreases with increasing sp � fraction. There is no sp
hybridised carbon in the sample.

7.3.2 Sticking Probability

In the presence of H atoms CC double bonds tend to break and form two energetically
more favourable single bonds. This is an exothermic transition: A CC double bond has
a bond energy of 6.4 eV whereas two CH bonds 2×4.3 eV=8.6 eV. This mechanism
facilitates the chemical erosion of carbon as described by Mech et al. [51]. Hydrocarbon
molecules with reactive sites probably have a similar effect on a CC double bond. Two
CC single bonds have a binding energy of 2×3.6 eV=7.2 eV which is more than that
of a CC double bond. Thus, the reaction is exothermic. This implies that the probability
for hydrocarbons to react with the carbon atoms of a surface with a high sp � fraction
is higher than on a surface with lower sp � fraction. This results in a higher sticking
probability on surfaces with higher sp � fraction. In the same direction point the results
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of Sharma et al. [67] and Alman and Ruzic [68] who found that the sticking probability
increased when the hybridisation of the projectile changed from sp

�
to sp � .
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Fig. 7.3: The sticking probability for the selected hydrocarbons. They are shown for
the various samples and both sample temperatures.

Fig. 7.3 shows the sticking probability for each of the simulated hydrocarbons on the
different samples. The values represent the average over all simulation runs for the
respective molecules and the limited number of orientations shown in Figs. 7.5 to 7.10.
This means that the results do not represent an averaging over all possible molecule
orientations and their probability.

In all figures from Fig. 7.3 onwards “28” means that the bombarded sample is the
steady state sample from the simulations at the flux of


!� �54 hydrogen atoms per second
per m � conducted for the study described in chapter 6, “29” means the sample is
the steady state at the flux of


!� � ; m− � s− � and so on. “Initial” or “0” refers to the
initial sample which was the input configuration for the simulations regarding the flux
dependency in chapter 6. The initial sample has a atomic hydrogen percentage of
≈ 38%, the bombarded samples ≈ 43% for 1000 K and ≈ 46% for 700 K.

Overall Fig. 7.3 shows that the sticking probability decreases with increasing number
of H atoms in the hydrocarbon which is in line with previous findings [67, 68, 71]. There
is hardly any temperature dependence visible in Fig. 7.3. On the 1000 K sample the
sticking probability is about 5% higher than on the 700 K sample.

For most simulated hydrocarbons there is a rising trend for the sticking with increas-
ing hydrogen flux on the surfaces. The exceptions are CH � and C � H with no visible
trend and C � H � , where the sticking probability drops with increasing flux. The sticking
probability is highest on the initial sample, except for C � H � .
In the following we take a closer look at the individual species:
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C, CH, CH � exhibit higher sticking probabilities for higher fluxes, see Figs. 7.4, 7.5
and 7.6. This trend follows the increase of the sp � fraction in the sample, see Fig. 7.2.
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Fig. 7.4: The probabilities for sticking and reflection of the C atom on different sur-
faces and for both temperatures. “Stuck” means that all atoms of the molecule
are stuck to the surface and “reflected” means that all atoms of the molecule
have escaped from the surface.

However, the highest sticking probability occurs on the initial sample even though it
has the lowest sp � fraction. The reason is probably the difference in hydrogen content
which is lower in the initial sample than in the other samples. Salonen et al. [40] found in
MD simulations that carbon material saturated with hydrogen exhibits a lower chemical
erosion yield under hydrogen bombardment. This implies that the incoming hydrogen
reacted less with the hydrogen saturated surface. Hence, it is conceivable that a high
hydrogen content also works as a shield against the sticking of hydrocarbons.
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Fig. 7.5: As in Fig. 7.4 but for CH. “broken” means that the molecule broke on impact
and at least one fragment stuck to the surface and one other fragment escaped.
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Fig. 7.6: As in Fig. 7.5 but for CH � .

The sticking probability for atomic C hardly differs from the one for CH. Most of the
studied orientations of CH are such that a reactive site of the molecule points towards
the surface. Hence, the result is not surprising. From CH to CH � there is a drop in
the sticking probability which is explained by the additional H atom which reduces the
number of reactive sites on the C atom. This effect was already observed in previous
studies [67, 68]. The sticking probabilities of the CH and CH � molecules only weakly
depend on their orientation. This suggests that they are both very reactive species.
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Fig. 7.7: As in Fig. 7.5 but for CH � .

The sticking probability of CH � is lower than that for CH � which is in line with the
expectations. However, there is no clear trend towards higher sticking on the surfaces
with the sp � fraction. Furthermore, the molecule does not show a higher sticking prob-
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ability on the initial surface even though this surface has the lowest hydrogen content.
This suggests that the molecule has a stable configuration and is not very reactive.

Fig. 7.7 shows that the sticking probability is independent from the molecule’s orien-
tation. This differs from thermal CH � where in MD simulations sticking only occurred
when the one bonding site of the molecule points towards the surface and finds a dan-
gling bond to stick. At higher CH � energy, as in our simulations, this effect loses its
importance [69].

C � exhibits higher sticking probabilities for higher fluxes, see Fig. 7.8. Very similar to
C, CH and CH � this trend follows the increase of the sp � fraction in the sample which
is shown in Fig. 7.2. C � has a sticking probability comparable to atomic carbon, there
are no hydrogen atoms that can prevent a binding reaction at the surface.
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Fig. 7.8: As in Fig. 7.5 but for C � .

The sticking probability of C � H is shown in Fig. 7.9 and is virtually constant on all
bombarded samples. A higher sp � hybridisation has no effect on the sticking of this
molecule.

The C � H is a linear molecule which is reactive at the end of the C atom with the un-
paired electron. For the molecule to stick the reactive end has to encounter a reactive
site. Looking solely at the sp � fraction of the samples this implies that the sticking
probability should increase with increasing sp � fraction.

However, the make-up of the sample plays an important role here. In Fig. 7.1 the bom-
barded samples are shown. It is apparent that the one under the lowest flux at the top
of the figure is the most porous. One can easily imagine that small hydrocarbons (C,
CH, CH � , CH � ) can slip in and out the pores without reacting with sample atoms. If the
hydrocarbon is a little larger though, it is less likely to enter the pores, but once it has
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Fig. 7.9: As in Fig. 7.5 but for C � H.

done so it will have difficulties exiting them. During this extended stay at the sample
surface its reactive end may encounter a site to stick to. Hence, the more porous the
surface the more likely is a hydrocarbon of a certain size to stick. Looking again at
the pictures of the bombarded samples in Fig. 7.1 one may conclude that the C � H will
have the highest probability to stick on the sample that was bombarded with a hydro-
gen flux of 10 �	4 m− � s− � . It is the least likely to stick on the sample bombarded with
10
� � m− � s− � . The sticking increasing effect of a higher sp � fraction is compensated by

the sticking decreasing effect of a less porous surface.

C � H sticks a little better to the initial sample than to the bombarded samples. This
is caused by the lower hydrogen contents of the initial sample which increases the
reactivity of the surface.

The sticking probability of C � H � on the bombarded samples is the lower the higher
the flux the sample was subjected to. This can be seen in Fig. 7.10. The sticking prob-
ability appears to be inversely proportional to the sp � fraction of the sample.

C � H � is a very stable molecule, not easily inclined to break its triple bond and engage
in chemical bonds with other molecules. Continuing the line of thought we followed for
C � H we find that the apparent sticking probability of C � H � is mainly determined by the
effects of the porosity of the surface. Hence the sticking probability is the lowest on the
least porous surface.

The relatively high sticking probability observed for the sample bombarded with 10 �	4
m− � s− � might be caused by the simulation parameter choice: The hydrocarbon needs
longer to escape from the pores than the simulation follows its trajectory. The very low
sticking on the initial sample supports this notion, since this is a flat smooth surface
and the effect of porosity is absent.
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Fig. 7.10: As in Fig. 7.5 but for C � H � .

7.3.3 Breaking of Hydrocarbons

Sticking on the surface is only one possible fate of a hydrocarbon hitting an a-C:H
surface. It can also be reflected as a whole or in fragments after breaking up on the
surface. Alternatively, some of the fragments stick, others return to the gas phase.
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Fig. 7.11: The breaking probability of the selected hydrocarbons. They are shown for
the various samples and both sample temperatures.

We now look at the fraction of the hydrocarbons that undergoes the fate of breaking up
on impact and getting only partly reflected, that is, at least one of the fragments sticks
to the surface and another returns to the gas phase. The breaking probability is shown
in Fig. 7.11. The fraction that breaks up is fairly small, clearly less than 1%.

On the initial surface the hydrocarbons with one C atom show a decreasing breaking
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probability (within error bars) with increasing number of H atoms. The more H atoms
they have the more stable they are. This can be explained by the fact that the binding
energy between C and H in a hydrocarbon increases with the number of H atoms
bound to a C atom. The average binding energy between the C and H atom in CH is
3.5 eV, in CH � 4.2 eV and in CH � 4.4 eV [72].

Hydrocarbons with two C atoms hardly ever break on the initial surface, only C � H �
shows a small probability of 0.2%..

Overall, breaking is more likely on a surface that was subjected to hydrogen bombard-
ment than on the initial surface. The higher sp � fraction may contribute by increasing
the likelihood of hydrogen abstraction and the higher porosity of the bombarded sur-
faces increases the residence time of the hydrocarbon which increases the probability
for a reaction.

For the breaking probability on the surfaces that were subjected to hydrogen bombard-
ment there is no general trend discernible. Possibly the number of runs is too small to
render sufficient statistics for such an unlikely event.

7.4 Conclusions

We have bombarded various a-C:H samples non-cumulatively with 10 eV hydrocar-
bons at two different temperatures of 700 and 1000 K. The samples were previously
exposed to hydrogen atom bombardment of different fluxes, namely 10 �	4 m− � s− � ,
10 � ; m− � s− � and 10

� � m− � s− � . For comparison the initial sample was subjected to
hydrocarbon bombardment as well.

The results of the simulations show that the sp � fraction in the a-C:H samples increases
with the hydrogen flux they were subjected to. This higher sp � fraction leads to an
increased sticking probability for the subsequently impinging hydrocarbons. Further-
more, the a-C:H samples were the less porous the higher the hydrogen flux they were
subjected to previously. This increased the probability for larger species to get trapped
in the pores increasing their residence time at the surface. This in turn caused a higher
sticking coefficient for larger non-reactive hydrocarbons. For all hydrocarbons the prob-
ability to break on impact and leave a part sticking to the surface is very small, less than
1%. The higher degree of porosity of the surface subjected to an H flux can increase
the probability of the molecule to break up on impact.

Summarising, our MD simulations show that the surface structure of the a-C:H material
depends on the hydrogen flux it is subjected to: the higher the flux the higher is the
fraction of sp � hybridised carbon. The higher this fraction the higher is the sticking
probability of atomic carbon, the C � molecule and small reactive hydrocarbons on that
surface. Additionally, at higher fluxes the plasma density is higher. This reduces the
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mean free path for the erosion products in the plasma and increases the probability
that they return to the surface. Combining this effect with our simulation results one can
conclude that on divertor plates made from carbon material under high hydrogen flux
more hydrocarbons stick than under a lower flux. Consequently, more of the erosion
products are redeposited and do not enter the plasma. This result could be part of
an explanation for the reduction of the carbon erosion yield with increasing flux as
suggested by the experimental results shown in Fig. 6.1 by Roth et al. [13].



Chapter 8

Tungsten Carbide under Deuterium
Bombardment

8.1 Introduction

In the previous chapters we presented results from the simulation of carbon material
under hydrogen bombardment. In this section we turn to the other candidate material
for the ITER divertor which is tungsten. In particular we will look at mixed materials
consisting of carbon and tungsten. According to current design plans the divertor sur-
face will partly be covered with carbon and partly with tungsten. Therefore the mixing
of these materials is very likely when either is eroded, ionised in the plasma and thrown
back at the divertor surface.

The group of Kai Nordlund in Helsinki updated the HCPARCAS code with the needed
tungsten-carbon and tungsten-hydrogen potentials in 2005 [22]. Since then a number
of MD simulations of tungsten have been conducted.

Salonen et al. [73] showed that the results of simulations of tungsten self sputtering
agree well with experimental values. Henriksson et al. [74] simulated the sticking of
hydrogen on a pure tungsten surface for H energies below 10 eV. Their simulations
agreed with the experimentally found decrease of sticking with increasing H energy
and the adsorption site in the simulations is in perfect agreement with experiments.
Both studies verified the new potentials.

Henriksson et al. [74] simulated the irradiation of tungsten with helium atoms with en-
ergies of 50 to 200 eV at sample temperatures of 0 and 300 K. They found that the
helium accumulated and forced the surrounding tungsten material out of the way to
form clusters of up to 100 atoms at a depth of 5 to 6 Å. They also ran Monte Carlo
simulations and found that the depth of the blister is a function of the He flux, the lower
the flux the deeper the blister, indicating that diffusion plays an important role.

Träskelin et al. [75] simulated the bombardment of crystalline and amorphous tungsten
carbide (10 to 50% carbon) with deuterium in the energy range of 50 eV to 2 keV. They
found that under a bombardment with 100 eV deuterium the crystalline sample quickly

79
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and to a larger depth than for other energies turned into an amorphous state. Further-
more, the carbon erosion yield from the amorphous samples is directly proportional to
the carbon contents. However, they did not observe bubble formation which is likely
due to the limited number of deuterium impacts they simulated.

Several experiments with deuterium plasma and carbon enriched deuterium plasma
impinging on tungsten surfaces have been conducted.

Alimov et al. [14] exposed carbon implanted tungsten to a deuterium ion beam of
10 keV per D+. Compared to pure crystalline tungsten the retention of deuterium is
lower in the carbon implanted tungsten. Furthermore, the deuterium is retained in the
carbon containing regions with no diffusion out of this region, the deuterium is held in
place by the carbon.

In a continuation of this work tungsten was exposed to low-energy deuterium of about
200 eV with and without carbon contamination of the beam [16]. Deuterium retention
showed to be temperature dependent with a maximum at around 500 K for the pure
deuterium plasma and 600 K for the carbon polluted plasma. They concluded that the
tungsten carbide forming at the surface inhibits diffusion out of the material increasing
retention of deuterium. Furthermore, they found deuterium accumulations or blisters at
several µm depths, much deeper than the implantation depth of several nm.

Sze et al. [17] conducted experiments regarding carbon redeposition on tungsten.
Tungsten was exposed to pure deuterium plasma and carbon enriched deuterium
plasma of ion energies around 100 eV. They found that the retention depended on
the substrate temperature (the higher the temperature the lower the retention) and the
degree of the carbon contamination (more carbon means higher retention). Further-
more, they could determine that for a substrate temperature below 850 K most of the
trapped deuterium formed D � whereas at higher temperatures the dominant species
was atomic D.

In their review article Condon and Schober identify criteria for hydrogen bubble forma-
tion in metals [76]. Firstly, the hydrogen must be dissolved in a supersaturated condi-
tion. Supersaturation can among other ways be reached by hydrogen implantation if
the implantation time scale is shorter than the diffusion time scale. If the level of su-
persaturation is below a certain level a large concentration of metal vacancies must
be present to allow bubble formation. Above this saturation level the gas pressure is
sufficiently high to form cavities. However, to obtain bubbles the supersaturation must
remain below the concentration required for hydride formation.

The main goal of this study is to investigate whether the blistering of tungsten carbon
mixtures which is observed in experiments can be recreated in MD simulations.

We bombarded amorphous mixtures of tungsten and carbon of different carbon per-
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centages at different temperatures with deuterium atoms of an energy of 100 eV. This
is at the high end of the energy range the hydrogen atoms are expected to have when
hitting the divertor. A reason to choose this value was the finding of Träskelin et al. [75]
that at this energy the crystalline sample amorphisises the fastest and the amorphi-
sised layer is the thickest. Hence, we expected shorter simulation times until bubbles
formed.

The presented results include the carbon and tungsten erosion yields, the amount of
deuterium retained in the materials and blistering.

8.2 Modelling

The MD code we used for our simulations is described in section 2.1.3.

The simulated samples consist of amorphous mixtures of carbon (C) and tungsten (W).
The atomic carbon percentages are 15, 50 and 95%. All samples have 2440 atoms.
The sizes of the samples are listed in Table 8.1. They vary because the atomic radii of
C and W differ by a factor of two (about 0.7 Å for C and about 1.4 Å for W).

Table 8.1: Sizes of simulated tungsten carbide samples.

% C in sample x / Å y / Å z / Å

15 24.8 24.2 62.5

50 21.6 22.8 67.8

95 19.8 21.2 65.0

The simulated temperatures of the samples are 700 and 1000 K. The deuterium atom
energy is 100 eV and the angle of incidence parallel to the surface normal. Since the
energy is well above the physical sputtering threshold for carbon material it may be ex-
pected that the erosion yields for off-normal angles are larger than the ones presented
in this study [32]. The deuterium energy is too low to physically sputter tungsten [6].

The launching positions of the deuterium projectiles randomly vary in x- and y-direction
(surface normal is z-direction). So, the samples are the same but the impact coordi-
nates are different for every run.

In real life tungsten is very hard to cool once it has heated up. The same behaviour
showed in the MD simulations. Frequent cooling cycles (that is, running an extra sim-
ulation round without bombardment) had to be applied to return the sample to the
desired temperature. The cooling cycles started when the desired temperature was
exceeded by 20%. The rise times for the thermostat are 5 and 10 fs.
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Initially the plan was to simulate 15% carbon samples for both temperatures as well.
The maintaining of 700 K in these samples required so many cooling cycles that the
simulations went about a factor of 10 slower than the simulations of the higher carbon
percentages. Only at 1000 K the bombardment simulation of a 15% carbon sample
went fast enough, so some results of that run are presented here.

Because of the cooling cycles the time periods between impacts varied and conse-
quently the deuterium flux on the samples varied between approximately 10 �54 and
1.5 · 10 � ; m− � s− � corresponding to a time of 20 to 1.5 ps, respectively, between deu-
terium impacts.

The variation in flux is not expected to have any influence on the results with regards
to the erosion yields. In chapter 6 was shown that the flux dependency of the carbon
erosion yield is caused by processes outside of the MD simulation realm.

Retention, however, is most likely affected, since diffusion and the flux of the incoming
deuterium compete with each other. Expected is that the depth where the deuterium is
retained is depending on the flux.

The number of deuterium impacts was 10000. For each of the four combinations of car-
bon percentage and sample temperature two simulations with two different rise times
were run, so, in total four simulation runs per combination of C percentage and sample
temperature.

8.3 Results

8.3.1 The 50% Carbon Sample

Retained deuterium and eroded carbon and tungsten

Fig. 8.1 shows the number of retained deuterium atoms and the number of eroded
carbon and tungsten atoms as a function of the number of deuterium impacts. The
figure consists of four panels each showing the results of one simulation run. In the top
row the number of retained deuterium atoms, in the second row the number of eroded
carbon atoms and in the bottom row the number of eroded tungsten atoms is plotted.
The left column shows the quantities for the 700 K sample and the right column for
1000 K.

Since the plots of each individual simulation run are shown there are no error bars.
Averaging over the values and calculating the standard deviation does not make sense
since jumps in the results for the 50% carbon sample do not occur after the same
number of deuterium impacts.
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Fig. 8.1 shows that one of the general features is the following sequence of events: The
retained amount of deuterium increases fast and steadily. About half of the impacting
deuterium atoms is retained in the sample. Then the number drops steeply over a few
impacts. In some instances a jump occurs in both the carbon and the tungsten erosion
at the same time as the sudden decrease of the amount of retained deuterium occurs.
This feature shows in all four panels for both temperatures.
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Fig. 8.1: In the four figures from top to bottom the number of retained deuterium
atoms, the number of eroded C atoms and the number of eroded W atoms
for the samples with 50% carbon contents are shown. Each plot is from one
simulation run, so no error bars are available. The plots are for 700 K (left)
and 1000 K (right). (The number-letter combinations 5-a, 5-b etc. printed
underneath the carbon percentages are markers for the simulation run, the
number gives the thermostat rise time in fs, the letter is just an index.)

Visualising the Bubble

Visual inspection of images created from the simulation results show that a deuterium
blister formed that burst open releasing the retained deuterium and taking the piece
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initial 500 750 1020

1030 1200 3000

Fig. 8.2: Pictures made from the simulation results of a sample with 50% carbon at
700 K (run 10-a). The numbers indicate the number of deuterium impacts
the sample has endured. The green spheres symbolise tungsten atoms, the
blue ones carbon and the red ones deuterium.

of material that covered it with it. The images are shown for run 10-a in Fig. 8.2. The
green spheres symbolise W atoms, the blue ones C atoms and deuterium atoms are
shown as red spheres. The numbers at the bottom of the images refer to the number
of D impacts the sample has been subjected to.

The images show that after 500 D impacts a clear accumulation of deuterium has
formed under the top surface layer. During the following impacts the accumulation
grows. When one looks carefully at the initial sample one finds that at the site where the
bubble subsequently evolves a slight accumulation of carbon is present. This becomes
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even clearer in the following snapshots. Between the 1020-th and 1030-th D impacts
the bubble bursts and all the deuterium is released into the gas phase including the
W-C material that covered the bubble. Now the carbon patch where the deuterium bub-
ble nucleated on is clearly visible at the surface. Only the side wall of the bubble is left
standing. This “finger” reaching up into the gas phase is gradually flattened under the
subsequent deuterium impacts. Interestingly, there is no tungsten eroded during the
flattening process or at any other time outside the blister popping. The carbon erosion
on the other hand continues at the same rate as before the blister burst.

One of the requirements for bubble formation - as described by Condon and Schober [76]
- is that the deuterium buildup happens on a time scale that is much shorter than the
deuterium diffusion in the material. This is certainly the case in our simulations where
the deuterium flux is larger than 10 �	4 m− � s− � and hence so high that the atoms ac-
cumulate at the implantation depth before they can diffuse away (the estimated typical
diffusion length is 6 Å, see section 8.3.4).

As mentioned earlier, at the point where the deuterium bubble evolves a slight random
accumulation of carbon is present in the initial sample, see Fig. 8.2. Apparently this
random carbon enrichment served as nucleation site. The deuterium preferred to ac-
cumulate at the location of higher carbon concentration which makes sense because
deuterium and carbon like to form a chemical bond but deuterium and tungsten do not.
The chemical bond energies are listed in Table 8.2. This preference of the deuterium to
stay in carbon enriched regions was already found in experiments by Alimov et al. [14].

Table 8.2: Chemical bond energies in eV.

C D W

C 3.6s 6.6d 8.7t 4.3 6.0

D 4.3 4.5 <1.0

W 6.0 <1.0 4.1
s single, d double, t triple bond

Once a certain amount of deuterium has accumulated and supersaturation is reached
the D atoms that are bound to carbon form D � molecules. Analysis of the simulation re-
sults shows that in the bubble mostly D � molecules are present. Inspecting the images
in Fig. 8.2 gives the impression that the inner walls of the bubble are lined with deu-
terium atoms. It is conceivable that on the inner walls hydrogen abstraction processes
as Langmuir-Hinshelwood, Eley-Rideal and hot-atom reactions take place. These pro-
cesses were described in section 5.3.3 on page 44. The abandoned carbon binding
sites are replenished by the ongoing deuterium bombardment.
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Fig. 8.3: A depth profile of the 50% carbon sample at 700 K (run 10-a, the same as
in Fig. 8.2). The numbers to the right give the number of deuterium impacts
the sample has been subjected to. The plots show the fraction of C, W and
D atoms in the sample after the given number of D impacts. Note that after
1030 D impacts the filled bars at 70 to 80 Å consist of only a few atoms, see
Fig. 8.2.

This process continues until the gas pressure becomes so high that W-C material is
pushed aside and a gas bubble forms. The gas formation and volume increase associ-
ated with this process result in an increased entropy of the system [77] which favours
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the formation of a gas bubble. The proximity of the sample surface allows bubble for-
mation at lower deuterium gas pressures than would be required deeper in the bulk
since the surface layers can give way easier, forming the dome shaped blisters which
are also observed in experiments [16, 17]. Further growth of the bubble under continu-
ing D bombardment leads to a point where the connecting material between bulk and
bubble lid cannot withstand the pressure anymore and the blister bursts.

Fig. 8.3 shows depth profiles of a 50% carbon sample at 700 K (run 10-a, the same
as in Fig. 8.2). The atomic fractions of carbon, tungsten and deuterium are shown
as function of the sample depth. The carbon accumulation that most likely served as
nucleation site for the bubble is visible in the first plot at around 50 Å sample height. One
sees the deuterium accumulation and the bulging of the surface top layer giving way
to the deuterium pressure. Between 1020 and 1030 D impacts the deuterium suddenly
leaves the sample when the bubble bursts.

Most of the deuterium in the bubble are D � molecules. The number of D atoms to
D molecules is approximately 1:5 without dependency on the temperature. This is not in
agreement with experiments where it was found that above about 850 K more D atoms
are trapped than D � molecules [17]. The reason for this discrepancy is still unclear.

Additionally the fact that there are bubbles at all in samples that are hotter than 700 K
differs from experimental findings with 200 eV deuterium energy [16] where no blis-
ter formation was observed on material this hot. However, experiments with 100 eV
deuterium energy showed pit formation at temperatures higher than 800 K. The pits
may have been caused by burst blisters [17]. MD simulations showed that deuterium
of 200 eV energy have a shallower implantation depth than 100 eV deuterium [75].
Consequently, at elevated temperatures less blisters may form because the implanted
deuterium can already at lower temperatures diffuse out of the sample.

Deuterium Buildup and Release without Bubble

The buildup of deuterium and its subsequent release is not always connected to bub-
ble formation, bubble bursting and the loss of surface material. For example, in Fig. 8.1
on the bottom left panel (run 10-a) at a sample temperature of 1000 K deuterium is re-
leased from the sample after about 3000 D impacts but there is no jump in the numbers
of eroded atoms. This out-gassing happens in other runs as well at both temperatures
and for both thermostat rise times.

Fig. 8.4 shows the images from the simulation. In contrast to the previous case there
is no deuterium bubble forming. Instead deuterium is dissolved in the material but su-
persaturation - required for bubble formation [76] - is not reached. In the sample where
the bubble forms the D fraction reached 70% in some layers (Fig. 8.3) whereas in the
other case where the deuterium is dissolved in the sample the D fraction reaches about
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3400 3420 3440 3460

3480 3500 3520 3540

Fig. 8.4: Images made from the simulation results of a sample with 50% carbon at
1000 K (run 10-a). The numbers indicate the number of deuterium impacts
the sample has endured. The green spheres symbolise tungsten atoms, the
blue ones carbon and the red ones deuterium.

55% (Fig. 8.5). The deuterium leaves the sample gradually through the surface layers.
A look at Fig. 8.1 reveals that the drop in the number of retained D atoms in run 10-a
is less sudden than in the previously discussed bubble case.

Why does no bubble form? There are two differences between the samples that may
have some influence. Firstly, whether or not there is a local carbon enrichment that
serves as nucleation site for a deuterium bubble. Secondly, the composition of ma-
terial covering the deuterium accumulation. A bubble forms when the deuterium can
accumulate at one spot and the gas release is prevented.
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Fig. 8.5: Depth profiles of the 50% carbon sample at 1000 K (run 10-a, the same as
in Fig. 8.4). The numbers to the right give the number of deuterium impacts
the sample has been subjected to. The plots show the fraction of C, W and
D atoms in the sample after the given number of D impacts.

In Fig. 8.5 the depth profiles are shown that belong to the images in Fig. 8.4. Again
a large amount of deuterium is built up but it leaves the sample gradually over about
30 deuterium impacts and there is no material lost from the sample. Also here there is
more D � present than D atoms in about the same ratio of 1 D atom per 5 D � as in the
bubble.
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8.3.2 The 95% Carbon Sample

In Fig. 8.6 the number of retained D and the number of eroded C and W are shown.
There are no jumps in any of the plots of the individual simulation runs, therefore the
averages are shown with their standard deviations. That there are no jumps indicates
that there is no bubble bursting or other events that can suddenly change one of the
shown quantities. In the images created from the simulation results shown in Fig. 8.7
one sees that there is no bubble formation in the sample.
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Fig. 8.6: The number of retained deuterium, eroded carbon and eroded tungsten for
the sample with 95% carbon contents. The panels to the left show the results
at 700 K, to the right at 1000 K. The plots show the averages over the four
runs with their standard deviation.

The number of retained D atoms shows a strong temperature dependency. After 10000
D impacts the 700 K sample holds about 400 D atoms whereas the 1000 K sample
holds only about half of that amount. The rate at which deuterium is retained is about
the same for the two temperatures but saturation is reached earlier in the hotter sample.

The number of eroded tungsten is as good as zero. One stray W atom took off in one
of the 700 K simulations.

The number of eroded carbon atoms is a bit larger for the 1000 K than for the 700 K
sample. The erosion yield is about 2.3 · 10− � C atoms per D impacts for 1000 K and
1.9 · 10− � C atoms per D impacts for 700 K. These are lower values than for a-C:H
and diamond (see chapters 6 and 5) under bombardment with H energies of 10 to
20 eV. Lower carbon erosion yields from carbon doped with silicon and carbides have
been observed before in simulations and experiments [78, 79, 80]. In carbon doped
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with titanium or tungsten carbide an enrichment of the surface with the dopant material
has been observed [81, 82]. This enrichment at the surface appears to protect the
underlying carbon material from erosion. However, the mechanism of the erosion yield
reduction is not fully understood yet.

The accumulation of tungsten at the surface observed in experiments also happens in
our simulations. However, in the simulation the accumulation takes a somewhat differ-
ent shape: The sample produces a tungsten “pearl”. The tungsten atoms form a cluster
and in the shown example the cluster moves to the top of the upper layer of the sam-
ple. It is connected to the sample by chemical bonds between some tungsten cluster
atoms and surface carbon atoms. This happened in all four simulations at 700 K. In
the 1000 K samples these “pearls” formed too, but not all of them moved to the top of
the sample. In one case the tungsten accumulation happened in the bottom half of the
sample. During the entire simulation time - in some cases up to 20000 D impacts - the
“pearl” did not detach from the sample.

1 7000 9000 18000

Fig. 8.7: Images made from the simulation results of a sample with 95% carbon at
700 K (run 5-a). The numbers indicate the number of deuterium impacts the
sample has been subjected to. The green spheres symbolise tungsten atoms,
the blue ones carbon and the red ones deuterium.

Fig. 8.8 shows the depth profiles of one of the 700 K samples with rise time 10 fs
(run 5-a, one of the runs with 5 fs thermostat rise time). The deuterium is equally
distributed throughout the sample and there is no accumulation as in the 50% carbon
sample. What is remarkable though is the accumulation of tungsten at the surface of
the sample.

A possible explanation could be that tungsten and a-C:H do not like to mix and that
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the formation of tungsten nano-crystals is energetically more favourable. This sounds
plausible when one assumes that a number of carbon atoms form double bonds which
have a higher bond energy (6.6 eV) than W-C bonds (6.0 eV).
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Fig. 8.8: Depth profiles of the 95% carbon sample at 700 K (run 5-a, the same as in
Fig. 8.7). The numbers to the right give the number of deuterium impacts
the sample has been subjected to. The plots show the fraction of C, W and
D atoms in the sample after the given number of D impacts.

8.3.3 The 15% Carbon Sample

As mentioned in section 8.2 we simulated a 1000 K sample with 15% carbon. The
results for deuterium retention, carbon and tungsten erosion are shown in Fig. 8.9.
Comparing the results for deuterium retention with those for the 95% carbon sample
in Fig. 8.6 one sees that the number of retained D atoms in the 15% carbon sample is
only about half of that in the 95% carbon sample. This is in line with the experimental
finding that a higher carbon contents means higher deuterium retention [14, 16, 17].

The carbon erosion yield is only about a third of the value in the sample with the higher
carbon contents. During the simulations no tungsten is eroded.
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Fig. 8.9: The number of retained deuterium, eroded carbon and eroded tungsten for
the sample with 15% carbon contents at 1000 K. The plots show the averages
over the four runs with their standard deviation.

8.3.4 Bubble Depths

As visible in Figs. 8.3 and 8.5 the deuterium accumulations and bubbles appear at a
depth of approximately 20 to 30 Å below the top layer. This is much closer to the top
surface layer than measured in experiments where under bombardment with 200 eV
deuterium bubbles form at several µm depth [16]. The flux in this experiment was about
10 � � m− � s− � which is seven to eight orders of magnitude lower than in the simulations.
In the experiment the tungsten substrate was irradiated for about 30 minutes. The
simulated time was less than a few 100 ns. Thus the fluence in the simulations is about
100 times lower than in the experiments.

In the experiments the implanted deuterium has ample time to diffuse further into the
bulk and accumulate at larger depths. In the simulations the implanted deuterium has
no time to move away from the implantation depth and the subsequent D atoms ar-
rive in such fast succession that deuterium accumulates close to the surface top layer.
The longest time between deuterium impacts in our simulations is 20 ps at a flux of
10 �54 m− � s− � , in the experiment [16] this time was about


�� �
times longer (for the

same surface area) than in our simulations. The typical diffusion length lD in three
dimensions is given by:

lD =
√ �

Dt (8.1)

where D is the diffusion coefficient and t the time. Filling in the time between impacts



94 8.4 Conclusions

t=2· 
�� −
�
s and a bubble depth of 2 µm from the experiments we arrive at a diffusion

coefficient of
 · 
�� − ; m � s− � . This is lower than previously determined diffusion coeffi-

cients for deuterium in tungsten of about
 · 
�� − 4 m � s− � [83, 84]. This is to be expected

since carbon has been identified as diffusion barrier, that is, its presence in the tungsten
reduces the diffusion coefficient for deuterium [14, 16]. Calculating the typical diffusion
length for the simulation time scale one arrives at lD =

�
Å which confirms the earlier

made statement that implantation occurs faster than the diffusion time scale.

The shallow depth of the bubble is also an explanation for the short time before the
bubble bursts. The proximity to the surface means that less deuterium gas pressure
is required to burst the bubble, the top layers have no bulk material backing them so
they easily bulge. Additionally, the higher flux in the simulations delivers deuterium in
a much shorter time span such that bubbles can build up much faster. Therefore less
fluence is required in the simulations to reproduce bubble formation.

In simulations by Henriksson et al. [74] helium bubbles formed at depths of 5 to 6
Å. This is about a factor of 4 to 5 less than in our simulations. It is to be expected
that the He has a smaller implantation depth because its energy in the simulations by
Henriksson et al. [74] was half of that of our deuterium, its size is somewhat larger and
the sample temperature was 300 K as opposed to 700 and 1000 K in our simulations.

8.3.5 Carbon and Tungsten Erosion Yields

Within the error bars there is no difference between the carbon or tungsten erosion
yield for the two temperatures. The yields for the 15% carbon sample at 1000 K and for
the 95% carbon sample at 700 and 1000 K are much lower than for the 50% carbon
sample. This is caused by the propensity of the 50% carbon material to allow deuterium
bubble formation. The bubbles burst open and in the process remove material from the
sample.

Fig. 8.10 shows the carbon and tungsten erosion yields after 5000 deuterium atom
impacts for the different simulated temperatures and carbon percentages.

At 1000 K the carbon erosion yield for the 95% carbon sample is with 24.8 · 10−
�

about three times that of the 15% carbon sample with 8.1 · 10−
�

C atoms per D impact.
This agrees with the finding from MD simulations that a higher carbon contents means
higher carbon erosion yields [75].

8.4 Conclusions

We simulated the deuterium bombardment of amorphous tungsten carbide samples
with three different carbon percentages of 15, 50 and 95%. The D atoms had an energy
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Fig. 8.10: The carbon and tungsten erosion yield after 5000 deuterium atom impacts.
Note that there are no data available for the 15% carbon sample at 700 K.

of 100 eV and the sample temperatures of 700 and 1000 K.

We found that a higher carbon contents leads to higher deuterium retention and a
higher temperature to a lower retention. This is in agreement with experiments.

The sample with 50% carbon is prone to blister formation, a phenomenon that oc-
curs in experiments also for targets with lower carbon contents or of pure tungsten.
Furthermore, in experiments the blisters form at far larger depths than in our simula-
tions, several µm as opposed to several nm. The explanation is found in the factor of
10
�

to 10 4 larger fluxes in the simulations. The high flux allows accumulation of large
amounts of deuterium at implantation depth in a very short time span before diffusion
can disperse it.

Our simulations showed that local carbon enrichment serves as nucleation site for
deuterium and can promote the formation of gas bubbles in the sample.

As in experiments the deuterium bubbles burst and sample material is jettisoned into
the gas phase. However, the simulations also show a non-destructive way of deuterium
release where the deuterium is gradually returned to the gas phase by seeping through
the inter-atomic gaps leading to the top surface layer.

The 95% carbon sample under deuterium bombardment showed segregation of carbon
and tungsten. Tungsten “pearls” of around 40 W atoms accumulated at the top of the
sample only connected to the rest of the sample by a few chemical bonds to sample
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C atoms. In one simulation run the accumulation took place at a larger depth in the
sample. Segregation of carbon and tungsten has been observed in experiments with
tungsten doped carbon subjected to deuterium bombardment. A possible explanation
could be that tungsten and a-C:H do not like to mix and that the formation of tungsten
nano-crystals is energetically more favourable.

The sample with 15% carbon at 1000 K showed no blister formation and a lower deu-
terium retention and carbon erosion than the other samples.

In general the results of the MD simulations agree with experimental results if one takes
into account the limitations of the simulations to small samples, short time scales and
high fluxes.

In the context of research for ITER the results of this study suggest that the material
mix of carbon and tungsten behaves differently than the original pure materials. Deu-
terium retention in mixtures with a small or moderate amount of carbon does not play a
large role. However, once the carbon contents exceeds a certain percentage these ma-
terials are prone to produce blisters that burst and contaminate the plasma with carbon
and tungsten. Carbon rich materials, on the other hand, retain a lot of deuterium but
higher surface temperatures can reduce the deuterium retention. Summarising, high
temperatures, tungsten and little or no carbon appear preferable for the ITER divertor
conditions.



Chapter 9

Conclusions & Outlook

This thesis presents a number of molecular dynamics studies of the hydrogen bom-
bardment of carbon and tungsten materials. The motivation is to gain insight into the
plasma surface interactions under conditions as they are expected at the divertor plates
in the next step fusion device ITER and to complement experimental findings.

In general one may say that the results of MD simulations agree well with experimental
results, given that one is careful to interpret the results within the limitations of the
simulation method.

The MD simulations were conducted with two different versions of the same MD code
called HCPARCAS. The simulations where only carbon and hydrogen were involved
were conducted with the older version which incorporates the Brenner potential only.
The last study was performed with a newer version where a tungsten-tungsten, tungsten-
carbon and tungsten-hydrogen interaction potential had been added to the existing
Brenner potential.

The first study is mainly about verifying that the results of the simulations agree with the
potential corrected Baule model quantifying the sticking probability of hydrogen on a
diamond surface as function of the hydrogen energy. The results agreed quantitatively
with the model. Furthermore, agreement with experiments was found regarding the
dependency of hydrogen retention on temperature and bombardment energy.

In the second study diamond and amorphous hydrogenated carbon (a-C:H) were bom-
barded with hydrogen. The results showed that in hotter material less hydrogen is
retained and that a higher temperature leads to higher carbon erosion yields. Diamond
retains more hydrogen and a-C:H has a higher carbon erosion yield. Additionally, the
hot-atom and Langmuir-Hinshelwood processes were identified as the main channels
to H � formation. The total carbon erosion yield increases with the temperature and the
hydrogen energy. The eroded hydrocarbon species were determined and each species
shows the same overall dependency on temperature and hydrogen energy as the total
carbon erosion yield. The largest contribution to the erosion products were delivered by
C, CH, CH � and C � H � . However, one has to bear in mind that the time scale of the MD
simulations is limited. Experiments have shown that the diamond structure under hy-
drogen bombardment of H energies > 10 eV changes to a a-C:H like structure at room
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temperature and to a graphitic structure at higher temperatures. These graphitic layers
are removed under subsequent exposure and possibly increase the carbon erosion
yield to the same level as that of graphite or a-C:H.

Next the hydrogen flux dependency of the carbon erosion yield was studied. Results of
experiments where carbon material was subjected to hydrogen suggest that the car-
bon erosion yield decreases with increasing flux roughly as one over the square root of
the flux. We conducted MD simulations of a-C:H samples that were subjected to hydro-
gen fluxes of 10 �54 to 10

� � m− � s− � . The simulation results showed no discernible flux
dependency neither in the carbon erosion yield nor in the C:H ratio in the final sam-
ples. The main conclusion is that the effect that causes the reduction in the erosion
yield measured in the experiments is not included in the MD simulations. Furthermore,
a previously proposed relation between the hydrogen shielding effect caused by su-
persaturation and the reduction of the carbon erosion yield could be dismissed. This
proposal assumes a dependency of the saturation degree on the flux. However, there
was no difference in the hydrogen percentage in the samples after bombardment with
different hydrogen fluxes.

Another suggested cause for the erosion yield reduction is redeposition where eroded
hydrocarbons get ionised in the plasma and return to the surface following the mag-
netic field lines. This implies that redeposited material has a higher sticking probability
on surfaces that have been subjected to higher fluxes. The bombarded samples from
the previous study were taken as input configurations. It turned out that the poros-
ity of the sample is depending on the previously administered flux, the lower the flux
the more porous the surface. Furthermore, the sp � /sp

�
ratio in the sample increased

with the flux. For hydrocarbons with reactive sites this results in an increasing sticking
probability with increasing flux - they bind to the CC double bonds. For less reactive
species this results in a decreasing sticking probability with increasing flux because a
lower porosity lowers the residence time and the probability to react. Overall our MD
simulation results suggest that the sticking probability increases with the hydrogen flux
a surface has been subjected to. This effect could be part of an explanation for the
decreasing carbon erosion yield for increasing flux since less hydrocarbons move into
the gas phase.

Lastly, an MD study of amorphous tungsten carbide under deuterium bombardment
was performed. The main results were that a higher carbon content means a higher
deuterium retention and that higher temperatures reduce the retention. Furthermore,
deuterium blister formation - which is observed in experiments - was reproduced in an
amorphous 50:50 tungsten carbide sample. Considering the high flux in the simulations
the bubble depth agrees with experimental results. However, some of the simulation
results were difficult to relate to experimental results. These are the formation of a
tungsten “pearl” on top of a 95% carbon containing tungsten carbide sample and the
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D atom to D � ratio in the bubble which was much higher than measured in experiments.

In the context of ITER the simulation results suggest that carbon surfaces may not
be the most advisable choice for the divertor surfaces. Every studied carbon material
showed properties with regards to hydrogen retention and carbon erosion that may be
unacceptable. The alternative material tungsten shows more promising behaviour as
long as it is kept hot enough and is not mixed with carbon. Cool tungsten which is
contaminated with carbon and exposed to hydrogen plasma tends to form hydrogen
blisters. Tungsten carbide material is jettisoned into the plasma when the blister bursts.
Uncontaminated tungsten at sufficiently high temperatures does not form blisters or
retain large amounts of hydrogen.

We have seen that mixing two materials results in a material with a whole new set of
properties. Looking at the plans for ITER we find that the main chamber wall is going
to be covered with beryllium. This wall is not immune to erosion so ionised beryllium
will make its way along the magnetic field lines down to the divertor and happily add to
the material mixture on its surface. It may be expected that the resulting material will
show some unexpected properties and it is currently unpredictable whether these will
be desirable.

Having said that, it is blatantly clear that a lot of additional research into the area of
mixed materials is necessary, both in experiments and in simulations. If one wants to
conduct MD simulations, this requires the design of interaction potentials for beryllium
and all the other players: carbon, tungsten and hydrogen. This is not an easy task
and will require some time before a sufficiently validated version of the potentials is
available.

There are also goals on a shorter time scale. It was already hinted in the previous
chapters that rerunning of some of the simulations is required to gain more information
on the fundamental processes taking place, for example, for determining the cross sec-
tions of the H � abstraction processes. Furthermore, the redeposition of hydrocarbons
lends itself for further study. One can simulate cumulative bombardment and sample
properly over the molecule orientation, giving them vibrational or rotational energy.

On a different track it is probably worthwhile to sort out why the ratio of D atoms to
D � molecules in the bubbles in the simulated tungsten carbide differs so much from the
ratio observed in the experiments and why there is no temperature dependency in the
simulation results. The tungsten “pearl” also begs for an explanation.

Another path worth pursuing may be venturing into an area of MD simulations that is
fairly new and not widely used: accelerated dynamics [85, 86].

We stumbled on something along those lines by accident caused by the peculiarity of
the MD code to normalise the sides of the simulated box to one. Unintended by us, the
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tungsten carbide sample was squeezed back to the size of the initial sample before
every deuterium atom impact. Curiously, this resulted in bubble formation as well but
much sooner than in the MD simulations presented here. This is of course wisdom of
hindsight. When we found out about the squeezing, we did not think the simulation
results could be accurate. This occurred too late in the course of the PhD project to be
able to spend any time on studying the phenomenon. It may be a nice challenge for the
next PhD student generation ...
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Summary

In a thermonuclear reactor fusion between hydrogen isotopes takes place, producing
helium and energy. The so-called divertor is the part of the fusion reactor vessel where
the plasma is neutralized in order to exhaust the helium. The surface plates of the diver-
tor are subjected to high heat loads and high fluxes of energetic hydrogen and helium.
In the next generation fusion device - the tokamak ITER - the expected conditions at
the plates are particle fluxes exceeding 10 �

�
per second and square metre, particle

energies ranging from 1 to 100 eV and an average heat load of 10 MW per square
metre. Two materials have been identified as candidates for the ITER divertor plates:
carbon and tungsten. Since there are currently no fusion devices that can create these
harsh conditions, it is unknown how the materials will behave in terms of erosion and
hydrogen retention.

To gain more insight in the physical processes under these conditions molecular dy-
namics simulations have been conducted. Since diamond has been proposed as possi-
ble plasma facing material, we have studied erosion and hydrogen retention in diamond
and amorphous hydrogenated carbon (a-C:H). As in experiments, diamond shows a
lower erosion yield than a-C:H, however the hydrogen retention in diamond is much
larger than in a-C:H and also hardly depending on the substrate temperature. This im-
plies that simple heating of the surface is not sufficient to retrieve the hydrogen from
diamond material, whereas a-C:H readily releases the retained hydrogen. So, in spite
of the higher erosion yield carbon material other than diamond seems more suitable.

Experiments suggest that the erosion yield of carbon material decreases with increas-
ing flux. This was studied in our simulations. The results show no flux dependency,
suggesting that the observed reduction is not a material property but is caused by ex-
ternal factors as, for example, redeposition of the erosion products. Our study of the
redeposition showed that the sticking probability of small hydrocarbons is highest on
material previously subjected to the highest hydrogen flux. This result suggests that
redeposition is more effective under high than under low hydrogen fluxes, partly ex-
plaining the experimentally observed reduction in the carbon erosion yield.

Lastly, we studied amorphous tungsten carbide. Amorphous material with three differ-
ent carbon percentages (15, 50 and 95%) was subjected to deuterium bombardment
and the resulting erosion and deuterium retention was analyzed. The 95% carbon sam-
ple behaves like doped carbon, the carbon erosion yield is reduced and no tungsten
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is eroded. Segregation was of the materials was observed, resulting in an accumula-
tion of tungsten at the surface. The hydrogen retention was similar to a-C:H. The 15%
carbon sample showed no significant erosion or retention. The most interesting was
the 50% sample. Here deuterium bubbles formed that burst open after sufficiently long
bombardment, thereby removing both carbon and tungsten from the surface. In the
context of ITER our MD simulations suggest that tungsten is the better suited mate-
rial since both the erosion and the hydrogen retention are significantly lower than for
carbon.



Samenvatting

Een thermonucleaire reactor produceert energie door de fusie van waterstofisotopen,
waarbij helium vrijkomt. De zogenaamde divertor is het deel van het reactorvat waar
het plasma de wand raakt en geneutraliseerd wordt, zodat het helium kan worden
afgevoerd. De oppervlakteplaten van de divertor krijgen grote hittebelasting en flux
van energetische waterstof- en heliumkernen te verwerken. In de tokamak ITER - de
next generation fusie-installatie - worden de divertorplaten volgens verwachting bloot-
gesteld aan deeltjesflux boven de 10 �

�
per seconde en vierkante meter, met deeltje-

senergieën tussen 1 en 100 eV en een gemiddelde warmtebelasting van 10 MW per
vierkante meter. Er zijn twee kandidaatmaterialen gevonden voor de ITER divertor-
wand: koolstof en wolfraam. Omdat er momenteel geen fusie-installaties zijn die de
zware omstandigheden in ITER kunnen nabootsen, is nog onbekend hoe het erosie en
waterstofretentie-gedrag van de twee materialen is.

Om meer inzicht te krijgen in de fysische processen onder deze omstandigheden, zijn
moleculaire dynamica-simulaties (MD) uitgevoerd. Diamant is voorgesteld als mogelijk
plasmagericht materiaal, dus hebben we erosie en waterstof-retentie in diamant en
in amorf gehydrogeneerd koolstof (a-C:H) bestudeerd. Diamant vertoonde net als in
experimenten een lagere erosie dan a-C:H, maar de waterstofretentie in diamant is
veel hoger - en nauwelijks afhankelijk van de temperatuur van het substraat. Dit im-
pliceert dat simpelweg verhitten van het substraat niet genoeg is om het opgenomen
waterstof weer te bevrijden, terwijl a-C:H het ingevangen waterstof dan juist makkelijk
vrijlaat. Ondanks de hogere erosie lijkt een andere koolstofvariant dan diamant daarom
bruikbaarder.

Volgens experimenten daalt de erosie van koolstofmaterialen bij stijgende deeltjes-
flux en dit is onderzocht in onze simulaties. De resultaten laten geen fluxafhankeli-
jkheid zien, wat suggereert dat de waargenomen afname geen materiaaleigenschap
is, maar wordt veroorzaakt door externe factoren zoals bijvoorbeeld redepositie van de
erosieproducten. Ons onderzoek naar redepositie liet zien dat de plakkans van kleine
koolwaterstoffen het grootst is bij materialen die voorheen de hoogste waterstofflux on-
dergingen. Dit wijst erop, dat redepositie effectiever is naarmate de waterstofflux stijgt,
wat deels een verklaring is voor de experimenteel waargenomen lagere koolstoferosie
bij hogere flux.

Tenslotte is amorf wolfraam carbide onderzocht; amorf materiaal met drie verschil-
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lende koolstofpercentages (15, 50 en 95%) werd in de simulatie blootgesteld aan een
deuteriumbombardement. De daaruit voortvloeiende erosie en deuteriumretentie zijn
onderzocht. Het sample met 95% koolstof bleek zich als gedoteerd koolstof te gedra-
gen - de koolstoferosie is verminderd en er wordt geen wolfraam geërodeerd. Er werd
segregatie van de materialen waargenomen - het wolfraam hoopte zich op aan het op-
pervlak. De waterstofretentie was vergelijkbaar met die van a-C:H. Het materiaal met
15% koolstof vertoonde geen significante erosie of retentie, maar het interessantst was
het sample met 50% koolstof. Hier ontstonden deuteriumbellen in het materiaal, die na
voldoende lange deuteriumbeschieting openbarstten en zowel koolstof als wolfraam
verwijderden. In de context van ITER wijzen onze simulaties erop dat wolfraam het
beter geschikte materiaal is, omdat zowel de erosie als waterstofretentie significant
lager zijn dan voor koolstof.
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