Multiscale approach to the electronic structure of doped semiconductor surfaces
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The inclusion of the global effects of semiconductor doping poses a unique challenge for first-principles simulations, because the typically low concentration of dopants renders an explicit treatment intractable. Furthermore, the width of the space-charge region (SCR) at charged surfaces often exceeds realistic supercell dimensions. Here, we present a multiscale technique that fully addresses these difficulties. It is based on the introduction of a charged sheet, mimicking the SCR-related field, along with free charge which mimics the bulk charge reservoir, such that the system is neutral overall. These augment a slab comprising “pseudoatoms” possessing a fractional nuclear charge matching the bulk doping concentration. Self-consistency is reached by imposing charge conservation and Fermi level equilibration between the bulk, treated semiclassically, and the electronic states of the slab, which are treated quantum-mechanically. The method, called CREST—the charge-reservoir electrostatic sheet technique—can be used with standard electronic structure codes. We validate CREST using a simple tight-binding model, which allows for comparison of its results with calculations encompassing the full SCR explicitly. Specifically, we show that CREST successfully predicts scenarios spanning the range from no to full Fermi level pinning. We then employ it with density functional theory, obtaining insight into the doping dependence of the electronic structures of the metallic “clean-cleaved” Si(111) surface and its semiconducting (2 × 1) reconstructions.
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I. INTRODUCTION

Semiconductor doping, which entails the introduction of impurities at concentrations typically of the order of parts per million, is of immense physical and technological importance. Beyond its extensive intentional use in semiconductor technology, many semiconductors (e.g., GaN,[1] or ZnO[2]) often possess unintentional native defects that result in an effective doping which cannot be ignored. While such impurities/defects affect the chemical and crystalline properties of the bulk only locally, they dominate the electronic properties globally by increasing the amount of free charge carriers of either polarity, possibly by many orders of magnitude above the pristine semiconductor’s intrinsic (thermally excited) concentration. This increase in charge carrier concentration is reflected in a shift of the Fermi level ($E_F$) position, which is typically within the semiconductor forbidden gap [3].

At semiconductor surfaces (or interfaces), the existence of gap states may cause charge transfer between the doped material and its surface. The (typically) resulting depletion of free charge carriers from the region adjacent to the surface creates a space-charge region (SCR) originating from spatially fixed, ionized impurities. If the impurities are dilute, the SCR can extend hundreds of nm from the surface. The space charge creates an electric field which shifts the energy levels near the surface relative to their position in the neutral bulk, and thus relative to the global $E_F$, which is fixed by the bulk doping ratio and energy levels. For convenience, we use below the term “surface Fermi level” to indicate the position of $E_F$ relative to the band edges nearest the surface, which may differ from its position relative to the band edges in the neutral bulk [see, e.g., Fig. 1(a)].

Over the years, understanding of various physically or technologically important phenomena has been obtained or enhanced by insights derived from first-principles computations in a wide range of systems involving semiconductors [4], their surfaces [5], and their interfaces [6,7]. Density functional theory (DFT) is often the method of choice for such simulations [8,9] as it offers an unparalleled balance between accuracy and computational efficiency. In addition to the prediction of, e.g., system stabilities and reaction energies based on calculated total energies, critical insights into spectroscopic, magnetic, and transport properties are obtained from the details of the electronic structure (see, e.g., Ref. [10]). However, the use of first-principles simulations imposes severe computational limitations on the ability to include global doping effects via the explicit insertion of dopants or defects. For example, a large unit cell may contain one thousand atoms. The replacement of one of these by a dopant atom corresponds to a doping concentration of the order of $10^{19}$ to $10^{20}$ cm$^{-3}$, depending on the material. However, practical doping concentrations are often lower than that by one to five orders of magnitude. Furthermore, in charged surface/interface scenarios, the width of the SCR often also precludes an explicit treatment.

Fortunately, microscopic phenomena at semiconductor surfaces/interfaces can often be decoupled from global doping effects. As a result, accurate microscopic descriptions of such systems may be obtained from first-principles simulations even though the bulk doping is ignored or its effects are accounted for separately. However, in many cases global doping effects may play a crucial part in determining the microscopic properties of the surface or interface. These include, to name a few experimental examples reported in recent literature, the observation of a doping-dependent surface dipole [11,12], control of the work function of ZnO surfaces via doping-dependent charge transfer to an adsorbed
FIG. 1. (Color online) Explanation of the charge-reservoir electrostatic sheet technique (CREST). See text for details and explanation of terms. (a) Schematic description of a SCR at a doped semiconductor surface. (b) The physical system is bisected at \( z_d \) into two oppositely charged parts. (c) The semi-infinite part of the system is “moved left,” creating a parallel capacitor with an intermediate vacuum “layer.” (d) Description of a typical slab system after contraction of the SCR to a charged sheet. The idealized electrostatic energy is shown as a blue curve, denoted by \( U_i(z) \), and \( U_i \) resulting from macroscopic averaging (see Sec. II B) of the electrostatic energy from a typical DFT or other atomistic calculation is shown as a red curve, denoted by \( U_a(z) \) [slightly offset from \( U_i(z) \) to make differentiation easier]. Also shown is the linear curve extrapolated from \( U_a(z) \) in the vacuum between the charged sheet and the slab’s virtual surface \( U_{\text{vac}}(z) \); red dashed line.

molecular acceptor [13,14], enhancement of the photocurrent of a photosystem-1 film on Si [15], and the doping sensitivity of \((2 \times 4)\) reconstructions at the GaAs(001) surface [16] and \((2 \times 1)\) reconstructions at the Si(111) surface [17,18].

The first-principles simulation of doped semiconductor surfaces has been addressed in recent literature using different approaches. Krukowski, Kempisty, and co-workers have manipulated the location or charge of passivating, back-side atoms to reproduce the effects of the SCR on the electronic structure of finite slab simulations of charged surfaces [19–21]. Using this, they demonstrated that the electric field of the SCR may shift surface state energies, a phenomenon that they termed the “surface-state Stark effect.” However, it is not straightforward to relate the passivating-atom manipulations to the bulk doping, SCR field, and amount of charge transfer involved [21]. Komsa and Pasquarello [22] have examined an \textit{a posteriori} correction scheme for the formation energy of charged defects at surfaces and interfaces. In this method, excess charge is explicitly introduced into slab-based surface calculations to mimic the free charge carriers introduced by doping. The total energies obtained from these calculations are then corrected for the spurious effects of the fixed, uniform countercharge which accompanies the excess charge introduced. In both of the above approaches, a systematic way to determine the surface Fermi level in equilibrium with the bulk has not been offered.

Finally, work by some of us has demonstrated the successful incorporation of global doping effects in first-principles simulations of bulk, surfaces, and interfaces [23–27]. In systems in which no SCR exists, or alternatively where the simulated
The extrapolated data [25], or the extrapolation of results from numerical Gibbs free-energy minimization scheme based on charge for a given bulk doping concentration involved a transfer [26]. The added/subtracted fraction is set such that it corresponds to the bulk doping density of the semiconductor, leading to typically minute modifications of Z from integer values. This approach can be thought of as a special case of the virtual crystal approximation (VCA). We refer here to such fractionally charged atoms as “doped” atoms, so as to distinguish them from large-fraction pseudoatoms used in other contexts, e.g., for polar semiconductor surface passivation [28] or to model alloys [29]. The use of such “doped” atoms eliminates the need to explicitly place a random distribution of dopants, leading to dramatically smaller computational cells. It was thus possible to reproduce the salient features of, e.g., a heavily doped Si p-n junction and fully passivated semiconductor surfaces [23,27]. Despite this success, the use of stoichiometrically correct “doped” atoms alone (VCA) is not sufficient to deal with systems displaying long-range band bending, e.g., charged surfaces of moderately doped semiconductors. Because free charge is derived only from the “doped” atoms, the amount available for, e.g., transfer into a gap state is limited by the slab’s actual size, causing the SCR to be spuriously confined in most cases. In other words, if the bulk represents a reservoir of charge at a certain chemical potential (the Fermi energy), then the “doped-atom” approach provides the means to adjust this energy, but it cannot always act as a sufficiently large reservoir. To deal with such systems, some of us have previously applied a generalized VCA-based method, using pseudoatom Z modifications large enough to provide all of the surplus charge needed at the simulated surface within the slab supercell [24–26]. This was equivalent to using the VCA for a material whose bulk doping density was artificially very high, such that the entire SCR would be contained inside the (nm-scale) thin slab. Purely electrostatic descriptions of the spuriously thin SCR and the real system’s SCR were then used to correct the supercell’s total energy a posteriori. This “multiscale VCA” approach was first applied to calculate the concentrations of neutral and charged oxygen vacancies at the surface of MgO(100) [25]. It was then adjusted to examine the adsorption of hydrogen [24] and of an organic molecule [26] on ZnO(0001). In this approach the microscopic system calculated in practice was considerably perturbed from its actual (moderately doped) state, due to both the electronic overcharging (at some stages of the treatment) and the over-modification of the pseudoatom nuclei. Thus, in addition to the electrostatic a posteriori correction, derivation of correct total energies required extrapolation to low defect concentrations from several progressively larger surface supercell calculations [25] or the introduction of an electronic “filling” correction [26]. The subsequent derivation of the equilibrium surface charge for a given bulk doping concentration involved a numerical Gibbs free-energy minimization scheme based on the extrapolated data [25], or the extrapolation of results from several calculations with arbitrary magnitudes of charge transfer [26].
present), $U_I$ coincides with the global vacuum energy. The energy difference between $U_I$ in the vacuum and its value in the neutral bulk is made up of both the surface dipole energy, $e\Delta \psi_{\text{surf}}$, and the total band bending in the SCR, $e\Delta \psi_{\text{BB}}$. The energy difference between $U_I$ in the neutral bulk and $E_F$ is denoted by $W_p$. Note that while the system shown is an $n$-type semiconductor with an acceptor state at the surface, the approach is general.

The treatment proposed is based on the assumption that the only part of the system in Fig. 1(a) that requires an explicitly quantum-mechanical, atomistic treatment is the region immediately adjacent to the surface. From a certain position along the surface normal, which we denote by $z_d$, the system can be adequately described using electrostatics. This observation is strongly supported by the excellent agreement between a DFT-based “doped-atom” simulation of a heavily doped $p$-$n$ junction [23] and the textbook effective-mass model [3], and is in complete agreement with the above-described “multiscale VCA” approach [24–26]. We therefore bisect the system of Fig. 1(a) at $z_d$. This position is chosen such that the short-range atomistic effects of the surface have decayed. The slab remaining to its right will be thin enough to allow its treatment with atomistic detail, e.g., from first principles. The bisection is shown as a vertical dashed line in Fig. 1(b).

Note that because the CBM and VBM always follow, we have omitted them in the diagram of Fig. 1(b) and rescaled it relative to Fig. 1(a). The potential drop occurring across the left-hand-side semi-infinite bulk is denoted by $\Delta \psi_b$, with the remainder $\Delta \psi_{\text{lab}}$ occurring across the right-hand-side slab. The proper alignment of the different energy levels in the two parts of the calculation is guaranteed by their common value of $U_I$ at the partition point $z_d$, which we denote by $U_d \equiv U_I(z_d)$.

A. “Contracting” the SCR to a charged sheet in a thin-slab system

A correct description of the slab on the right-hand side of the bisection requires not only a quantum-mechanical treatment, but also the explicit inclusion of the effect of the left side of the system. Because the plane of bisection at $z_d$ goes through the SCR, it divides the system, which is overall charge neutral, into two oppositely charged parts. $\Delta Q$ denotes the net charge per unit area of the right-hand-side slab. In the surface acceptor case shown in Fig. 1(b), electronic charge will be transferred to the surface and the sign of $\Delta Q$ will be negative. In a surface donor case, $\Delta Q$ would be positive. Due to our choice of $z_d$, the only way in which the semi-infinite bulk on the left-hand side affects the slab on the right is through the charge transfer of $\Delta Q$, and the electrostatic field that results from this.

To include these effects, we perform the following gedanken experiment: Beginning from Fig. 1(b) and given a certain $\Delta Q$, we “move” the left-hand part leftward, as shown in Fig. 1(c), creating a parallel capacitor of charge per unit area $\Delta Q$. Correspondingly, an electric field arises in the vacuum “layer” introduced between the two parts of the system. Due to Gauss’s law, this field is independent of the width of the vacuum layer and of the particular distribution of the net charge on either side of it. Therefore, the semi-infinite bulk may be “contracted” to a uniform, fixed charged sheet of vanishing width, with charge per unit area $Q_{\text{sheet}} = -\Delta Q$, as shown in Fig. 1(d). In this way, the effects of the SCR in the semi-infinite bulk can now be included within an atomistic simulation of the slab. The excess charge $\Delta Q$ is allowed to distribute freely, and is exactly compensated by the fixed sheet of charge $-\Delta Q$, so that the system is overall charge neutral.

Since the effect of the SCR is entirely included via the charged sheet, the key parameter needed for an accurate description of the slab system is the correct, equilibrium value of $\Delta Q$. To find this, we proceed with the following self-consistent scheme. We begin by making a reasonable guess for the amount of charge transferred $\delta Q_0$ to the right-hand-side slab, which we denote by $\Delta Q_S$. Using our charged-sheet technique, we calculate the atomistic slab corresponding to the right-hand side of the system, for this $\Delta Q_S$, and denote the Fermi level we obtain from the calculation by $E_F^\delta$. As shown next, we then use these results to determine the value of the common energy $U_d$. Assuming Fermi level equilibration between the slab and the bulk [as shown in Fig. 1(b)], we calculate the band bending in the left-hand side, $\Delta \psi_b$. From this we determine the corresponding amount of charge transferred from the left-hand-side bulk, which we denote by $\Delta Q_B$. The scheme then proceeds until self-consistency between $\Delta Q_S$ and $\Delta Q_B$ is reached. We now explain how to achieve this in practice.

B. Finding the common energy $U_d$

In order to find $U_d$, let us examine the $U_I$ curve in the slab system shown in Fig. 1(d). The idealized $U_d$, denoted by $U_d(z)$ and marked by the blue curve in Fig. 1(d), includes only the changes due to the SCR contraction: The semi-infinite bulk $U_I$ profile from Fig. 1(b) has been replaced by a linear potential drop in the vacuum layer left of the slab, beginning at the charged sheet and ending at the point $(z_d, U_d)$. At $z_d$, $U_d(z)$ changes slope abruptly due to the change in the dielectric constant, $\varepsilon$, from vacuum to dielectric, providing a straightforward way to identify $(z_d, U_d)$. However, treating the slab with electronic structure theory causes the electrostatic profile to differ from this idealized $U_d(z)$. In practice, we extract $U_d$ from our atomistic calculation and denote the result by $U_d(z)$. This is achieved by averaging out microscopic variations in the electrostatic energy $U(\vec{r})$, which is an output of the simulation: First, $U(\vec{r})$ is plane-averaged perpendicular to the surface normal throughout the slab supercell, yielding a plane-averaged electrostatic energy $\bar{U}(z)$. Then, an additional out-of-plane averaging is performed over an interval corresponding to a unit cell of the bulk material. This results in the macroscopic electrostatic energy [34], which corresponds to $U_d$. A typical result for $U_d(z)$ from an atomistic simulation is shown schematically as the red curve in Fig. 1(d) [slightly offset from $U_d(z)$ to make it easier to differentiate them in the intervals where they coincide]. Comparison of $U_d(z)$ to $U_d(z)$ highlights important differences between them:

1. The distinction between $\Delta \psi_{\text{surf}}$ and $\Delta \psi_{\text{BB}}$ is no longer clear; this is in keeping with the blurring of the distinction between band bending and surface dipole at microscopic distances from the surface [12]. We denote their sum by $\Delta \psi_{\text{surf}}$.

2. The introduction of an interface between the slab and the left-hand vacuum (towards the charged sheet) causes a spurious potential step, $\Delta \psi_0$, to arise, due to the dipole at this “virtual” surface. Furthermore, charge reorganization near the
virtual surface now explicitly accounts for the change in the slope of \( U_N(z) \), which in \( U_I(z) \) is a result of the change in dielectric constant \( \varepsilon \).

(3) Based on the curve for \( U_I(z) \), \( z_d \) may be viewed as the “formal left edge” of the slab, i.e., the position at which the slab “ends” and the (fictitious) left-hand vacuum “begins.” However, \( U_N(z) \) does not generally go through the point \((z_d, U_d)\).

Note that as a practical consideration, the virtual surface must be fully passivated to prevent the creation of spurious gap states. This can be achieved, e.g., by capping dangling bonds with hydrogens for simple column IV semiconductors, or with fractional pseudohydrogens [28] for polar semiconductors.

As just emphasized, \( U_d \) cannot be simply read off of \( U_N(z) \). However, if we were able to reconstruct \( U_I(z) \) from our available \( U_N(z) \) data, we would be able to identify the point \((z_d, U_d)\) by the change of slope as mentioned above. In other words, if we reconstruct the separate curves making up \( U_I(z) \) in the slab and in the vacuum to the left of it, then \((z_d, U_d)\) will be their intersection.

In the slab, it is possible to reconstruct \( U_I(z) \) using the fact that the slab is comprised of “doped” atoms with fractional \( Z \) matching the nominal bulk doping, by making the slab thick enough for its central region to be bulklike. The idealized \( U_I(z) \) to the right of \( z_d \) can then be extrapolated from \( U_N(z) \) in a central bulklike region, where the two are expected to match [the interval where the red and blue curves overlap in Fig. 1(d)]. In order to reconstruct \( U_I(z) \) in the vacuum, we must first extrapolate a line from \( U_N(z) \) in the vacuum between the slab’s virtual face and the charged sheet. We denote this line by \( U^{\text{vac}}(z) \) [indicated by a dashed red line in Fig. 1(d)]. However, in order to bring it into alignment with the idealized \( U_I(z) \) in the vacuum, \( U^{\text{vac}}(z) \) must be corrected for the potential drop on the virtual side, \( \Delta \phi_v \) [35]. This latter parameter can be obtained from a calculation of a slab system as similar to the idealized \( U_I(z) \), but fully passivated on both sides. Key values are shown in Fig. 1(d), but fully passivated on both sides. Key values are shown (see text for details).

We have found that this intersection-of-curves procedure is robust even if bulklike conditions are not strictly achieved within the slab [which we deduce by observing that the slope change of the reconstructed \( U_I(z) \) at \( z_d \) does not exactly correspond to division by the bulk dielectric constant]. This typically creates only a minor deviation in the estimate of the slab’s “formal edge,” i.e., of \( z_d \). In our various numerical tests, described in detail below, we found that even an error as large as 2 Å in \( z_d \) leads to no more, and usually much less, than a ~5 meV error in the converged position of the slab’s Fermi level, which is the most sensitive slab parameter examined.

C. Finding the net charge removed from the bulk, \( \Delta Q_B \)

Having determined \( U_d \), we use this value, along with \( E_F^0 \) — the Fermi level from the atomistic calculation—to find \( \Delta \phi_v \) based on Fig. 1(b):

\[
\Delta \phi_v = \frac{1}{e} (U_d - W_B - E_F^0).
\]

The energy difference between the Fermi level and the local vacuum level in the neutral bulk, \( W_B \), which is needed for using the above equation in practice, is also easily extracted from the fully passivated system in Fig. 2. As we have shown previously [23], in a fully passivated slab the “doped” atoms (which reflect the bulk nominal doping) determine \( E_F \) uniquely.

Using the value of \( \Delta \phi_v \), we obtained from Eq. (1), we now turn to calculate the amount of charge removed from the left-hand side, \( \Delta Q_B \), which, unless self-consistency has already been reached, will generally differ from \( \Delta Q_S \) (note that because \( \Delta Q_S \) and \( \Delta Q_B \) refer to charge inserted and removed, respectively, they are of the same sign). We treat the left-hand side of the system using the effective-mass approximation, which provides a good electrostatic description of the semi-infinite bulk. Specifically, we solve the Poisson-Boltzmann equation for this side [3]:

\[
d^2\Delta \phi \over dz^2 = -\frac{e}{\varepsilon_0} [n_0 - p_0 + p(z) - n(z)],
\]

where \( e \) is the electron charge and \( \varepsilon_0 \) is the vacuum permittivity. \( \Delta \phi \) is the \( z \)-dependent potential drop, which at \( z_d \) attains the value \( \Delta \phi_v \) [see Fig. 1(b)]. \( n(z) \) and \( p(z) \) are electron and hole concentrations, given by

\[
\begin{align*}
n(z) &= N_C \times F_{1/2} \left( e \Delta \phi(z) + \frac{E_F - E_{VBM}^{\text{bulk}}}{kT} \right), \\
p(z) &= N_V \times F_{1/2} \left( -e \Delta \phi(z) - \frac{E_F - E_{VBM}^{\text{bulk}}}{kT} \right),
\end{align*}
\]

where \( F_{1/2}(\eta) \equiv \frac{2}{\sqrt{\pi}} \int_0^{\infty} e^{\eta^2} d\eta \) is the Fermi-Dirac integral, \( k \) is Boltzmann’s constant, and \( T \) is the temperature.

The position of the Fermi level relative to the VBM in the neutral bulk, \( [E_F - E_{VBM}^{\text{bulk}}] \), is found from the requirement of charge neutrality in the bulk, based on the doping density (which is known). The expressions for the bulk carrier concentrations, \( n_0 \) and \( p_0 \), can be obtained by setting \( \Delta \phi(z) = 0 \) in Eq. (3). The bulk parameters, namely the effective density of...
states near the valence and conduction band edges, $N_v$ and $N_c$, respectively, the dielectric constant $\varepsilon$, and the gap energy $E_g$, can, if so desired, be obtained from separate first-principles calculations. Note, however, that due to quantum-size effects [36], $E_g$ in slab and bulk calculations may differ. Therefore, in order to maintain consistency between both sides of the system, it is preferable to extract also $E_g$ from the fully passivated system shown in Fig. 2.

Equations (2) and (3) can be solved to yield an expression for the total space charge per unit area in the semi-infinite bulk, equivalent to $-\Delta Q_B$, as a function of the bulk band bending $\Delta \varphi_B$. In cases where the doping is not degenerate, an analytical solution may be derived [3]:

$$
\Delta Q_B(\Delta \varphi_B) = \text{sgn}(\Delta \varphi_B) \frac{\sqrt{2\varepsilon_0kT}}{\varepsilon L_D} F\left(\beta \Delta \varphi_B, \frac{n_0}{p_0}\right),
$$

where $\beta = \frac{e^2}{3\varepsilon_0}$, $L_D$ is the extrinsic Debye length for holes,

$$
L_D \equiv \frac{kT\varepsilon_0}{\rho_0e^2},
$$

and

$$
F\left(\beta \Delta \varphi_B, \frac{n_0}{p_0}\right) = \sqrt{\left[\exp(-\beta \Delta \varphi_B) + \beta \Delta \varphi_B - 1\right] + \frac{n_0}{p_0} \left[\exp(\beta \Delta \varphi_B) - \beta \Delta \varphi_B - 1\right]}.
$$

This solution is based on the fact that the Fermi-Dirac integral, $F_{1/2}(\eta_T)$ in Eq. (3), approaches $\exp(\eta_T)$ in nondegenerate doping conditions. In the degenerate case, Eqs. (2) and (3) must be solved numerically.

If we now insert Eq. (1) into Eq. (4) [or into a numerical solution of Eqs. (2) and (3)], we obtain $\Delta Q_B$, which we then compare to $\Delta Q_S$. If charge conservation has been obtained, i.e., $\Delta Q_S = \Delta Q_B = \Delta Q$, then our entire system is self-consistent. If they differ, a new guess for $\Delta Q_S$ is chosen, and the process is repeated, until self-consistency is reached.

In principle, the guess for $\Delta Q_S$ in each step may be set to, e.g., $\Delta Q_B$ obtained in the previous step. In practice, however, the convergence of the self-consistent cycle can be accelerated by making use of the density of states (DOS) of the slab calculated in each step. The amount of excess charge in the slab as a function of any Fermi level position, $\Delta Q_S^\prime$ (where the prime indicates that it is variable), is easily obtained by energy integration of the slab’s DOS. The amount of excess charge from the bulk as a function of the Fermi level position, $\Delta Q_B$, is already known from Eqs. (1) to (3). We can then find a Fermi level position for which $\Delta Q_S = \Delta Q_B$ and use this excess charge value as a guess for $\Delta Q_S^\prime$ in the next step. While the DOS curve can and sometimes does itself depend on the sheet charge (see numerical examples below), this dependence is typically weak and therefore convergence is rapid. We further note that to ensure consistency with the effective-mass treatment of the left-hand-side bulk, Fermi-Dirac statistics at the correct temperature must be enforced in the slab. In the direct iteration scheme, this must be done within the electronic structure calculation itself, because the Fermi level position obtained from the slab calculation is used explicitly [in Eq. (1)]. If instead one integrates over the resulting DOS (using Fermi-Dirac statistics), any desired eigenstate occupation “smearing” scheme, commonly used to facilitate numerical convergence [37], can be used within the atomistic calculation.

### D. Correcting the total energy

The achievement of self-consistency between $\Delta Q_S$ and $\Delta Q_B$ ensures that the effects of the SCR in the semi-infinite bulk are correctly included in the atomistic calculation of the slab, and this will also be reflected in the total energy of the system. However, because the SCR is not explicitly included in the atomistic calculation, the total energy result coming out of the atomistic calculation, $E_a^\text{tot}$, must be corrected. We proceed to derive the total energy correction required, beginning from the bisected system in Fig. 1(b). The total energy of this system, $E_b^\text{tot}$, can be divided into two contributions, namely, the total energy of the semi-infinite bulk ($z < z_d$) and that of the slab ($z > z_d$). From our basic assumption, namely, that an electrostatic description is sufficient at $z < z_d$, it follows that $E_b^\text{tot}(z < z_d)$ can be found by integrating the square of the electrostatic field, $F(z)$, along the surface normal. Therefore,

$$
E_b^\text{tot} = \frac{1}{2} \varepsilon_0 \int_{-\infty}^{z_d} F(z)dz + E_s^\text{tot},
$$

where $E_b^\text{tot}$ denotes the total energy of the $z > z_d$ slab. While $E_a^\text{tot}$ must be derived from the atomistic treatment, it does not equal the total energy obtained from it directly, denoted above by $E_a^\text{tot}$. The latter includes, in addition to the slab itself, the energy of the thin sheet of charge $\Delta Q$, placed at a certain position, $z_{\text{sheet}}$, left of $z_d$. Furthermore, charge rearrangement takes place owing to the creation of the virtual surface [this is also associated with the appearance of the spurious potential drop, $\Delta \varphi_v$; recall Fig. 1(d)]. Thus,

$$
E_a^\text{tot} = E_s^\text{tot} + \frac{1}{2} \varepsilon_0 \int_{z_{\text{sheet}}}^{z_d} F^2(z)dz + \Delta E_v^\text{tot},
$$

where $F_v$ is the (constant) field in the vacuum layer between $z_{\text{sheet}}$ and $z_d$, and $\Delta E_v^\text{tot}$ denotes the energy required to form the virtual surface. Combining Eqs. (5), (6), we obtain

$$
E_v^\text{tot} = \frac{1}{2} \varepsilon_0 \int_{-\infty}^{z_d} F^2(z)dz + E_a^\text{tot} - \frac{1}{2} \varepsilon_0 \int_{z_{\text{sheet}}}^{z_d} F^2(z)dz - \Delta E_v^\text{tot} = E_a^\text{tot} + E_{\text{SCR}}^\text{tot} - E_v^\text{tot} - \Delta E_v^\text{tot}.
$$

The first term on the right-hand side of this equation, $E_a^\text{tot}$, is obtained directly from the atomistic calculation. The second term, $E_{\text{SCR}}^\text{tot}$, can be calculated once $F(z)$ in the SCR is obtained from a numerical solution of Eqs. (2) and (3). The third term, $E_v^\text{tot}$, can be calculated analytically.
from the known values of $\Delta Q$, $z_d$, and $z_{\text{sheet}}$ as

$$E_{\text{c}}^{\text{tot}} = \frac{1}{2} \varepsilon_0 \int_{z_{\text{sheet}}}^{z_d} \mathbf{F}^2 \, dz = \frac{1}{2} \varepsilon_0 (z_d - z_{\text{sheet}}) \mathbf{F}^2 = \frac{z_d - z_{\text{sheet}}}{2\varepsilon_0} \Delta Q^2.$$

The final term in Eq. (7), $\Delta E_{\text{c}}^{\text{tot}}$, is generally unknown. However, in keeping with our previous assumption in the context of the virtual surface, namely, that the macroscopic field is small relative to microscopic/atomistic fields, we may assume that $\Delta E_{\text{c}}^{\text{tot}}$ is constant with respect to reasonable values of $\Delta Q$. As a result, it will cancel out when comparing different surfaces of the same semiconductor. Therefore, the correction we must apply to $E_{\text{c}}^{\text{tot}}$ to regain the correct total energy, up to an uninteresting constant, is

$$\Delta E_{\text{c}}^{\text{tot}} \equiv E_{\text{c}}^{\text{tot}} - E_{\text{c}}.$$

In order for Eq. (8) to apply, care must be taken to ascertain that the surfaces compared possess the same bulk properties and the slabs have the same virtual-side structure.

E. Implementation

We have implemented CREST as a wrapper around any atomistic electronic structure program [38]. To be compatible with the wrapper, the electronic structure program must allow for the inclusion of a fixed sheet of charge, $Q_{\text{sheet}}$, as well as for the use of pseudopotentials with fractional $Z$ that serve as the “doped” atoms. The atomistic program is otherwise arbitrary in both the type of electronic structure approach used (e.g., empirical pseudopotentials, tight binding, density functional theory) and in other implementation details (e.g., basis set, treatment of core electrons). In practice, communication between the wrapper and the atomistic program occurs only once in each self-consistent step, and comprises running the program with a sheet of charge $Q_{\text{sheet}}$ (and added free charge of $-Q_{\text{sheet}}$), and thereafter extracting $U_b(z)$ and the slab DOS. This is done through an interface script, which must be implemented for each specific atomistic electronic structure program.

The atomistic slab is constructed by the user such that one side of the slab is the surface of interest and the other is a passivated, virtual surface, with “doped” semiconductor atoms within the slab. The charged sheet is placed to the left of the virtual surface, far enough from it such that no charge density is found in its vicinity (the exact position of the sheet does not affect the physics, as long as periodic boundary conditions parallel to the surface are set). The user must also provide $W_b$ and $\Delta \varphi_b$ obtained from a calculation of the fully passivated slab (see Fig. 2), which only needs to be performed once for the entire self-consistent cycle.

III. TIGHT-BINDING ELECTRONIC STRUCTURE CALCULATIONS

As a first step, we wish to ascertain that CREST indeed reproduces accurately results from calculations in which the SCR is entirely included within the calculation cell, across a wide range of scenarios. Because the technique outlined in the theory section is in principle compatible with any atomistic electronic structure approach chosen, it is most easily tested with a computationally inexpensive one. In this section we therefore use CREST as a wrapper around a simple, 1-D tight-binding (TB) code. It has the advantage of being computationally minimal while still reliably capturing the long-range electrostatic behavior. As a result, we are able to explicitly calculate systems whose SCR is much wider, relative to the distances between atoms, than would be possible within a first-principles (e.g., DFT) treatment. These results then serve as a reference point for calculations of slabs which are thin relative to the SCR, both without and with CREST.

A. Description of the TB model system

The Hamiltonian of a model system of $N$ sites is described by

$$\hat{H} = \hat{H}_{TB} + \hat{U}_{ES}.$$

The first part is the TB Hamiltonian. In the TB system, each “atom” (TB site) possesses two single-particle levels, denoted by $E_{\text{j}}$ and $E_{\text{j}1}$. Atoms interact only with their two nearest neighbors, via the interaction energies $S_{j,j+1}^I$ and $S_{j,j+1}^{II}$. The former two denote interaction between similar states on neighboring sites, while the latter indicates cross-interaction of different states on neighboring sites. There is no interaction between different states on the same site. This leads to the following form of TB Hamiltonian:

$$\hat{H}_{TB} = \sum_{j=1}^{N} \sum_{k=I,II} E_{j}^k |j,k\rangle \langle j,k| + \sum_{j=1}^{N-1} \sum_{k=I,II} S_{j,j+1}^I (|j,k\rangle \langle j+1,k| + |j+1,k\rangle \langle j,k|) + \sum_{j,j+1,k\neq k'} S_{j,j+1}^{II} (|j,k\rangle \langle j+1,k'| + |j+1,k\rangle \langle j,k'|).$$

(10)

which is given in explicit matrix form by

$$\hat{H}_{TB} = \begin{bmatrix}
\hat{E}_1 & \hat{S}_{12} & \hat{S}_{13} & \cdots & \hat{S}_{1,N-1} & \hat{S}_{1,N-1} \\
\hat{S}_{12} & \hat{E}_2 & \hat{S}_{23} & \cdots & \hat{S}_{2,N-1} & \hat{S}_{2,N-1} \\
\hat{S}_{13} & \hat{S}_{23} & \hat{E}_3 & \cdots & \hat{S}_{3,N-1} & \hat{S}_{3,N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\hat{0} & \hat{0} & \hat{0} & \cdots & \hat{E}_{N-1} & \hat{S}_{N,N-1} \\
\hat{0} & \hat{0} & \hat{0} & \cdots & \hat{S}_{N,N-1} & \hat{E}_N
\end{bmatrix},$$

where $\hat{0}$ is a $2 \times 2$ zero matrix and $\hat{E}_j, \hat{S}_{j,j+1}$ are the $2 \times 2$ matrices:

$$\hat{E}_j = \begin{bmatrix}
E_{j} & 0 \\
0 & E_{j1}
\end{bmatrix}, \quad \hat{S}_{j,j+1} = \begin{bmatrix}
S_{j,j+1}^I & S_{j,j+1}^{II} \\
S_{j,j+1}^{II} & S_{j,j+1}^{II}
\end{bmatrix}.$$

In general, $\hat{E}_j$ are identical for all $j$ belonging to “bulk” atom” sites, as are all $\hat{S}_{j,j+1}^I$. We denote the bulk atom lower and higher energies by $E_{b}^I$ and $E_{b}^{II}$, and the interlevel interactions by $S_{b}^I$, $S_{b}^{II}$, and $S_{b}^{II}$, respectively. If the on-site energies are far enough apart relative to the magnitude...
of the interlevel interactions and \( S_{b}^{I} \approx S_{b}^{II} \approx S_{b}^{III} \), then a semiconductor results, with a forbidden gap of roughly \( E_{g} \approx E_{b}^{I} - E_{b}^{II} - E_{g}^{III} \approx 2(\lvert S_{b}^{I} \rvert + \lvert S_{b}^{II} \rvert + \lvert S_{b}^{III} \rvert) \) (slightly increased by the cross-level \( S_{b}^{I,II} \) interactions). We note that this system bears some similarity to the alternating-site TB model semiconductor presented in Ref. [39]. In our TB model, we illustratively used \( E_{b}^{I} = -5\, \text{eV}, \ E_{b}^{II} = -3\, \text{eV}, \ S_{b}^{I} = -0.2\, \text{eV}, \ S_{b}^{II} = -0.3\, \text{eV}, \) and \( S_{b}^{III} = -0.1\, \text{eV} \). These result in a bulk forbidden gap of about \( E_{b} \approx 1\, \text{eV} \).

Vacuum is represented by “empty” sites, i.e., sites with very high on-site energies which do not interact with their neighbors \( (\tilde{S}_{j,j+1} = 0) \). We use 10 vacuum sites on either end of the chain in all systems. A defect with a gap state is represented by a single, noninteracting site with one energy level within the TB semiconductor gap. Specifically, we place a defect site between a bulk atom site and a vacuum site to mimic a surface defect.

The second part of our model Hamiltonian [right side of Eq. (9)] is an electrostatic term which shifts the on-site energies \( E_{I}^{j} \) and \( E_{II}^{j} \), and has the form

\[
\hat{U}_{ES} = \sum_{j=1}^{N} U_{j} \sum_{k=I,II} \lvert j,k \rvert \lvert j,k \rangle. \tag{11}
\]

The values of \( U_{j} \) are determined as follows. We allow each energy level to be occupied by one electron only (no spin degeneracy). Each undoped bulk atom (site) is attributed a “nuclear” (positive) charge of 1, and contributes 1 electron to the system. Vacuum sites are attributed no nuclear charge and contribute no electrons. The correct charging behavior of defect gap states is achieved as follows: If an electron acceptor defect is desired, the nongap energy level is positioned well within or below the semiconductor VB, such that it is always full. This way, if the gap level is empty the acceptor defect is desired, the nongap energy level is positioned well within or above the CB, such that it is always full. This affects the Hamiltonian via \( \hat{U}_{ES} \). A connection is made between the “doped atom” modifications and the volumetric doping rate \( N_{dop} \), as well as other quantities needed for the effective-mass treatment, via our selected distance between sites and chain lateral area. As expected, minute modifications (moderate doping) cause negligible alterations in the TB eigenvalues, while \( E_{F} \) shifts within the gap.

In order to obtain the bulk parameters \( N_{V}, N_{C}, \) and \( \varepsilon \) for this fictitious system, we first calculated explicitly the semiconductor bulk, as well as symmetric \( p-n \) junctions, at various doping densities. We then compared the results from these calculations with effective-mass calculations, and derived the bulk parameter values which yielded the best fit. The value we obtained for \( \varepsilon \) was about 1.5, indicating relatively low screening.

### B. SCR confinement and CREST results in simulations of a typical system

We select a typical system comprising an \( n \)-type material with \( N_{dop} = 1.25 \times 10^{17} \, \text{cm}^{-3} \) and a deep acceptor surface defect with \( N_{as} = 2.5 \times 10^{11} \, \text{cm}^{-2} \), in order to illustrate typical trends in systems calculated with our TB code. Some results from the “full-SCR” calculation of this system, i.e., with a slab which is sufficiently thick to include the full SCR, are shown in Fig. 3.

The band bending associated with the SCR is clearly visible in the site-projected DOS (PDOS), shown in Fig. 3(a). The corresponding net charge profile is shown in Fig. 3(b); a depletion region is discernible as a region of net positive charge, tapering off towards the back (left side) of the slab. These results demonstrate that our TB code reproduces the typical electrostatic features of doped surfaces. The electrostatic energy \( U_{I} \) of this system [which follows the band bending shown in Fig. 3(a)] and its total DOS are shown in Fig. 4 (dashed blue curves) as our reference data for thin-slab treatments. In this figure and those that follow, DOS energies are referenced to the highest occupied “bulklike” state (i.e., ignoring the surface defect occupation), which we denote by \( E_{VBM} \).

To investigate the effect of using an insufficiently thick slab for modeling the surface in Fig. 3, we preserve the “doped” atom fraction, but use slabs whose thicknesses are 50, 40, and 30 sites, respectively, i.e., from one-sixth to one-tenth of the full-SCR system. We compare the resulting \( U_{I} \) curves, both without and with the use of CREST, in Fig. 4(a). In the former “confined-SCR” case, for all thicknesses the band-
bending profile is visibly distorted relative to the full-SCR curve, “straightening out” after some fraction of the overall potential energy difference in the full-SCR system. Naturally, the greatest error occurs in the thinnest slab, where the energy difference is a mere 70 meV, one-fifth of the full-SCR value of 340 meV. This underestimation is less severe when using thicker slabs, but is naturally greater at lower doping rates we examined (not shown for brevity). An examination of the DOS of the confined-SCR slab in the 30-site case [Fig. 4(b)] shows that the distortion is associated with a qualitatively erroneous description of the top of the valence band, as well as with an error in the value of $E_F$, which is 0.2 eV too low. It should be noted that because the calculation of the surface work function from first principles depends on the position of $E_F$ and on the electrostatic energy [40], we also expect this value to be erroneous. In addition, there is a small error (≈5 meV) in the surface state position in the gap. Generally, the surface state position is shifted within the bulk gap by the SCR-related field (as also observed by Kempisty and co-workers [20]). But in the confined-SCR system, this field is too small, leading to the error observed. Similar errors occur in the thicker slabs (not shown for brevity).

As evident from the solid red curves in Fig. 4, the application of CREST brings the thin-slab simulation results into near-perfect agreement with the more expensive thick-slab, full-SCR results. In Fig. 4(a), the full-SCR electrostatic energy curve is reproduced near the surface by $U_d(z)$ from the thin-slab TB calculation. Deviations occur only near the leftmost atoms in the each thin slab (i.e., at the virtual face), at −60, −80, and −100 Å, respectively, relative to the surface defect position. $z_d$ was found to be 1–2 Å left of the leftmost atoms in all cases. To the left of $z_d$, the remainder of the full-SCR curve is nicely reproduced by the numerical solution of Eqs. (2) and (3) within the effective-mass approximation, at a much lower computational cost than an explicit treatment. CREST performs well at all three slab thicknesses examined, such that using a thicker slab simply amounts to accounting for more of the band bending explicitly. This provides confirmation not only of the validity of an electrostatic treatment beyond a certain distance from the surface, but also of the assumption that the effect of the charged sheet on the electronic structure at the slab’s virtual, passivated...
surface is negligible. Note that when less of the band bending is accounted for explicitly in the slab, \( \Delta Q \) increases and more charge is placed on the sheet. Despite this, a single value of \( \Delta \phi_0 \), obtained from the fully passivated reference calculation (see Fig. 2), is used successfully throughout.

Focusing now on the 30-site slab, the value of \( U_d \) was found by CREST to be \(-165\) meV, relative to \( U_l \) in the (right-side) vacuum. This energy difference includes both the band bending explicitly included in the thin slab and the surface dipole (the sum of which is denoted by \( e \Delta \phi_{\text{tot}}^S \) in Fig. 1(d)).

The band bending in the effective-mass bulk was found by CREST to be \( \Delta \phi_b = -175\) mV, and the sum of this and \( \Delta \phi_{\text{tot}}^S \) thus reaches the full-SCR value of \(-340\) mV. The DOS of the CREST slab matches the full-SCR curve at all energies from the surface state to about 0.15 eV below \( E_{\text{VBM}} \). The discrepancy at lower energies originates from bulk states that reside in the region far from the surface. These are included explicitly in the full-SCR calculation but not in the thin slab [41].

In the CREST simulations in Fig. 4, the charged sheet was placed 12 Å left of the leftmost atoms. We emphasize that this is an arbitrary choice, which has no effect on the results shown (as long as the slab remains more than a few Å away from the slab’s virtual face). This is so because owing to Gauss’s law the field of an infinite, uniform, two-dimensional sheet of charge is constant. This has been confirmed numerically in our calculations (not shown for brevity).

### C. Fully, partially, and unpinned scenarios

At a doped semiconductor surface, the equilibrium value of \( E_F \), relative to the surface band gap, is affected by both the bulk and the surface. At one extreme, it may be entirely determined by the surface state, such that its value is independent of the bulk doping. We refer to this scenario as “full Fermi level pinning.” At the other extreme, the influence of the surface state may be negligible, and so \( E_F \) matches its bulk value and no SCR forms. We refer to this scenario as an “unpinned Fermi level.” The system of Fig. 3 displays an intermediate case: On the one hand, significant band bending is evident, such that \( E_F \) relative to the surface band does not match its bulk value and the influence of the surface state is not negligible. On the other hand, the fact that the final \( E_F \) resides above the acceptor state level [see Fig. 3(a) and Fig. 4(b)] indicates that it is significantly influenced by the bulk, because if it were not, \( E_F \) would reside at or below the (empty) acceptor state energy. Thus, the Fermi level is neither unpinned nor fully-pinned. We refer to this scenario as “partial” or “intermediate pinning.” We also use the terms “strong pinning” or “weak pinning” to indicate a deciding influence of the surface or bulk, respectively, on the position of \( E_F \) at the surface.

We are able to explore different pinning regimes within the TB model by varying \( N_{ss} \) in the system while keeping \( N_{\text{dop}} \) constant. In Fig. 5, SCR-confined and CREST results throughout the range from no- to full-pinning are referenced to the full-SCR calculation, focusing on the values obtained for \( E_F \) and for the defect level in the gap, \( E_d \), relative to \( E_{\text{VBM}} \) in each respective calculation. The values of \( \Delta \phi_0 \) obtained from the CREST calculations are also shown [Fig. 5(c)], indicating the remaining band bending which is not included explicitly in the atomistic slab. Results for a \( p \)-type bulk with similar \( N_{\text{dop}} \) and a deep donor level are very similar, but all errors are reversed in sign, as are \( \Delta \phi_0 \) values in Fig. 5(c) (not shown for brevity).

The progression from no to full \( E_F \) pinning, corresponding to about a tenfold increase in \( N_{ss} \), is clear in the magnitude of the errors in \( E_F \) due to SCR confinement [Fig. 5(a)]. In the extreme case of no pinning, the “doped-atom” approach is sufficient, as also seen in Ref. [23] using DFT. In the other extreme, the error in \( E_F \) of the confined-SCR system is also small, as \( E_F \) becomes pinned to the defect state and becomes insensitive to the bulk. In the middle of the range, however, charge drawn from the bulk reservoir becomes a deciding factor in the final \( E_F \). This leads to errors of as much as 0.4 eV in \( E_F \) of the confined-SCR slab, almost half of the semiconductor gap of \(-1\) eV.

The errors in the energy of the surface state [Fig. 5(b)] follow a different progression, since they are determined by the SCR-derived field. This field becomes greater the more charge is transferred to the surface, which in turn is associated with stronger pinning. In the SCR-confined case this charge transfer is curtailed by the limited system size.

As Fig. 5 shows, in all these cases CREST corrects nicely for the errors introduced by the thin-slab setup. The \( \Delta \phi_0 \) values obtained, shown in Fig. 5(c), follow the magnitude of charge transfer \( \Delta Q \) from the bulk, which becomes greater as \( E_F \) is more strongly pinned. This is precisely the charge “missing” from the confined-SCR slab.

We conclude this section with an examination of CREST corrections to a broad array of thin-slab systems with various doping rates and surface state densities, focusing on corrections to \( E_F \). This is shown in Fig. 6 for \( n \)-type doping. Very similar results are obtained from \( p \)-type systems, albeit with a
reversed sign of the corrections (not shown for brevity). These results demonstrate the interplay between bulk and surface that determines the position of $E_F$ at the surface. The different pinning regimes are clearly recognizable in Fig. 6. The top left area, corresponding to high values of $N_s$, and low values of $N_{dop}$, is the strong-pinning regime, and the bottom right is the weak-pinning regime. In both of these the corrections of CREST to the $E_F$ of the confined-SCR slab are negligible, as also seen at the left and right of Fig. 5(a), which corresponds to “traveling” vertically in Fig. 6. However, in the intermediate-pinning regime, appearing along the diagonal from bottom left to top right, CREST provides large corrections amounting to significant fractions of the forbidden gap energy.

IV. DENSITY FUNCTIONAL THEORY CALCULATIONS

In order to use CREST with first-principles DFT calculations, we modified the FHI-AIMS code [42] to allow for the inclusion of point charges. A grid of these charges, periodic in parallel to the surface and at some distance from the virtual surface of the slab, can perfectly simulate the electrostatic effect of a fixed charged sheet, because the potential of a periodic point-charge arrangement in the normal direction has a constant leading term, i.e., of a uniform sheet, and all other terms decay exponentially with a maximal decay length of $a/2\pi$, where $a$ is the point-charge grid spacing [43]. Thus at a distance reasonably larger than $a/2\pi$, no additional nonnegligible fields due to the discretization of the sheet will remain, leaving only the field of a uniform sheet. Because FHI-AIMS is an all-electron code, “doped” atoms are naturally included by a simple modification of the nuclear and valence charges of the bulk atoms, as has been done in previous work [24–27].

We use throughout the generalized-gradient approximation to the exchange-correlation functional, given by Perdew, Burke, and Ernzerhof (PBE functional) [44]. In FHI-AIMS, the basis set is hierarchically ordered into tiers. Here, geometries were relaxed with the “light” defaults for integration grids and basis functions as provided by FHI-AIMS, which correspond to a tier-1 basis set. Electronic structures were subsequently determined by single-point calculations with “tight” defaults, which are based on a tier-2 basis set. Calculations were always performed with periodic boundary conditions in all three dimensions, with a dipolar correction [45–47] applied in the vacuum between the real surface and the charged sheet in the next periodic image, to prevent the appearance of a spurious field in this region. It is important not to confuse this spurious field with the intentional field in the vacuum between the charged sheet and the virtual surface. We used Monkhorst-Pack [48] $k$-point grids centered on the $\Gamma$ point, with $20 \times 20 \times 1$ and $10 \times 20 \times 1$ points for $(1 \times 1)$ and $(2 \times 1)$ surfaces, respectively. Eigenstate occupations were smeared with a Fermi-Dirac distribution at room temperature (RT; 298.15 K); note, however, that this is not a requirement for the use of CREST in general.

In the results shown below, we considered simulation slabs containing 26 Si layers (~40 Å thick), constructed as follows: The relaxed Si bulk (with the lattice constant found to be 5.47 Å) was cleaved in the (111) direction and capped on both sides with hydrogen atoms. The outer 6 Si layers and the H atoms on each side were then allowed to relax, leading to a fully passivated slab. In calculations of subsequent unpassivated surfaces, only the topmost 10 Si layers were replaced and allowed to relax, with the center and the bottom (virtual) side frozen. The 10 topmost Si layers’ geometry was preserved in the 20-layer slabs, while in the 14-layer slabs, only the upper 6 Si layers were relaxed. The starting geometry of the clean-cleaved Si(111) surface (introduced below) was obtained by cleavage of the bulk. The starting geometry of the positively buckled Si(111) (2 × 1) reconstruction was based on LEED data obtained by Himpsel et al. [49], and of the negatively buckled Si(111) (2 × 1) reconstruction on recently published computational data [50] (these surfaces are also introduced below). All relaxations were performed before the application of CREST. For the effective-mass treatment, well-established values of the Si bulk parameters were taken from the literature (Ref. [3]), namely $\varepsilon = 11.9$, $N_{v} = 2.65 \times 10^{18}$ cm$^{-3}$, and $N_{c} = 2.80 \times 10^{19}$ cm$^{-3}$. These adequately describe bulk Si calculated with PBE, as demonstrated in a previous comparison of “doped-atom” PBE to effective-mass results using these values [23]. Values of $E_F = 0.70$−0.71 eV were extracted from fully passivated system calculations as described above (see Fig. 2), as were values of $\Delta \varphi_s = -1.0$ to -1.1 eV and of the work function on the virtual side, $\varphi_s = \Delta \varphi_s + W_b = 4.3$, 4.1, and 4.0 eV for intrinsic, 10$^{17}$, and $2 \times 10^{19}$ cm$^{-3}$ n-type doping, respectively. The convergence parameter for CREST was set to 1 meV on the Fermi level and band bending. The CREST self-consistent cycle converged within at most 7 iterations in all cases.

We demonstrate CREST/DFT by applying the technique to three different reconstructions of the Si(111) surface, focusing on the electronic structure. The first of these is the “clean-cleaved” (1 × 1) surface (denoted henceforth by “CC”). Cleavage along the (111) plane of Si usually occurs through the middle of the covalent bond pointing along the (111) direction [5]. This leaves dangling bonds, where the surface atoms are undercoordinated relative to the bulk. These dangling bonds are half-filled surface states, causing Fermi level pinning and charge transfer to the surface, the magnitude...
of which depends on the bulk doping. The second and third surfaces examined are based on the (2 × 1) reconstruction, which appears when the cleaving process of the Si(111) surface is performed at high vacuum and room temperature. The commonly accepted model for this reconstruction involves a π-bonded chain structure suggested by Pandey [5,51,52]. An improved model indicated that the chains can buckle [49]. This buckling may occur in two directions, leading to the existence of two isomers, termed “positive” and “negative” [17,53], and denoted below by “PB” and “NB,” respectively. For each of these surfaces, we consider three representative doping concentrations, namely intrinsic, $n_{\text{dop}} = 10^{17} \text{ cm}^{-3}$ (moderately doped; MDn), and $n_{\text{dop}} = 2 \times 10^{19} \text{ cm}^{-3}$ (highly doped; HDn).

As a preliminary step, we performed CREST/DFT calculations of the examined surfaces and doping levels with slabs comprising 26, 20, and 14 Si layers. The plane-averaged long-range electrostatic energy (denoted by $U_{lr}$) curves for the three surfaces examined in the HDn case are shown in Fig. 7. As in the results shown in Fig. 4(a) above, it is clear that in general, the use of a thicker slab (identifiable by potential energy oscillations) amounts to inclusion of more of the band bending explicitly within the slab rather than in the effective-mass bulk. Accordingly, the thicker the slab, the smaller the charge on the sheet, as is evident from the slope of $U_{lr}$ in the vacuum to the left of the slab in each case. This trend is broken only in the thinnest CC surface calculation, which also displays artifacts within the slab, indicating that it is not sufficiently converged at 14 Si layers. The PB and NB calculations converge more quickly, and regardless, all surfaces are well converged at our working thickness of 26 Si layers. The surface work functions obtained from the two thicker slab calculations were equal within 0.01 eV in all systems (in most cases within 1–2 meV), and even results from the 14-layer slabs did not deviate from the thickest slabs by more than ~0.02 eV. Total energy differences between the slabs were similarly converged, with ~0.01 meV at most between the thickest slabs. As an additional test, we carried out a calculation of the CC surface of HDn Si, using “doped” atoms alone, with a deep (98 Si layers, ~15 nm thick) slab. This thickness is sufficient to capture almost the entire SCR in this system due to its relatively small width, though the computation is demanding. It was confirmed that the results of the corresponding CREST calculation indeed match this “full-SCR” calculation (not shown for brevity).

Taken together, these results, analogously to the TB system results in Fig. 4, affirm the applicability of an electrostatic treatment within a short distance from the surface; support the robustness of the virtual surface’s electronic structure and potential drop against realistic changes in the sheet charge (note that the largest fields occur in the HDn cases shown); and demonstrate that the CREST results are converged at slab thicknesses comparable to those required for the convergence of other surface properties. We therefore proceed to examine the effects of doping on the band structures of the CC and PB surfaces. Results for the NB surface are omitted henceforth for brevity, as the trends appearing there are intermediate between those appearing in the band structures discussed below.

The left-hand panels of Fig. 8 describe the surface band-structure diagrams, at all three representative doping rates, of the CC (a) and PB (c) surface reconstructions, as calculated with CREST. The corresponding confined-SCR calculations without CREST are shown for the CC and PB surfaces in panels (b) and (d), respectively. In these diagrams, the majority of states in the vicinity of $E_F$ form continuous energy bands which are “bulklke”; i.e., they resemble the bulk bands of Si, consistent with the rapid decay of the surface states away from the surface. The surface states are clearly identifiable as isolated states within the bulklike gap. As expected, the CC surface is metallic, with $E_F$ positioned within the surface band at all doping rates, while the PB surface is semiconducting. The PB surface band structure agrees qualitatively with that obtained from many body-perturbation theory [17,54], and even though the PBE approximation causes a significant underestimation of the gap, the salient features are captured well enough for the purposes of our demonstration. All energies in Fig. 8 (e.g., $E_F$) are given relative to the maximum of the highest occupied bulklike band, denoted by $E_{VBM}$, in each respective system. The amount of charge transferred to each surface as calculated by CREST, $\Delta Q$, and the “missing” band bending CREST accounts for, $\Delta \psi_b$, are collected in Table I. This table also includes an estimation of the total band bending in the system [denoted by $\Delta \psi_{b,\text{int}}$ in Fig. 1(a)], which is the sum of $\Delta \psi_b$ and the potential drop occurring inside the slab, from a point where the short-range surface oscillations in the macroscopic electrostatic energy have visibly decayed (around the 4th or 5th Si layer in from the surface).

We start by discussing the band structures at the CC surface [Fig. 8(a)]. At all three doping densities, the metallic nature of the surface is evident in the fact that $E_F$ (horizontal line) passes through the surface band (curved line) regardless of doping, with negligible changes in its position relative to the
FIG. 8. (Color online) Surface band structures of the metallic, clean-cleaved Si(111) (1×1) surface [(a) and (b)], and of the semiconducting, positively buckled π-chain Si(111) (2×1) surface [(c) and (d)]. Results from both CREST-corrected [(a) and (c)] and confined-SCR [(b) and (d)] calculations are shown. Within each panel, different doping levels are compared: intrinsic (blue dashed lines), moderately n doped (MDn; N_{dop} = 10^{17} \text{ cm}^{-3}; green dot-dashed lines), and heavily n doped (HDn; N_{dop} = 2 \times 10^{19} \text{ cm}^{-3}; red solid lines). E_F values are marked by straight horizontal lines. The surface bands are the freestanding (curved) lines. The “bulklike” bands (see text) are shaded in, with blue indicating regions where bands exist only in the intrinsic/MDn cases, light red where bands exist only in the HDn case, and dark gray where bands exist at all doping densities. The edges are marked with the respective lines for clarity. Energies are referenced to the maximum of the highest occupied bulklike band, E_{VBM}, in each respective surface band diagram. Panel (e) describes the paths taken in k space.

band. E_F is therefore strongly pinned at the surface. As a result of this, and as is also clear from Fig. 8(a), the change of the bulk doping density from intrinsic (blue lines) to MDn (green) has only minute effects on the band-structure diagram. We do, however, expect it to have significant effects on the bulk (which are accounted for by CREST), as indeed is evident from the increase in the band bending occurring in the semi-infinite bulk, from ~−0.01 V in the intrinsic case to ~−0.17 V in the MDn case (Table I, upper part). In keeping with this order-of-magnitude increase in |Δϕ_b|, the magnitude of the charge transferred to the surface, |ΔQ|, is increased by two orders of magnitude. The total band bending also follows the same progression. Note that the exact numerical value of Δϕ_{BB}^{tot} depends on the somewhat arbitrary distinction between surface dipole and band bending, i.e., on the extent of the region where the potential is considered as a “short-range surface effect.” This is especially so for the intrinsic case, where this may cause most of the (overall very small) band bending to seem to occur in the slab.

In contrast to the MDn case, in the HDn case (red lines) actual changes in the band-structure diagram occur relative to the intrinsic or MDn cases. First, the surface band is shifted up by ~0.07 eV, due to the field originating from the SCR. This effect is exactly the same as seen in the TB model system in Fig. 5(b) at high N_{ss} values. Note that because E_F remains pinned to the surface band, it too increases relative to the bulklike bands in the slab (monochrome shaded regions in Fig. 8(a)], and of course relative to the bulk itself (which is
treated only with the effective mass approximation). The other significant change is that much of the band bending, which previously occurred outside the slab (and was accounted for by CREST), now occurs within it. Because the bands are bent up towards the surface, the highest occupied bulklike band in the slab originates close to the surface, while the lowest unoccupied bulklike band originates far from it. Thus, the inclusion of more band bending explicitly in the slab lowers the unoccupied bulklike bands by ∼0.1 eV in Fig. 8(a). This is accompanied by a decrease of |Δϕb| by approximately the same amount, to a few tens of mV (Table I, upper part). Note that despite this, CREST still accounts for a significant amount of “missing” charge transferred to the slab, an order of magnitude greater than in the MDn case.

We compare CREST results for the CC surface, Fig. 8(a), with the band-structure diagram in Fig. 8(b), which is obtained for the same surface but in a “confined-SCR” configuration, i.e., with “doped” atoms but without the use of CREST. A side-by-side comparison of the diagrams shows that they are quite similar, in particular at intrinsic or moderate doping. This is expected, in light of the strong pinning of $E_F$ which characterizes this surface. As also demonstrated in the TB model system (see Fig. 6), in strongly pinned cases even the use of “doped” atoms alone in a confined-SCR configuration captures correctly the position of $E_F$ relative to the bands at or very near the surface. Despite this, some differences do appear at high doping, the most noticeable of which is in the position of the unoccupied bulklike band, which in the CREST-corrected system [Fig. 8(a)] is visibly lower than in the confined-SCR system [Fig. 8(b)]. This is a direct result of the confinement, as the bands are forced to “level out” too early, similarly to the situation shown in the TB example in Fig. 4(a).

The results for the CC surface show that the use of CREST provides us with some insights as to the influence of the bulk doping even in a fully pinned scenario. In particular, we obtain information about surface charging and the bulk potential drop. Importantly, note that while we were able to guess, due to pinning, that the slab band structure would be fairly well described with “doped” atoms alone, by the use of CREST we obtain this as a result of the calculation, with no a priori assumptions.

Turning to the CREST calculations of the PB surface [Fig. 8(c)], we focus first on the intrinsic band structure (blue lines and blue/gray shaded regions). It is obvious that the system is semiconducting: $E_F$ resides within a forbidden gap between the maximum of the highest occupied band (HOB) and the minimum of the lowest unoccupied band (LUB). However, the gap is heterogeneous. The HOB maximum belongs to a bulklike band (shown by the lower gray/blue shaded regions), while the LUB minimum belongs to a surface state (blue solid line). The lowest unoccupied bulklike band minimum, found along the high-symmetry line between the $\Gamma$ and $J$ points, is much higher. As a result, the $E_F$ position is determined by a number of factors including the bulk and surface DOS near the valence and conduction band edges respectively, the bulk doping, and the band bending in the bulk. This interplay points to a situation of partial pinning. Another result of this situation is clear from the significant amount of charge transfer to the slab and the bulk band bending accounted for in CREST (Table I, lower part): Already at intrinsic doping, a significant amount of charge resides on the surface, accompanied by a band bending of $\Delta \phi_{b} = -0.18$ V occurring in the effective-mass bulk (of the $\sim -0.22$ V total).

Because $E_F$ in the PB surface is partially pinned, we see a noticeable upshift of $\sim 0.06$ V in $E_F$ in the MDn case relative to the intrinsic case, such that it comes to reside at $\sim 0.08$ V from the LUB minimum—approximately at the rule-of-thumb limit for degenerate doping, $3kT$. The surface bands, however, are shifted only slightly due the increase in the SCR field, while the bulklike bands do not shift at all. The $|\Delta \phi_{b}|$ accounted for by CREST is almost doubled (with a corresponding increase in $|\Delta \phi_{BB}|$), and $|\Delta Q|$ is 5–6 times larger.

If we now consider the HDn case, we see some similar trends to those we saw in the HDn CC surface. The surface bands are higher by $0.15$ V, $E_F$ is pinned to the LUB minimum, and the inclusion of much of the band bending inside the slab causes the unoccupied bulklike band to lower by $\sim 0.1$ eV, while $|\Delta \phi_{b}|$ decreases to $\sim 0.05$ eV. Other small changes also occur in the bulklike bands. One interesting result in this context is the fact that due to the upshifting of the occupied surface band, its energy maximum becomes higher than that of the highest occupied bulklike band by about $0.05$ eV, changing the character of the system’s forbidden gap to being a pure surface gap. Also of interest is the fact that the total band bending does not increase significantly. This is a result of the partial pinning situation: $E_F$ is driven up relative to the surface bands, and together with the upshift of the surface bands themselves, this preserves the energy difference between the bulk- and the surface-determined $E_F$ values despite the increase in the former.

Finally, we compare the PB surface CREST result, Fig. 8(c), with an uncorrected, confined-SCR result for the same surface, Fig. 8(d). In the confined-SCR system, hardly any change to the band structure is observed upon going from intrinsic to moderate doping, similarly to the strongly pinned CC surface [Fig. 8(b)]. However, while in the CC case our use of CREST was able to validate this result, in the partially pinned PB surface this result turns out to be erroneous, as charge transferred from the bulk in fact causes $E_F$ to shift up noticeably [Fig. 8(c)]. This is again in keeping with the trends observed in the TB model system for surfaces exhibiting partial $E_F$ pinning (see Fig. 6). In the HDn case, we note that all of the phenomena highlighted in the discussion of Fig. 8(c) above, and in particular the bulklike LUB downshift, are underestimated in the confined-SCR HDn result.
To summarize, the results shown in this section confirm that the insights gained from our TB analysis are indeed valid when using DFT. Furthermore, they demonstrate clearly that for a quantitatively correct description of electronic structure at charged semiconductor surfaces, a fully self-consistent treatment of long-range electrostatic effects is needed. CREST provides, for a given surface geometry and composition, such a treatment. It is important to mention that the construction of the surface itself remains a separate challenge. For example, a reliable simulation of a highly inhomogeneous distribution of surface charge would require large lateral slab dimensions, regardless of whether CREST is used to account for the vertical charge distribution. But in any case, a correct description must include the effects of the SCR.

V. SUMMARY

We have presented an approach that allows the global effects of doping to be accounted for in simulations of the surfaces of semiconductors. The approach is based on the inclusion of a sheet of fixed charge within a periodic slab calculation, such that the overall net charge of the system is zero. The fixed charged sheet reproduces the electrostatic effects of the SCR, and the associated nonfixed charge duplicates the charge transferred from the doped semiconductor bulk to the surface (whereby the SCR is formed). The correct amount of charge is calculated based on the twin requirements of charge conservation and Fermi level equilibration between the semi-infinite bulk, which is treated semiclassically, and the slab, which can be treated with atomistic detail. We call this technique CREST—the charge-reservoir electrostatic sheet technique. CREST is implemented as a wrapper program around standard electronic structure codes.

We applied CREST first in conjunction with a simple tight-binding electronic-structure code. Using this, we demonstrated the ability of CREST to correct the errors introduced by the use of calculation cells that truncate the SCR, thus reproducing the results from much more computationally demanding calculations wherein the full SCR was included. This was demonstrated in a range of cases, from full to partial to no Fermi level pinning.

Finally, we used CREST with the DFT electronic structure code FHI-AIMS to treat the clean-cleaved, metallic \((1 \times 1)\) Si(111) surface, as well as its buckled \(\pi\) chain, semiconducting \((2 \times 1)\) rearrangements. We calculated the magnitudes of the charging and band bending at these surfaces, and presented unique information about the doping dependence of their surface band structures and Fermi levels. This information demonstrates that these surfaces represent different degrees of \(E_F\) pinning.

We expect CREST to be useful in wide range of semiconductor surface and interface simulations, and hope that the design of CREST as a freestanding procedure external to the electronic structure code will facilitate its ready application. Beyond examples we have described in the introduction, a particular scenario of interest involves local doping/charged defect effects near surfaces. In such cases, CREST may be instrumental in compensating the excess charge introduced by such defects, allowing for a simultaneous treatment of both local and global doping effects. While in this work we have focused on electronic structures, we note that the derivation of the correct, full surface work function of arbitrarily charged surfaces can be obtained directly from the vacuum energy and the value of \(E_F\) found by CREST. In addition, the correct calculation of doping-dependent total energies allows for the calculation of Hellman-Feynman forces and other derived quantities, and opens the door to the study of, e.g., surface phase diagrams and interface structures as a function of the bulk doping concentration.
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A straight line in the vacuum left of the slab and a curved line in the slab. The slope of the vacuum line corresponds to the sheet charge, and therefore one point on that line is sufficient to reconstruct it. We approximate the curved line by a parabola, allowing us to reconstruct it using three points on \( U(z) \), taken from the region where it is reasonable to assume that it matches \( U_r(z) \), i.e., in a bulklike interval in the slab.


[38] The CREST wrapper program, including example input files and interface scripts, will be made available on the website of the Kronik research group, at http://www.weizmann.ac.il/materials/Leeor/software/, and on the FHI-AIMS website, at https://aimsclub.fhi-berlin.mpg.de/aims_utilities.php.


[41] Our original full-SCR system contains 300 sites. In the absence of a SCR, the solution of the system Hamiltonian would result in 600 states that are delocalized throughout the slab. However, in the presence of a SCR, the bending of the bands upwards (to higher energies) towards the surface causes some states to localize nearer the surface and others to localize far from it. When simulating the surface using only 30 atomic sites (i.e., 60 states), the states sacrificed in favor of an electrostatic description are those farthest from the surface. Accordingly, these states are missing from the DOS.


[61] The intersection of two curves that together comprise \( U_r(z) \):

\[ U_r(z) = \left\{ \begin{array}{ll}
\text{a straight line in the vacuum left of the slab} & \text{if } z < z_{\text{vacuum}} \\
\text{a curved line in the slab} & \text{if } z \geq z_{\text{vacuum}}
\end{array} \right. \]