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Using molecular dynamics simulations of a coarse-grained polymer liquid we investigate the transport of droplets on asymmetrically structured (saw-tooth shaped), vibrating substrates. Due to a continuous supply of power by substrate vibrations and the asymmetry of its topography, the droplets are driven in a preferred direction. We study this directed motion as a function of the size of the droplets, the linear dimensions of the substrate corrugation, and the period of vibrations. Two mechanisms of driven transport are identified: (i) one that relies on the droplet’s contact lines and (ii) in a range of vibration periods, the entire contact area contributes to the driving. In this latter regime, the set-up may be used in experiments for sorting droplets according to their size. Additionally, we show that the linear dimension of the substrate corrugation affects the flux inside the droplet. While on a substrate with a fine corrugation droplets mostly slide, on a more coarsely corrugated substrate the flux may exhibit an additional rotation pattern.

I. Introduction

An ability to drive a liquid droplet in a controlled way is crucial for micro- and nanofluidics. For instance, directed motion could be used to transport substances suspended in the drop to distinct parts of the lab-on-a-chip device. It will also provide an opportunity to sort droplets of a specific size needed in some applications if the transport mechanism exhibits size dependence.

In order to actuate a droplet sitting on a substrate, one has to employ surface energy gradients. These gradients may be divided into two general groups: static and dynamic. Prototypical examples of the former ones are methods based on asymmetric dewetting, i.e., solids patterned by posts of variable density or chemical gradients. Dynamic gradients, on the other hand, are made by changing the wettability in time, for example, by electrowetting experiments or continuous reactive wetting. Some actuating approaches use a combination of both, static and dynamic, gradients. The drop on a static substrate can be driven by dynamical temperature gradients, driving body forces, or vibrations of the solid substrate. The vibrations in the latter case can be either asymmetric on symmetric substrates or symmetric on asymmetric substrates.

In this paper we study the directed transport of droplets on asymmetrically structured, vibrating substrates (ASVS). The response of the drops is studied as a function of its size, linear size of a substrate corrugation, and period of vibrations. Using molecular dynamics simulations we aim at answering three questions:

- What is the driving mechanism? For instance, the asymmetric hysteresis of the advancing and receding contact lines might drive the directed transport. Alternatively, the fluid flow at the vibrating polymer–substrate area could set the drop in motion. Since both driving mechanisms differ in their dimension – three-phase contact line versus contact area – a systematic study of droplet size effects can distinguish them.

- What is the character of droplet motion? In general, there are two limiting possibilities, sliding or rolling motions. The character of the fluid flow inside the droplet dictates how the energy input is dissipated and it may depend on the period of substrate vibrations, the strength of solid–liquid interaction, and the linear size of the substrate’s corrugation.

- What is the efficiency of directed motion? To answer this question we examine dissipation mechanisms for drops of varying size and relate them to the power input due to the substrate vibrations.

The microscopic particle-based study differs from the mentioned mesoscopic or macroscopic continuous methods. The most prominent difference is the presence of thermal fluctuations that, together with the vibrations of the substrate, lead to the absence of distinct macroscopic droplet states on a structured substrate, Cassie and Wenzel states. Although, during some phases of the substrate oscillation, there are small
vapor pockets not filled by the liquid, the microscopic droplet is not in an equilibrium Cassie state. When the drop fills the cavities, one can neither describe it as the Wenzel state because the relaxation time of the droplet shape is much greater than the period of vibration. Without substrate vibration, the contact angle of a droplet on such type of structured substrates (measured with respect to the horizontal) only is somewhat greater than the equilibrium contact angle on a flat substrate, cf. \( \theta_{\text{W}} = 145^\circ \text{ vs. } \theta_{\text{c}} = 138.1^\circ \). With substrate vibrations, we find that the droplet is in the “impaled” state, when we average over many periods of vibration. The density of the liquid at the very bottom of the cavity is vanishingly small and rapidly increasing towards the top of corrosion.

Our manuscript is organized as follows: in Section II, we present the topography of the substrate, the polymer model and simulation techniques. Then, in Section III, we explain the response of a droplet to agitation and the direction of motion. The mechanisms of directed motion are reported in Section IV. The subsequent Section V deals with the character of directed motion, its efficiency and dissipation mechanisms. We conclude with a short discussion in Section VI.

II. Model

Here, we describe the model of the polymer liquid and the topography of ASVs and provide details about the simulation techniques.

The liquid droplet consists of short coarse-grained polymer chains that are comprised of \( N_p = 10 \) segments. By virtue of the vanishingly small vapor density, \( \rho_v/\rho_0 \sim 10^{-5} \), relative to that of the polymer melt, \( \rho_0 \), the vapor pressure is so low that evaporation effects are negligible.

Monomers along a flexible macromolecule are bonded by a nearly extensible nonlinear elastic (FENE) potential.\(^{24,25}\) Additionally, the short-range excluded volume and long-ranged attractions inside the fluid are represented by a shifted 12-6 Lennard-Jones (LJ) potential \( U(r) = U_{126}(r) - U_{ij}(r_{\text{cut}}) \), where

\[
U_{126}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right].
\]

\( r \) denotes the distance between segments, and \( \epsilon \) and \( \sigma \) characterize the energy and length scales, respectively. The non-bonded interactions between segments are cut off at \( r_{\text{cut}} = 2 \times 2^{1/6} \sigma \).

The substrate is a LJ crystal constructed of face-centered-cubic (fcc) unit cells with a number density \( \rho_s = 2.67\sigma^{-3} \). The lattice vector lengths are \( a_x = a_y = \sqrt{3}a \) and \( a_z = a \), where \( a = \sqrt{\frac{3}{3}}. \) The particles of the substrate interact with the polymer segments by a LJ potential \( U_{ij} \), which has a similar form as eqn (1). The length scale of this polymer–substrate interaction is \( \epsilon_s = 0.75\sigma \), and we employ \( \epsilon_s = 0.4\epsilon \). On a flat substrate, this polymer–substrate interaction results in the equilibrium contact angle \( \theta_{\text{c}} = 138.1^\circ \) and the bulk number density of the liquid is \( \rho_0 = 0.786\sigma^{-3} \) (ref. 26) at liquid–vapor coexistence at a temperature \( k_B T = 1.2\epsilon \). The equations of motion are integrated with the velocity-Verlet algorithm using an integration time step of \( \Delta \tau = 0.005\tau \) in LJ time units \( \tau = \sigma \sqrt{\frac{m}{\epsilon}} \) (with \( m \) being the segment mass). The temperature is controlled using a dissipative Particle Dynamics (DPD) thermostat.\(^{27,28}\) Since it provides local momentum conservation inside the liquid, hydrodynamic behavior is observed on large time and length scales. However, in contrast to soft substrates\(^{29}\) or an Einstein crystal substrate, we keep the atoms of the substrate frozen at the nodes of the crystal lattice. Therefore, the polymer–substrate interactions break local momentum conservation and the center of mass of the polymer droplet can spontaneously change its velocity.

The fact that the substrate atoms are frozen at their lattice nodes imposes a conceptual difference between our model and an experimental system that, however, is not crucial for the qualitative behavior. In our model the heat flux through the substrate is not described, and therefore the energy is dissipated not by the substrate but directly by the thermostat, as will be discussed in detail in Section V F.

The polymer droplet is contained in a three-dimensional simulation domain of volume \( V = L_x \times L_y \times L_z \). Periodic boundary conditions are used in \( x \)- and \( y \)-directions, whereas an ideal repulsive wall is placed far above the droplet, sitting on a supporting substrate, in the \( z \)-direction. The geometry of the simulation box, \( L_y = 30.25\sigma \ll L_x \), is chosen such that the droplet spans the neutral \( y \)-direction forming a cylindrical droplet or ridge. The side view of a system is shown in Fig. 1a, the axis of a cylinder is parallel to the \( y \)-axis of the box. We note that due to the cylindrical geometry, one may (i) study drops of bigger radii than in the case of spherical droplets\(^{30}\) and (ii) neglect line tension effects,\(^{30,31}\) for the length of the three-phase contact lines, \( 2L_y \), does not depend on the contact angle. We do not address three-dimensional spherical droplets but rather liquid ridges. The line tension effects in the spherical geometry would significantly complicate the problem as compared to cylindrical droplets and are beyond the scope of the paper.

We study substrates with fine (F-type) and rough (R-type) corrugations. The grooves of both substrates have a triangular cross-section as depicted in Fig. 1b, but differ in size by a factor of 2. The left side wall of the corrugation is vertical while the right one forms a 30° angle with the substrate plane. This substrate topography in conjunction with the high contact

---

**Fig. 1.** (a) A cylindrical liquid drop on an asymmetrically structured substrate. Side view. (b) The geometries of asymmetrically structured substrates. Two substrates with grooves of different size are studied: roughly corrugated, R (top) and finely corrugated, F (bottom). The dimensions of the former one are \( d_1 = 4.81\sigma \) and \( h_1 = 2.78\sigma \). The latter one is twice as large, \( d_2 = 9.62\sigma \) and \( h_2 = 5.56\sigma \). The angle of corrugation is 30° in both cases.
angle on a planar substrate at the same polymer–substrate interaction strength, \( \tau_{rs} \), leads to the superhydrophobicity.

In order to set the drop in motion we vertically oscillate all substrate atoms in-phase, such that the mutual distances between substrate particles remain unaltered. Their velocity is given as

\[
v(t) = v_0 \cos(\alpha t - t_0),
\]

where \( A = \sigma \) is the amplitude of the vibrations chosen to be small even with respect to the radius of the smallest droplet (\( \approx 17\sigma \)). \( \omega \) and \( t_0 \) denote the angular frequency and the time when agitation starts, respectively. \( n_z \) is the unit vector normal to the \( xy \)-plane. The initial velocity \( v(t_0) \) is set to zero in order to avoid an initial energy or momentum jump. This facilitates the equilibration towards a steady state and prevents the detachment of the drops from the substrate at the start of the vibrations.

The amplitude of the substrate vibrations, \( A \), may be compared to two typical microscopic length scales of the polymer liquid: (i) the end-to-end distance \( R_{ee} = 3.43\sigma r \) of the polymer chain and (ii) the bond length \( \sigma \). The former distance is connected to the single-chain conformations in a cavity of a corrugated substrate, while the latter sets the intrinsic scale of packing in the fluid. In the context of the present work (short polymer chains) these two scales are not well separated.

The response of the droplets to the substrate vibration is investigated for vibration periods in the interval \( 15\tau \leq \tau_{per} \leq 251\tau \). This interval includes the Rouse relaxation time, estimated for the polymer liquid to be \( \tau_R = 25.3 \pm 5\tau \). To quantify the dependence of the mechanism and the efficiency of directed motion on the size of the droplet, we investigate drops comprised of \( N = 20\,000 \), \( 50\,000 \) or \( 200\,000 \) beads. Their profiles at \( \tau_{per} = 41\tau \) on the F-type substrate are displayed in Fig. 2a. Note that not only the radii of the droplets differ, but also the contact areas (CAs). The contact angles, however, remain equal within a standard deviation but they depend on the vibration period. The latter is illustrated in Fig. 2b and will be discussed in the next section.

In the following we present results for the steady state of running droplets. For a better statistics we performed at least 15 independent runs for each parameter set specified by droplet size \( N \), period of vibrations \( \tau_{per} \), and substrate type. All of them started from the independent initial configurations. Every run extended to \( 2 \times 10^7 \) steps or, equivalently, \( 10^7\tau \). We extensively used graphical processing units (GPUs) in conjunction with the HOOMD-blue simulation package\(^{33-35} \) modified to describe the substrate vibrations.

### III. Direction of motion

In this section we qualitatively explain the directed motion by simple phenomenological considerations. A droplet placed on an immobile asymmetrical structured substrate, as shown in Fig. 3a, cannot move in any specific direction. Taking advantage of thermal fluctuations, it would act like a Maxwell’s demon\(^5 \) and a directed motion would violate the second law of thermodynamics. However, if one constantly supplies energy to the system, e.g. by vibration of the substrate, the droplet can move in a preferred direction via a ratchet mechanism.\(^{37-40} \) Two driving forces contribute to the directed transport of the droplet.

#### (i) Contact-line driving

The pinning of the CL at the ridges of the substrates gives rise to contact angle hysteresis. According to the Concus–Finn criterion\(^41 \) the contact angle, \( \Theta_{right} \) (measured with respect to the horizontal) at the right CL can adopt stable values in the interval \( \Theta_e - 90^\circ \leq \Theta_{right} \leq \Theta_e + 30^\circ \) with \( \Theta_e = 138.1^\circ \). If \( \Theta_{right} \) reaches the lower bound, the right CL will move down the vertical slope (to the left); if it reaches the upper bound, the right CL will slide down the gently inclined slope to the right.

For the left CL the condition reads: \( \Theta_e - 30^\circ \leq \Theta_{left} \leq \Theta_e + 90^\circ \). At the lower bound the left CL will move to the right. The upper bound is modified because the left CL will discontinuously jump to the neighboring ridge on the left hand side (tank-treading) if the contact angle \( \Theta_{left} \) exceeds \( 180^\circ \).

The average contact angle on the vibrating substrate depends on the period of vibrations, \( \tau_{per} \), as shown in Fig. 2b. In the limit of large periods, \( \tau_{per} = 251\tau \), the contact angle is similar to that of a non-vibrating substrate. This value on the saw-tooth structured substrate will be larger than the contact angle \( \Theta_e \) on a planar substrate.
were accurate, the contact angle on the saw-tooth substrate in equilibrium would be $\Theta_L + 30^\circ$, i.e. the contact angle is close to the upper stability limit of the right contact line. Upon decreasing the period of vibration we observe that the contact angle increases indicating that the effective average surface tension between the liquid and the solid increases.

During the vibration the distance between the substrate and the polymer liquid is periodically altered. These oscillations give rise to a periodic variation of the instantaneous contact angles because of the flow of the liquid inside the droplet and inertia effects. If the substrate moves downwards, the instantaneous contact angle increases (cf. Fig. 4a and b) and the right contact line continuously slides down the gently inclined slope. This sliding can be reversed during the upward motion of the substrate. The left CL, however, will jump one substrate periodicity to the left if the contact angle becomes close to 180° during the downward motion of the substrate, but this discontinuous jump is not reversed during the upward motion. Thus the stick–slip motion of the left contact line drives the droplet to the left.

We emphasize that these considerations only apply to macroscopic droplets on macroscopically corrugated substrates, where thermal fluctuations of the position of the liquid surface (capillary waves) and the intrinsic width of this surface are negligible compared to the length scale of the substrate, its vibration amplitude and the dimensions of the droplet. The former condition is not met in our simulations because of the microscopic length scale of the substrate. Particularly large deviations must be expected for the F-type substrate, where the length of the jump of the left CL is comparable to the width of the liquid surface and to the length of the downward motion, whereas for the R-type substrate the jump length is 2 times larger, $h_1 = 2.78\sigma$ and $h_2 = 5.56\sigma$ vs. $2\Delta = 2\sigma$. Therefore, the vapor pockets, which are predicted by the macroscopic considerations, are not developed at the finely corrugated substrate (see Fig. 3a) and the liquid is in contact with the entire substrate (cf. the configuration snapshot in Fig. 7). Thereby the jump of the left CL is facilitated compared to the roughly corrugated substrate.

(ii) Contact-area driving

In addition to the CL hysteresis the entire contact area (CA) between the polymer and the substrate contributes to the directed motion. The direction itself can be justified by the following considerations.

The liquid is in contact with the substrate on the gently inclined slope. During the upward motion of the substrate the liquid is pushed normal to that slope, i.e., the substrate exerts the force $F(t)$ (blue solid arrow) onto the liquid as sketched in Fig. 3b. In simulation this force is the sum of all the individual forces between substrate atoms and liquid beads. This time-dependent force has a component in the positive direction of the $x$-axis, $F_x(t)$ (blue dotted arrow), where $\mathbf{i}$ is a unit vector of the $x$-axis. If the solid–liquid interaction was purely repulsive,
we would expect the drop to move to the right. In this limit, however, the equilibrium contact angle on a planar substrate would be $180^\circ$ (drying) and the vibration of the substrate would detach the droplet. Instead, we use the LJ potential that comprises an attractive part.

Therefore, the opposite half cycle of substrate motion, during which the solid moves downwards as in Fig. 3c, must also be considered. At this stage the solid–liquid distance increases by an amount, $\xi$, and particles of the substrate attract the liquid (green solid arrow). This attraction pulls the liquid in the negative direction of the x-axis with the force $F_i(t)$ (green dotted arrow). Since the repulsive part of the LJ potential (harsh repulsion) is steep compared to the attractive part, we observe that the average position of the solid–liquid interface is shifted towards larger distances with respect to the minimum of the potential and the integrated force is dominated by the downward cycle resulting in a net force to the left. We also expect this driving mechanism to be stronger on the microscopically corrugated F-type substrate than on the R-type one, because the contact area of the liquid and the substrate is larger for the F-type substrate.

Both mechanisms – stick–slip motion of CL and CA vibration – drive the droplet to the left.

IV. Contact-area driving

In this section we study further properties of the CA-driven motion. We have averaged the density and velocity profiles in droplets over times at fixed phases $\phi$ of the vibration. The motion of the center-of-mass is not subtracted, i.e. the profiles are evaluated in the laboratory frame, where the substrate does not move horizontally. From these time-averaged density profiles we locate the position of the liquid surface by requiring that the density is half the density of the bulk liquid (crossing criterion). In Fig. 4a and b we present the distance of the liquid surface from the substrate for the biggest droplets. Indeed, the liquid surface is located farther away from the solid when the substrate is moving downwards (phases $\frac{3\pi}{2}$ and $2\pi$, orange and red lines) than when moving upwards (phases $\frac{\pi}{2}$ and $\pi$, black and green lines).

The velocity fields are presented in Fig. 5 and 6 for $\tau_{\text{per}} = 15\tau$ and $\tau_{\text{per}} = 63\tau$, respectively. The corrugations of the substrate are not spatially resolved on the profiles at this strength of the solid–liquid interaction and period of vibrations. During the upward motion, the liquid in the vicinity of the substrate is pushed upwards and mostly to the right. As the substrate

![Fig. 5](image-url) Velocity fields of droplets of $N = 200,000$ beads averaged at the same phase $\omega(t - t_0)$ over many periods of the F-type substrate vibrations with $\tau_{\text{per}} = 15\tau$. (a) and (b) correspond to the upward motion of the substrate at phases $\pi/2$ and $\pi$, respectively. (c) and (d) correspond to the downward motion of the substrate at phases $3\pi/2$ and $2\pi$, respectively. The corrugations of the substrate are not spatially resolved on the profiles at these strength of the solid–liquid interaction and period of vibrations.
velocity decreases, the strengths of the induced flow at the substrate decreases and, when the substrate reaches its maximal height, \( f = p \), the average flow parallel to the substrate nearly vanishes at the substrate. When the substrate moves down and starts to attract the liquid the picture is different. We observe a pronounced average horizontal component of the velocity that points to the left. Additionally, we have calculated the average forces, \( F_+ \) and \( F_- \), that the substrate exerts on the liquid during the upward (0 \( \leqslant \phi < \pi \)) and downward (\( \pi \leqslant \phi < 2\pi \)) motion of the F-type substrate, respectively. These average forces are quantified by

\[
\frac{F_+}{\tau_{\text{per}}} = \frac{2}{\tau_{\text{per}}} \langle \int_{t_0}^{t_{\text{per}}/2} F(t) \cdot \text{id}t \rangle \quad \text{and} \quad \frac{F_-}{\tau_{\text{per}}} = \frac{2}{\tau_{\text{per}}} \langle \int_{t_{\text{per}}/2}^{t_{\text{per}}} F(t) \cdot \text{id}t \rangle \quad (3)
\]

where \( F^s \) is the force the substrate exerts on a liquid. The brackets \( \langle \ldots \rangle \) denote an ensemble average. The results are compiled in Table 1. The average force, \( F_+ + F_- \), is negative, resulting in a motion of the droplet to the left, and it decreases with \( \tau_{\text{per}} \).

In order to investigate the driving of the CA without the influence of the CLs, we study a thin film (cf. Fig. 7 (right)). This set-up corresponds to a liquid volume close to the CA in the middle of a large drop as indicated by the dashed box in Fig. 7 (left). In the z direction, the liquid is confined by a flat wall, whereas periodic boundary conditions are applied in x and y directions. The dashed regions of the drop and film will be equivalent, if the packing of the liquid in the vicinity of the flat top wall does not influence the dashed box, and the density in the film and in the droplet coincide. Since the density of the vapor phase in pockets of the substrate is negligibly small and the coexistence pressure \( p_{\text{coex}} \approx 0 \), we adjusted the density of the film to correspond to \( p = 0 \). The vibrations of the asymmetric substrate in the channel are set up in the same way as for droplets.

### Table 1

<table>
<thead>
<tr>
<th>( \tau_{\text{per}} )</th>
<th>( \frac{F_+}{\sigma r^2} )</th>
<th>( \frac{F_-}{\sigma r^2} )</th>
<th>( \frac{F_+ + F_-}{\sigma r^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 ( \tau )</td>
<td>13.7 ± 0.8</td>
<td>−16.3 ± 0.9</td>
<td>−2.6</td>
</tr>
<tr>
<td>63 ( \tau )</td>
<td>5.3 ± 0.5</td>
<td>−5.6 ± 0.6</td>
<td>−0.3</td>
</tr>
</tbody>
</table>
The main panel of Fig. 9 presents the extensive simulation data for the F-type substrate, whereas the data for the R-type corrugation are depicted in the inset. For the sake of comparison we additionally include the much smaller velocity of the largest droplet on the R-type substrate (filled squares) in the main panel. The error bars are estimated from the variation of 15–20 independent simulation runs.

First, we focus on the F-type substrate. Fig. 9 demonstrates that at large vibration periods, where only the CLs drive the droplet (non-shaded region), its center-of-mass velocity, \( V_{CM} \), is small and decreases with increasing \( \tau_{per} \). Within the statistical accuracy of the simulation data, the size of the droplet has no influence on its velocity \( V_{CM} \).

![Figure 7](image-url) Side views of (a) a droplet on the ASVS of the F-type and (b) a flow of the liquid between a flat wall and the ASVS of the F-type. The dashed regions are equivalent, if the width of the channel is big enough to avoid an influence of the flat wall onto liquid’s structure in the dashed box. The lack of advancing and receding CLs allows us to study the flows induced by the CA of the solid–liquid interface. If a flow in such a system exists, the CA with ASVS will drive the droplet together with the CLs. If the flow is not developed, only the CLs may be the sources of the driving.

We measure the velocity profiles of the liquid as a function of the normal coordinate, \( z \), at different periods \( \tau_{per} \) for F- and R-type substrates. The simulation results in Fig. 8 clearly demonstrate that the substrate vibrations induce a net flow to the left (negative \( x \)-direction). This important observation indicates that the CA alone can drive the droplets at small \( \tau_{per} \). The driving is the strongest for small vibration periods, \( \tau_{per} \) and it lasts until \( \tau_{per} \leq 46 \tau \) and \( \tau_{per} \leq 63 \tau \) for F- and R-type substrates, respectively.

**V. Mechanisms of droplet motion**

**A. Steady-state center-of-mass velocity and power balance**

Both the stick–slip motion of the CLs and, at short vibration periods, the motion of the CA contribute to the driving of the droplets to the left. In this section we study the velocity of the droplet’s center of mass in steady state as a function of droplet size and vibration period, \( \tau_{per} \), and rationalize our observations by studying the different dissipation mechanisms.

We measure the velocity profiles of the liquid as a function of the normal coordinate, \( z \), at different periods \( \tau_{per} \) for F- and R-type substrates. The simulation results in Fig. 8 clearly demonstrate that the substrate vibrations induce a net flow to the left (negative \( x \)-direction). This important observation indicates that the CA alone can drive the droplets at small \( \tau_{per} \). The driving is the strongest for small vibration periods, \( \tau_{per} \) and it lasts until \( \tau_{per} \leq 46 \tau \) and \( \tau_{per} \leq 63 \tau \) for F- and R-type substrates, respectively.

First, we focus on the F-type substrate. Fig. 9 demonstrates that at large vibration periods, where only the CLs drive the droplet (non-shaded region), its center-of-mass velocity, \( V_{CM} \), is small and decreases with increasing \( \tau_{per} \). Within the statistical accuracy of the simulation data, the size of the droplet has no influence on its velocity \( V_{CM} \).
At short periods of vibrations the CA and CLs are simultaneously active in driving the droplet (shaded region). In this regime, $V_{\text{CM}}$ increases with decreasing $\tau_{\text{per}}$ and it increases with the size of the droplet. Therefore, vibrations of the asymmetrically structured substrate at short periods provide a mechanism for sorting droplets according to their size, i.e., the larger the droplet is, the farther it moves on the vibrating substrate in a given time. To relate our results to experiments and other model studies, we mention that the number of periods a drop needs to move its own radius on the F-type substrate is of the order of a few hundred; it decreases with the size of the drop (from 600 to 100 at short $\tau_{\text{per}}$) and it increases at large $\tau_{\text{per}}$.

The absence of pronounced vapor pockets on the F-type substrate results in a larger contact between the liquid and the solid than on the R-type substrate. Thus the CA driving is stronger on the F-type substrate than on the R-type one and we observe that $V_{\text{CM}}$ is larger (filled circles vs. filled squares in the main panel of Fig. 9).

The center-of-mass velocity in steady state is dictated by a balance between the power that the ASVS imparts into the directed motion and its dissipation during the motion.\textsuperscript{11,15,42,43} First, we quantify the power input provided by the substrate vibration.

Following de Gennes,\textsuperscript{42} we formulate the balance of the energy input and its dissipation per unit time. The input power provided by the substrate vibrations, $P_{\text{in}}$, will be dissipated by several channels. For a liquid wedge, originally,\textsuperscript{42} viscous dissipation, $T\Sigma_{V}$, of the fluid flow inside the droplet, dissipation at the three-phase CLs, $T\Sigma_{\text{CL}}$, and in the precursor film, $T\Sigma_{\text{prec}}$, have been considered.\textsuperscript{15} Since our solid is hydrophobic, the thermodynamic conditions are remote from the strongly first-order wetting transition, and no precursor film is observed, i.e., $T\Sigma_{\text{prec}} = 0$. Since the fluid may slip past the substrate, however, frictional dissipation at the CA, $T\Sigma_{\text{CA}}$, must be considered.\textsuperscript{15} Moreover, the vibrating solid induces periodic density compressions leading to sound waves, whose energy will be dissipated due to their damped propagation in the liquid. We denote this additional dissipation phenomena by $T\Sigma_{\text{SW}}$. We note that estimating the strength of these dissipation mechanisms relies on a macroscopic description (e.g., involving the hydrodynamic velocity profile without thermal fluctuations to compute the viscous dissipation $T\Sigma_{V}$ and dissipation due to damping of the sound waves, $T\Sigma_{\text{SW}}$).

The power, $P_{\text{in}}$, imparted by the vibrating substrate onto the system, however, is computed microscopically from the instantaneous fluctuating force between the solid and the liquid. \textit{A priori} it is not obvious that all this input power will contribute to the driving of the droplet – a portion of this microscopic input power may be directly dissipated into heat and removed by the thermostat. Therefore we expect an additional dissipation term, $T\Sigma_{F}$, accounting for this direct conversion of vibration into microscopic thermal fluctuations. We expect this term to be particularly relevant at short vibration periods, where $\tau_{\text{per}}$ starts to become comparable to the characteristic time scales of the liquid, $\tau$.

Thus, the balance between the input power and dissipation during the motion of the droplet is:

\[
P_{\text{in}} = \frac{1}{1D} T\Sigma_{V} + T\Sigma_{\text{SW}} + T\Sigma_{\text{CA}} + T\Sigma_{F} + \frac{1}{1D} T\Sigma_{\text{CL}}. \tag{4}
\]

It is important to note that all dissipation terms of eqn (4) are characterized by their spatial dimension: viscous dissipation, $T\Sigma_{V}$, occurs in the 3-dimensional volume of the droplet that scales like $R^{2}Ly$ with $R$ denoting the droplet radius. Sound-wave, frictional, and fluctuation dissipation, $T\Sigma_{\text{SW}}$, $T\Sigma_{\text{CA}}$ and $T\Sigma_{F}$, take place at the vicinity of the solid–liquid interface. They are associated with a 2-dimensional area that scales like $\sim R Ly$. CL dissipation, $T\Sigma_{\text{CL}}$, involves the 1-dimensional contact lines of length $\sim 2L_y$.

In the following subsections we study the input power and individual dissipation mechanisms of eqn (4) in turn.

\section*{B. Input power}

The power input can be expressed in terms of the instantaneous deterministic force\textsuperscript{44} exerted by the ASVS onto a droplet, $F(t)$, and the velocity of the substrate:

\[
P_{\text{in}} = \frac{1}{\tau_{\text{per}}} \left\{ \int_{0}^{\tau_{\text{per}}} \left( p_{s}(t) \cdot F(t) \cdot n, dt \right) \right\}. \tag{5}
\]

The velocity of the substrate, $v_{s}(t) \sim \frac{1}{\tau_{\text{per}}}$, decreases with the period of oscillations, which is confirmed in Fig. 10 for both types of substrates. Moreover, $P_{\text{in}}$ is proportional to the CA because the force in eqn (5) scales like the number of liquid–solid interactions. The CA increases very slightly with the period giving rise to small deviations from the $1/\tau_{\text{per}}$-dependency.

In the insets of Fig. 10, we present the input power per projected contact area $A_{\text{drop}}$. This ratio, $P_{\text{in}}/A_{\text{drop}}$, is almost independent from the droplet radius $R$ at large $\tau_{\text{per}}$ but slightly decreases with $R$ at smaller periods. This observation might be partially rationalized by an additional contribution in the narrow area in the vicinity of the fluctuating contact line, which becomes relatively more important for small droplets. We propose a relationship of the form

\[
P_{\text{in}} = p_{\text{spec}}(A_{\text{drop}} + \Delta xL_y), \tag{6}
\]

where $\Delta x$ is the effective width of the fluctuating CL region. Since the CL fluctuations are more prominent at small $\tau_{\text{per}}$ than at larger periods, $\Delta x$ decreases with $\tau_{\text{per}}$ in agreement with the size-dependence of $P_{\text{in}}/A_{\text{drop}}$ presented in the insets of Fig. 10. Comparing F-type and R-type substrates we note that the size-dependence of $P_{\text{in}}/A_{\text{drop}}$ at small $\tau_{\text{per}}$ is larger on the R-type substrate. This finding is in accord with macroscopic considerations suggesting that the magnitude of CL fluctuations is related to the corrugation. This implies large $\Delta x$ for the R-type substrate.

Additionally we note that $P_{\text{in}}/A_{\text{drop}}$ is larger for the F-type substrate than for the R-type substrate. This observation is rooted in the microscopic corrugation of the substrate. Whereas macroscopic considerations suggest that the actual area of
and order to evaluate the integral in eqn (7), we use the ensemble viscosity of the liquid is defined from the shear stress autocorrelation function.

\[ T \Sigma_v = \frac{1}{2} \eta \int \left( \frac{\partial v_k}{\partial x_j} + \frac{\partial v_j}{\partial x_k} - \frac{2}{3} \frac{\partial u_k}{\partial x_j} \right)^2 \, dV. \]  

(7)

where \( V \) is the volume, over which the viscous dissipation occurs and the Einstein summation convention is implied. The shear viscosity of the liquid is \( \eta = 5.32 \pm 0.09 \sqrt{\text{m}/\text{s}^2} \), which is defined from the shear stress autocorrelation function.²⁹

Eqn (7) is valid for a liquid bulk and is defined at a macroscopic level (i.e., using a velocity field without fluctuations). In order to evaluate the integral in eqn (7), we use the ensemble averages of the velocity field in a droplet at various phases during the substrate vibration. As a compromise between available data storage, speed of analysis and its accuracy we use the same four phases of harmonic oscillations, as before in Section III. The velocity fields are then discretized to a regular grid and eqn (7) is evaluated by finite differences. The grid size is chosen as to minimize statistical errors and effects of thermal fluctuations. Grid spacings vary between 2σ and 8σ yielding similar results. We note that vibrations give rise to small density variations and therefore \( \partial v_j/\partial x_k = 0 \).

Fig. 11 presents the results of eqn (7) on both substrate types. The viscous dissipation \( T \Sigma_v \) is larger for larger droplets at given \( \tau_{\text{per}} \) because (i) the volume in which the liquid flow dissipates is larger and (ii), at small \( \tau_{\text{per}} \), the larger droplets additionally move faster resulting in larger shear forces inside the liquid. This is also one of the reasons why the viscous dissipation is larger for the faster moving droplets on the F-type substrate than for the R-type substrate. Additionally, the flow pattern inside the droplet differs between F-type and R-type substrates.

Averaging the velocity fields over 40\( \tau_{\text{per}} \), we obtain an averaged macroscopic velocity field in Fig. 12 for both substrate types and two values of \( \tau_{\text{per}} = 15\tau \) and 63\( \tau \). The former corresponds to the regime where both CA and CLs drive the droplet, while in the later regime only the stick–slip motion of the CLs is active. The data refer to the largest droplet size, \( N = 200 \, 000 \), but the behavior of the smaller droplets is qualitatively similar.

The scale of the substrate corrugation has a pronounced influence on the time-average flow field. On the roughly corrugated substrate, the droplets roll. As we increase \( \tau_{\text{per}} \), the droplets move slower, giving rise to an overall smaller scale of the velocity, but the rolling character of the fluid flow persists. We also note that the clockwise direction of rotation is opposite to the one that the rigid cylinder would have rolling to the left because the driving force is localized at the substrate.

On the finely corrugated substrate, however, the fluid is mainly sliding at small \( \tau_{\text{per}} \), whereas at larger \( \tau_{\text{per}} \) a more
complex average flow pattern is evident. The difference between the flow patterns on the structured substrates under investigation may be explained by the impact of the substrate on the liquid. While there are hardly any vapor pockets and the edges of the grooves are separated by 4.81σ for the F-type substrate, this distance increases to 9.62σ for the R-type one. Therefore, in the former case the impact of substrate vibrations is more uniformly distributed over the contact area, while in the latter case there is rather a collection of separated impact points (the positions of the edges) giving rise to an additional rotation.

The insets of Fig. 11 present the relative contribution of the viscous dissipation $T \Sigma_V$ with respect to the power input, i.e., the ratio $T \Sigma_V / P_{in}$ as a function of the period of vibrations. At small $\tau_{per}$ viscous dissipation is only a small fraction of the total energy input but it becomes increasingly important at larger $\tau_{per}$.

D. Dissipation by sound waves

For most purposes the LJ polymer liquid may be considered to a very good approximation as incompressible. However, taking into account a harmonically vibrating substrate, the small compressibility allows for the propagation of sound waves. To confirm their existence we have carried out extremely long simulations to obtain ensemble-averaged density profiles at 40 different phases of the periodic substrate vibrations. A movie is provided in the ESI.†

In Fig. 13 we display the propagating sound waves in the biggest droplet with $N = 200,000$ beads at the shortest period $\tau_{per} = 15\tau$. A sequence shows the phases $\pi/2$, $\pi$, $3\pi/2$ and $2\pi$, from (a) to (d), respectively. The amplitude of the compression reaches the value $0.025\sigma^{-3}$ at its maximum, i.e., the ratio to the bulk density is only of the order 3%.

These sound waves carry energy from the vibrating substrate into the fluid and dissipate it upon propagation in a viscous media. To estimate the concomitant dissipation rate we employ the relationship:

$$T \Sigma_{SW} = \zeta \int (\nabla V)^2 dV,$$

where $\zeta = 6.6 \pm 0.2.\sqrt{\bar{m}/\sigma^2}$ is the second (or bulk) viscosity of the liquid, which we obtained from the autocorrelation function of the diagonal stress tensor components.

To estimate the energy dissipation due to damping of a sound wave we employ the same strategy as for the viscous dissipation. The simulation box is divided into cells by a regular grid. The ensemble-averaged velocity field in each cell is obtained at four phases of the periodic vibration, and its divergence is computed via a finite difference scheme.

The dissipation due to the damping of sound waves in the liquid is presented in Fig. 14. Despite their small amplitude, sound waves might contribute to the dissipation as much as half of the viscous dissipation in the same droplet for the droplet sizes studied and their contribution to the total dissipation can be as large as 15% (cf. insets in Fig. 14). The magnitude of the dissipation rate decreases with the period of vibration $\tau_{per}$ because also the compression amplitude is reduced. For droplets of various sizes it is also expected that the larger the contact area of the droplet, the bigger the front of the sound wave and the higher the amount of energy that is carried and dissipated by the sound wave.

We observe that in a wide range of periods, $\tau_{per}$, the relative amount of the dissipation due to the damping of sound waves, $T \Sigma_{SW}/P_{in}$, is constant for a drop of a fixed size. That is especially noticeable in the Fig. 14 for droplets of size $N = 20,000$ and 50,000 beads (symbols connected by dotted and dashed lines, respectively) and periods up to $\approx 70\tau$.

Another prominent observation is that the drop of the same size looses more energy due to the sound wave damping at the finely corrugated substrate than at the roughly corrugated one. Assuming that most compression occurs in the vicinity of the top-most edge of the groove (because of the vapor pockets of the R-type substrate), the total energy accumulated by the sound wave can be represented as a function of the number of edges (or grooves) in contact with the droplet. As this number for the F-type substrate is a factor of 2 larger than for the R-type substrate, the sound wave energies differ by the same amount, what is to a great extent confirmed by the main panels of Fig. 14.

E. Friction dissipation

Since the corrugated substrate does not impose a stick boundary condition, the fluid flows past the substrate and the concomitant friction dissipation energy, $T \Sigma_{CA}$. Microscopically, the dissipated energy can be computed by the product of the friction force between the liquid and the substrate and the velocity of the liquid with respect to the substrate. The friction force, in turn, is proportional to the velocity.
Rather than using the microscopic velocity at the corrugated substrate, we express the friction by the macroscopic hydrodynamic velocity. To this end, we compute the friction force by balancing the friction stress with the viscous stress of the fluid flowing past the corrugated substrate. This balance is expressed by the Navier hydrodynamic boundary condition:

$$
\lambda v_x \bigg|_{z_b} = \eta \frac{\partial v_x}{\partial z} \bigg|_{z_b}
$$

(9)

Using both Couette and Poiseuille type of flows in a film geometry, in which both confining surfaces are asymmetrically structured, we have simultaneously determined the position $z_b$ of the hydrodynamic boundary and the friction coefficient $\lambda$. Care has to be exerted to assert the pressure inside the channel equals the liquid–vapor phase coexistence pressure. The corresponding friction coefficients for a liquid driven into negative and positive directions of the $x$-axis, $\lambda_-$ and $\lambda_+$, are summarized in Table 2 for two types of the substrate under consideration. The friction coefficients for both types of substrates are rather similar.

Within linear response, the friction of the fluid flowing to the left or flowing to the right is equal, and this condition is indeed obeyed by our simulation results within the statistical error. Additionally we note that employing equilibrium MD simulations in conjunction with a Green–Kubo-like formula, one would also determine a single friction coefficient without specifying the direction of the flow. For the following we use the average friction coefficients $\lambda_{av} \equiv \frac{\lambda_+ + \lambda_-}{2}$.

Employing this friction coefficient we can relate the hydrodynamic velocity profile to the friction force.

$$
F_{\text{fric}}(t) = \lambda_{av} L_x \int r(x, t) v_x \bigg|_{z_b} \, dx.
$$

(10)

where $r(x, t) v_x \bigg|_{z_b}$ is the horizontal fluid velocity at the hydrodynamic boundary that depends on the position $x$ and time $t$. The integral over the contact area is again discretized via a collocation grid. Using this strategy, we estimate the dissipation $T_{\text{CA}}$ due to friction at the CA according to

$$
T_{\text{CA}} = \frac{\lambda_{av}}{t_{\text{per}}} \int_0^{t_{\text{per}}} \int v_x \bigg( r(x, t) v_x \bigg|_{z_b} \bigg)^2 \, dx \, dt.
$$

(11)

As before the ensemble-averaged values of $r(x, t) v_x \bigg|_{z_b}$ are obtained for four phases $\phi = \pi/2, \pi, 3\pi/2$ and $2\pi$ of the periodic...
...area, center-of-mass velocities shown in Fig. 9), whereas the contact area decrease with the period of vibrations (as do the R-type 1.251/C6, F-type 1.279/C6). The drops of the same size loses more energy on a corrugated substrate (F-type) than on the substrate of R-type. For explanation see the main text. The insets represent the relative strength (in percent) of viscous dissipation in comparison to the power input.

The so-determined friction dissipation is plotted in Fig. 15 for droplets of various sizes and both types of substrates. $\Sigma_{CA}$ exhibits a shallow maximum as a function of $\tau_{\text{per}}$. This is a consequence of two opposing effects: the velocities at the contact area decrease with the period of vibrations (as do the center-of-mass velocities shown in Fig. 9), whereas the contact area, $A_{\text{drop}}$, slightly increases with $\tau_{\text{per}}$ and approaches its equilibrium value for large $\tau_{\text{per}}$ as illustrated in Fig. 2b.

For a fixed substrate type, at any period of vibrations $\tau_{\text{per}}$ the relative strengths of the frictional dissipation are nearly independent of droplet sizes because both $\Sigma_{CA}$ and $P_{\text{in}}$ scale with the droplet contact area, $A_{\text{drop}}$ (cf. insets in Fig. 15).

**Table 2.** The friction coefficients, associated with a flow of the liquid into two opposite directions: sign $^+$ indicates the flow in the x-direction, while $^- \,$ stands for the opposite one.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>$\lambda_\upmu [\sqrt{\text{m}u/\text{s}}]$</th>
<th>$\lambda_\sigma [\sqrt{\text{m}u/\text{s}}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-type</td>
<td>1.279 ± 0.092</td>
<td>1.288 ± 0.098</td>
</tr>
<tr>
<td>R-type</td>
<td>1.251 ± 0.064</td>
<td>1.244 ± 0.077</td>
</tr>
</tbody>
</table>

The friction dissipation at the three-phase contact line and fluctuation dissipation

The origin of the dissipation $\Sigma_{CA}$ at the three-phase CLs lies in: (i) elastic deformations of the CL itself\(^a\) and (ii) displacements of liquid particles at the CLs.\(^b\) By using short polymer chains we avoid evaporation and its influence on the dissipation at the CLs. Since we investigate droplets of cylindrical shape (or liquid ridges), drops of various sizes have the contact lines of the total length of $2L_p$. Thus we also expect that the dissipation at the CLs is independent of the droplet size. Since the CL fluctuations are larger on the R-type substrate than on the more finely corrugated F-type one, the former one is expected to be characterized by a larger $\Sigma_{CA}$. Additionally we expect that $\Sigma_{CA}$ increases with the center-of-mass velocity, $V_{CM}$. For very large droplet sizes, it will become small in comparison to the other dissipation mechanisms that all increase with the size $R$. The simulation data, however, do not reach this size range.

Another source of dissipation is the direct conversion of the input power into molecular vibrations of the liquid. This heat is removed by the thermostat without contributing to the motion of the droplet. In a microcanonical simulation, the heat that is locally generated by the substrate vibration at the contact area will be rapidly conducted away into the fluid and the substrate material. Our thermostat mimics this behavior but omits the additional complications that would arise from the spatial temperature variation in the contact area and the alterations of the thermo-physical properties of the liquid. The fluctuation dissipation, $\Sigma_{F}$, accounts for the effects that are omitted by using the macroscopic, hydrodynamic velocity field without thermal fluctuations in estimating the viscous, sound-wave, and friction dissipation.

We use eqn (4) to define this fluctuation dissipation $\Sigma_{F} = \Sigma_{CL} + \Sigma_{F} = P_{\text{in}} - (\Sigma_{V} + \Sigma_{SW} + \Sigma_{CA})$. The results are displayed in Fig. 16 for substrates of F- and R-types in the main panel and...
inset, respectively. \( T\Sigma_{CL} + T\Sigma_{F} \) increases with the size of the droplet (Fig. 16a) but the ratio \((T\Sigma_{CL} + T\Sigma_{F})/A_{\text{drop}}\) decreases with size (Fig. 16b), indicating that this dissipation mechanism is comprised of contributions that are proportional to the CA and that are localized at the CLs.

The fluctuation dissipation is larger on the F-type substrate than on the R-type one. Most importantly, this fluctuation dissipation is largest at small \( \tau_{\text{per}} \) and in this regime it constitutes the dominant dissipation mechanism of the input power. It strongly decreases with \( \tau_{\text{per}} \) and at large \( \tau_{\text{per}} \) the other dissipation mechanisms, in particular the viscous dissipation, \( \Sigma_{V} \), inside the fluid, take over. The pronounced increase of the fluctuation dissipation at very small \( \tau_{\text{per}} \) can be traced back to an overlap of the vibration frequency of the substrate with the typical frequency of vibration states in the liquid characterized by the LJ time scale, \( \tau_{\text{vib}} \sim \epsilon(\tau) \).

Finally, to separate the relative importance of the dissipation at the CLs and fluctuation dissipation, we use their different size dependence, \( T\Sigma_{CL} \sim V_{CM} L_{y} \) and \( T\Sigma_{F} \sim A_{\text{drop}} \). Due to a relatively poor statistics of the center-of-mass velocities of the drops on the roughly corrugated substrate (small signal to error ratio, as can be seen in the main panel of Fig. 9), we proceed with the analysis of the F-type substrate only. In Fig. 17, the ratio \((T\Sigma_{CL} + T\Sigma_{F})/A_{\text{drop}}\) is plotted as a function of the center-of-mass velocity, \( V_{CM} \), related to the CA for all three droplet sizes at various periods \( \tau_{\text{per}} \). The slope of the guide lines decreases with the period of the substrate vibrations indicating that dissipation at the CLs becomes less important and is nearly negligible at very large \( \tau_{\text{per}} \).

VI. Discussion

Using molecular simulations of a coarse-grained polymer liquid on an asymmetrically structured, vibrating substrate (ASVS) we have studied the directed motion of droplets. Besides the previously discussed stick–slip motion of the contact lines (CLs) in related systems, we observe that the fluid flow generated by the substrate vibration at the contact area (CA) at short vibration periods, \( \tau_{\text{per}} \), additionally contributes to the directed motion on the ASVS. The former contribution is proportional to the length of the one-dimensional CLs whereas the latter scales like the two-dimensional contact area.

The energy input imparted by the substrate vibrations onto the liquid is dissipated by a variety of mechanisms and we have quantitatively studied dissipation due to the viscous flow inside the liquid, dissipation due to friction as the fluid slips past the corrugated surface, and the energy that sound waves, generated by the substrate vibrations, carry away and dissipate by the damping inside the viscous, compressible fluid. These macroscopic dissipation mechanisms have a characteristic system-size dependence but no single mechanism dominates the behavior. Additionally we observe that a significant fraction of energy input is directly converted into heat at the CA or CLs when the frequency of the substrate vibration approaches the range of intrinsic vibration frequencies of the liquid.

The center-of-mass velocity, \( V_{CM} \), is dictated by a combination of these different dissipation mechanisms. At large \( \tau_{\text{per}} \) both, the dissipation due to the stick–slip motion of the CLs, \( T\Sigma_{CL} \sim L_{y} \), as well as viscous dissipation of the fluid flow inside the volume of the droplet, \( T\Sigma_{V} \), are the dominating \( V_{CM} \)-dependent mechanisms that have to be balanced against the input energy that is not directly converted into heat. For the limited range of sizes this balance gives rise to a \( V_{CM} \) that does not exhibit a pronounced size dependence.

At small \( \tau_{\text{per}} \), \( V_{CM} \) increases with droplet size within the range of investigated sizes. In this regime of \( \tau_{\text{per}} \) the direct conversion into heat \( T\Sigma_{F} \sim A_{\text{drop}} \) and the \( V_{CM} \)-dependent dissipation, \( T\Sigma_{CL} \sim L_{y} \), due to the stick–slip motion of the CLs dominate the behavior. Balancing \( P_{m} - T\Sigma_{F} + T\Sigma_{CL} \) gives rise to an
increase of $V_{CM}$ with droplet size, which is compatible with the simulation data. This behavior could potentially be exploited to sort small droplets by their size on an ASVS in microfluidic devices.
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32. A typical polymer has the end-to-end distance of $s$ that is growing proportional to the number of monomers, $\sim \sqrt{N_p}$, and therefore may be used only as a very rough estimate to relate units of $s$ to a physical length scale.

44. The dissipative and random forces of the thermostat are not considered in computing the input power. The thermostatting scheme merely impose the temperature $T$ provided that the friction constant of the DPD-thermostat is sufficiently large to avoid the overheating of the liquid in contact with the vibrating substrate. Our choice of $I = 0.5/\tau$ (ref. 28 and 29) fulfills this criterion well even at the shortest period of substrate vibrations of $\tau_{per} = 15T$.