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Abstract

A description of the recently developed ray-tracing code TRAVIS is given together with the theoretical background, results of benchmarking and examples of application. The code is written for electron cyclotron studies with emphasis on heating, current drive and ECE diagnostic. The code works with an arbitrary 3D magnetic equilibrium being applicable for both stellarators and tokamaks. The equations for ray tracing are taken in the weakly relativistic approach, i.e. with thermal effects taken into account, while the absorption, current drive and emissivity are calculated in the fully relativistic approach. For the calculation of ECCD, an adjoint technique with parallel momentum conservation is applied. The code is controlled through a specially designed graphical user interface, which allows the preparation of the input parameters and viewing the results in convenient (2D and 3D) form.
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1. Introduction

Propagation of radio-frequency (RF) waves in slightly inhomogeneous plasmas can be described well within the WKB approximation, also called the geometrical optics (GO) approach (see, e.g. Refs. [1–3]). If c/ω ≪ L with ω the wave frequency and L the inhomogeneity scale, the RF beam can be discretized by independent rays each following its own trajectory. This ray-tracing technique is a tool for simulating electron cyclotron resonance heating (ECRH), current drive (CD), and electron cyclotron emission (ECE) diagnostics in high temperature plasmas [4]. However, this approach fails near focal points where the width of the RF beam, d, becomes comparable with the wave length. Beam-tracing techniques, complex eikonal and quasi-optic approaches [5–9], below all referred as beam-tracing, include higher order effects and are necessary for scenarios with highly focused beams, where d ≲ √cL/ω and such effects as diffraction and aberration become significant. In the more typical case, when the RF beam is not perfectly focused or even diverges, the ray-tracing technique is well applicable and even preferable, especially if the width of divergent beam is comparable to the characteristic scale of the plasma (in this case, the beam-tracing technique based on the paraxial approach fails).

A common approach, exploited in the ray- and beam-tracing codes (see, e.g. Refs. [8, 10, 11]), is the assumption that the ray trajectory can be described with sufficient accuracy by the “cold” dispersion relation taken as Hamiltonian. However, near the cyclotron resonance, the ray trajectories can be deflected from the “cold” prediction due to relativistic thermal (finite-Larmor-radius) effects [12–14]. Qualitatively, such results have been observed also in full wave calculations [15, 16]. This phenomenon is usually called “anomalous” dispersion. Moreover, in specific cases the group velocity calculated from the standard Hamiltonian (i.e. the dispersion relation) can exceed the speed of light or become singular [17] (for example, this problem was met in Ref. [18], where it was corrected numerically by setting the limit). As was pointed out by Pilia and Fiodorov [19], Poynting’s theorem in dissipative inhomogeneous media needs to be reconsidered since the classical formulation (see, e.g. Ref. [20]) contains a non-divergent loss term. A new definition of the power flux density and Hamiltonian which takes into account “anomalous” dispersion (Westerhof-Tokman model) was proposed in Refs. [21–23].

While the ray trajectory in almost all cases of practical interest can be calculated in the weakly relativistic or even “cold” approach, the resonance condition for calculating absorption (as well as emissivity and current drive) must be considered fully relativistically. Indeed, it can be easily found that the resonance interaction exists if the following condition is satisfied: nωce/ω ≥ 1 − N^2_0/2 in the weakly relativistic and nωce/ω ≥ (1 − N^2_0)^1/2 in the fully relativistic approaches (here, ωce = eB/mece is the cyclotron frequency, n is the harmonic number, and N_0 is the parallel refractive index). The distance between the resonances found from the fully and weakly relativistic conditions, respectively, is about |Δs| ~ (N_0^2/8)L_B (here, L_B ~ |dln B/ds|^{-1} is the characteristic scale of B variation). In the case of highly oblique launch in large scale devices, |Δs| can be significant: for typical ITER param-
etters, it can reach 0.15 m.

In the ray- and beam-tracing codes, the common approach for calculations of electron cyclotron absorption, emissivity and current drive is the assumption that plasma response to the RF source remains linear, which is valid if the density of absorbed power $p_{abs}$ is low compared with the rate of collisional thermalization, $p_{abs}/n_e T_e v_e \ll 1$ (here, $n_e$ and $T_e$ are density and temperature, respectively, and $v_e$ is the collision frequency for the resonant electrons). Since the typical ECRH/ECCD scenarios (especially in large machines) usually satisfy this condition, the electrons can be taken in calculations as Maxwellian. For an opposite case, the necessary numerical tools such as ray-tracing coupled with the Fokker-Planck solver have been successfully developed only for tokamaks (see, e.g. Refs. [24, 25]), while kinetic treatment of stellarators requires special attention. In particular, non-thermal effects in W7-AS with specific neo-classical convective flux due to the heating of trapped electrons were studied with help in W7-AS with specific neo-classical convective flux due to the heating of trapped electrons were studied with help of the Fokker-Planck code FPTM [26, 27]. Generation of the spatial convective flux of trapped electrons by ECRH was confirmed also by Monte-Carlo simulations [28]. However, appropriate numerical solvers recognized as “standard” tools for stellarators are still absent.

One of the most important tasks for ray-tracing is to calculate current drive (CD). If the linear approach is valid, the most efficient method for calculating the current drive in plasmas is the adjoint technique [29], which only requires a Spitzer problem to be solved rather than a Fokker-Planck equation with a quasilinear diffusion term. Contrary to the Fokker-Planck solvers with bounce averaging (apart from FPTM), which can be applied only to axisymmetric plasmas, the adjoint technique is applicable for both tokamaks and stellarators. Under the assumption that only supra-thermal electrons contribute to the CD, this problem can be significantly simplified using the high-speed-limit ($hsl$) approximation [30–32], which has been used for a long time in many codes (see Ref. [33] and the references therein). However, the $hsl$ model leads usually to underestimation of the CD efficiency (in some cases up to a factor of two) and is sufficiently accurate only for scenarios with high oblique launch of the RF beams or in plasmas with rather low electron temperatures. A necessity for a more accurate model with parallel momentum conservation ($pmc$) in like-particle collisions was clearly demonstrated in Refs. [33–35]. For this problem, a new rapid solver for the Spitzer problem with parallel momentum conservation was developed [35, 36], which calculates the CD efficiency with nearly the same accuracy as the Fokker-Planck solver (for ITER, discrepancy from $CQL3D$ predictions is within a few percent [35]).

Below, the code TRAVIS (TRacing VIsualized), a 3D ray-tracing code for microwaves of the electron cyclotron frequency range, is described. Starting from the first version of the code named BRT [37], TRAVIS was partly described in Refs. [34, 38] and [35]. The motivations for the development of the new ray-tracing code was the following. First of all, the tokamak-oriented codes listed in Ref. [33] exploit the axisymmetry of the magnetic equilibrium and cannot be directly applied to stellarators (at the moment, only three codes known to the authors can operate with 3D magnetic equilibria: TRECE [39], TRUBA [40] and ART [41]). Secondly, similarly to Refs. [22] and [42], the ray-tracing equations have to be formulated through the Westerhof-Tokman model which takes into account the thermal “anomalous” dispersion. Thirdly, the new code must use the adjoint technique with parallel momentum conservation in like-particle collisions, which is applicable for high temperature plasmas. Additionally, the code should also include an option for modeling ECE diagnostics with routines for estimating the theoretical limit of the spatial resolution for the ECE spectrum.

For better physics understanding, it is very instructive also to analyze the momentum-space information which can be extracted from the results. In particular, macroscopic quantities such as the deposition profile and the radiative temperature can be decomposed into contributions from trapped and passing electrons [37, 43]. This approach provides a better understanding of trapped-particle effects on heating, emission, and CD in stellarators, not only in interpreting the experiments, but also in preparing ECRH/CD scenarios. In addition, the energy range of the electrons responsible for absorption, emission and current drive can clarify the physics and applicability of used approaches.

The paper is organized as follows. In the second section, the physical models for ray-tracing, absorption, emissivity and current drive are described. In the third section, the structure of the code and the interface are presented. And, in the fourth, one examples of applications for ITER (as a benchmark) and the W7-X stellarator are shown.

2. Physical background and definitions

2.1. Ray-tracing equations

In the geometrical optics (GO) approach, the ray-trajectory can be defined as solution of the characteristic equations for $H(\omega, k; r) = 0$ [12, 19],

$$\frac{d\mathbf{r}}{ds} = \frac{\partial H}{\partial \mathbf{N}} \left(\frac{\partial H}{\partial \mathbf{N}}\right)^{-1}, \quad \frac{d\mathbf{N}}{ds} = -\frac{\partial H}{\partial \mathbf{r}} \cdot \left(\frac{\partial H}{\partial \mathbf{N}}\right)^{-1}, \tag{1}$$

where $\mathbf{r}$ is the radius-vector, $\mathbf{N} = \mathbf{k}/\omega$ is the refractive index (for convenience, we use below both $\mathbf{k}$ and $\mathbf{N}$), $s$ is the arc length along the ray, and $H$ is the Hamiltonian. This form of equations is more convenient for calculations in comparison with the standard Hamiltonian equations [1, 2] since the group velocity does not appear in Eq. (1) explicitly. Actually, the ray-trajectory is tangential to the power flux density [21–23],

$$S(\omega, k) = \frac{|E|^2}{16\pi} \frac{\partial H}{\partial \mathbf{N}} = \frac{|E|^2}{8\pi} c F(\omega, k), \tag{2}$$

where...
where \( \mathbf{E} = \mathbf{E}(\omega, \mathbf{k}) \) is the complex amplitude of the wave electric field calculated as an eigenvector of the dispersion relation. \( \mathbf{F}(\omega, \mathbf{k}) \) is the dimensionless normalized power-flux density. The Hamiltonian can be represented in two alternative forms,

\[
\mathcal{H} = \begin{cases} 
\mathcal{H}^{(1)} &= \text{Re}(\epsilon_0^2D_\mathcal{H}^i), \\
\mathcal{H}^{(2)} &= N^2 - N_\perp^2 - [\text{Re}(\mathcal{N}_j^i(k))]^2,
\end{cases}
\]

where \( D_{ij} = N^2\delta_{ij} - N_iN_j - \epsilon_{ij} \) is the dispersion tensor, \( \epsilon_{ij} \) is the dielectric tensor with superscripts \( H \) and \( aH \) denoting the Hermitian and anti-Hermitian parts, respectively, \( N_\parallel \) and \( N_\perp \) are the parallel and perpendicular parts of \( \mathbf{N} \) with respect to the magnetic field, and \( \mathbf{e} = \mathbf{E}/E \) is the wave polarization vector. Note that \( N_\parallel \) and \( N_\perp \) are the real solution of Eq. (1), while \( \mathcal{N}_j^i \) is the complex solution of the wave’s dispersion relation, \( \|D_{ij}(\omega, N_\parallel, \mathcal{N}_j^i(k))\| = 0 \). Both Hamiltonians proposed, \( \mathcal{H}^{(1)} \) in Ref. [21] and \( \mathcal{H}^{(2)} \) in Ref. [22], contain the same physics and give practically the same numerical solutions [23]. It was found, nevertheless, that the form given by \( \mathcal{H}^{(1)} \) is somewhat more convenient from a numerical point of view since it does not require solving the full dispersion relation, which itself is numerically non-trivial. In the particular case of the “cold” dielectric tensor in Eq. (3), both formulations produce the same solution.

Note also that for correctly taking into account the “anomalous” dispersion effects, the polarization vector, \( \mathbf{e} \), must be calculated through the full dielectric tensor (the “cold” dielectric tensor is not sufficient). Since \( \epsilon_i \) and \( \epsilon_{ij} \) appear only in a convolution, calculations can be done in the Stix reference frame [44] chosen in such a way that \( N_x = N_\perp, N_y = 0, N_z = N_\parallel \).

The dielectric tensor, \( \epsilon_{ij}(\omega, \mathbf{k}) \), needed for calculating the Hamiltonian and the polarization in the code, is taken in the weakly relativistic approximation and represented in the form given in Ref. [45]. For recursive calculations applied for the Shkarovsky functions, the complex error function, \( w(z) \), is required. In order to guarantee the accuracy needed for stable iterations, a new fortran-subroutine for \( w(z) \) was written, which is based on a most precise (accuracy about 14 significant digits) and very rapid algorithm proposed in Ref. [46] (actually, this is an improved algorithm of Gautchi [47]). Optionally, for the Hamiltonian also the “cold” dielectric tensor can be used, which gives an acceptable accuracy for scenarios with sufficiently tenuous plasmas. In practice, for example, the “cold” model can always be used for O2- and X3-modes. In contrast, scenarios with O1- and X2-modes must be treated more carefully, especially for densities near the cut-off value, since the conditions for significant “anomalous” dispersion can be met.

For each given ray, the set of seven coupled equation (six ray-tracing equations Eq. (1) plus one for the optical depth, \( \tau_o \), which is described in the next subsection) is solved in Cartesian coordinates using the package DLSODE [48]. The accuracy of tracing is controlled by setting “relative accuracy options” of the ODE solver. Additionally, the Hamiltonian is kept small, \( |\mathcal{H}| \lesssim 10^{-5} \). Strictly speaking, the Hamiltonian Eq. (3) must be zero, \( \mathcal{H} = 0 \), to ensure the solution with initially defined wave mode. Since the upper bound of the numerical error for \( \mathcal{H} \) can be estimated as \( |\Delta \mathcal{H}| \lesssim N^2 |\mathcal{N}| = O(1) \), the value \( 10^{-5} \) is in fact the relative accuracy for the Hamiltonian.

In the present version of the code, both derivatives \( \partial \mathcal{H}/\partial \mathbf{r} \) and \( \partial \mathcal{H}/\partial \mathbf{N} \) in Eq. (1) are calculated numerically with the step sizes \( \delta \mathbf{r} \) and \( \delta \mathbf{N} \) chosen from the characteristic scales and condition \( |\Delta \mathcal{H}| \ll 1 \). This approximation does not have any additional limitation for the “cold” model, for the weakly relativistic model, in the special case of quasi-perpendicular propagation near the relativistic cut-off point, the numeric derivatives may produce a large error due to the sharp peaking of the Shkarovsky functions. In other cases, i.e. far from the cut-off, the finite derivatives of the weakly relativistic Hamiltonian do not produce any significant error. This result has been supported by the benchmark against the WR_RTC code [49]. Furthermore, in most typical ECRH/ECCD scenarios for tokamaks and stellarators, where the kinetic effects in wave propagation are negligible, the “cold” Hamiltonian can be applied.

It is assumed that the original beam cross-section (from the gyrotron) is circular with a Gaussian power distribution. Each ray after beam discretization has the individual weight \( w_\text{r} \times \delta S_r \cdot e^{-2(\rho_r/\rho_0)^2} \), where \( \rho_r \) is the distance to the central ray, \( \delta S_r \) is the area “occupied” by the ray, and \( \rho \) is the ray index. After passing through the transmission-line, however, the shape of the beam cross-section can be transformed to elliptical. Considering the last launch mirror as the starting point for the beam, the initial conditions for the rays are defined as elliptical with arbitrary orientation and eccentricity (actually, two half-width are defined and the angle). Apart from this, a possible astigmatism is also included by defining two focal distances with respect to the ellipse axes.

From the antenna, each ray with the vacuum \( |\mathbf{N}_\parallel| = 1 \) is taken to be straight up to the point of crossing the last closed magnetic surface (LCMS). At this point, the refraction index decomposed into the normal and tangential components with respect to the LCMS, \( \mathbf{N} = \mathbf{N}_n + \mathbf{N}_t \), is obtained by iterations with \( N \) calculated from the cold dispersion relation for the desired wave mode in plasma and \( N_t \) from Snell’s law, \( N_t = \sin \theta_0 \), where \( \theta_0 = \cos^{-1}(\mathbf{n} \cdot \mathbf{N}_0) \) and \( \mathbf{n} \) is the normal to LCMS.

For the given equilibrium, TRAVIS can handle several beams simultaneously and each beam is defined as an independent object with individual launch conditions, wave mode, approach for dielectric tensor, discretization, etc. This gives the possibility to calculate multi-beam scenarios by only one run without reloading the equilibrium that is useful for coupling with a transport code. In the case of an optically “gray” plasma with \( \tau_o \sim 1 \), i.e. if the single-pass absorption is less then 80%, reflections of shine-through power from the inner wall and mirrors can be included,
which makes it possible to investigate heating by beams with multiple passes. For this option, a file with data for the inner wall of the vessel and the mirrors must be included. Actually, due to error accumulation (depolarization, plasma outside the LCMS, which are not included in the model) only a few passes are physically meaningful.

In the present version of the code, the mode purity after reflection is assumed to be intact. Actually, this is not strictly true, but this assumption is approximately correct for the cases, when the point of re-entrance is located sufficiently close to the exit of the ray from plasma.\(^1\)

### 2.2. Absorption and deposition profile

As already said before, the set of ray-tracing equations Eq. (1) is solved together with the equation for the optical depth,

\[
\frac{d\tau}{ds} = \alpha, \tag{4}
\]

where \(\alpha\) is the cyclotron absorption coefficient, calculated in fully relativistic approach. This helps ODE solver choose the appropriate integration step-size. All other necessary quantities are obtained then during integration from \(\alpha\) and \(\tau\).

The key value for calculating the RF heating is the power absorption rate along the ray,

\[
\frac{dP_{\text{abs}}}{ds} = P_0 \alpha e^{-\tau}, \tag{5}
\]

where \(P_0\) is the initial power specified for each ray. Since each ray can cross the same magnetic surface more than once, the total deposition profile, \(\frac{\delta P_{\text{abs}}}{\delta V}\), is constructed by summation of all ray contributions appeared in the plasma volume \(\delta V\) between the surfaces labeled by \(\psi\) and \(\psi + \delta\psi\), respectively:

\[
\frac{\delta P_{\text{abs}}}{\delta V} = \sum_{r,i} w_r \left| \frac{\delta s_{r,i}}{\delta V} \right| \left( \frac{dP_{\text{abs}}}{ds} \right)_{r,i}, \tag{6}
\]

where \(i\) enumerates the crossing of the layer \(\delta V\) by the ray with the index \(r\), \(\delta s_{r,i}\) is the arc-length of the ray trajectory which belongs to the elementary volume \(\delta V\), and \(w_r\) is the initial “weight” of the ray.

Aside from the shape of the deposition profile, it is useful also to estimate its location together with its width. It can be easily done by introducing the moments of the deposition profile,

\[
\rho^{m}_{\text{abs}} = \frac{1}{P_{\text{abs}}} \int_0^{V_{\text{max}}} \rho \delta \frac{P_{\text{abs}}}{\delta V} \, dV, \tag{7}
\]

where \(\rho_{\text{abs}}\) is the center of deposition (i.e. its location), \(\rho_{\text{abs}} = \sqrt{\rho_{\text{abs}} - \rho_{\text{abs}}^2}\) is its dispersion, i.e. the characteristic width of the deposition profile, \(\rho = \sqrt{\Psi/\Psi_{\text{max}}}\) is the flux-surface label with \(\Psi\) as the toroidal magnetic flux, and \(P_{\text{abs}} = \int_0^{V_{\text{max}}} (\delta P_{\text{abs}}/\delta V) \, dV\) is the total absorbed power.

Using the general definition for the absorption coefficient \(\alpha = (\omega/\pi)E|e_{ij}|E/|S|\) (here, \(E_i\) is the wave electric field, \(e_{ij}\) the anti-Hermitian component of the dielectric tensor and \(S\) the wave power-flux density given by Eq. (2)), the expression for \(\alpha\) can be represented as the integral along the resonance line, defined by condition \(\gamma - nY - N\beta/c = 0\) (here, \(\gamma = \sqrt{1 + w^2/c^2}\) is the relativistic factor, \(u = v\gamma\) is the momentum per unit mass, \(n\) is the harmonic number and \(Y = \omega/\omega_{\text{ce}}\)), which can be written for an arbitrary distribution function, \(f_e\), as the 1D integral,

\[
\alpha = -\frac{\pi \omega}{c^2} \left| \mathbf{F}(\omega, k) \right| \omega_0^2 \sum_n \int_{u_{\min}}^{u_{\max}} d\psi \left[ D_{\text{ql}} \tilde{L}(f_e) \right]_{\gamma = \gamma_{\text{res}}}, \tag{8}
\]

with the limits of integration, \(u_{\min}\) and \(u_{\max}\), being the solutions of the resonance condition \(\gamma_{\text{res}} = nY + N\beta/c = 0.0\). Here, \(\tilde{L} = \frac{\partial}{\partial \psi} + c\mathbf{\hat{n}} \frac{\partial}{\partial \mathbf{\hat{n}}}\) is the quasilinear differential operator, \(D_{\text{ql}} = (u_{\pm}/c)^2 |\mathbf{\Pi}_n|^2\) is the normalized quasilinear diffusion coefficient, \(\mathbf{\Pi}_n = \mathbf{e}_- J_{n-1}(k_p e) + \mathbf{e}_+ J_{n+1}(k_p e) + 2 \mathbf{e}_\parallel u_{\parallel}/u_{\perp} J_n(k_p e)\) with \(k_p e = N u_{\perp}/c Y\) and \(\mathbf{e}_\parallel = \mathbf{e}_x \pm i\mathbf{e}_y\) is the complex polarization vector. The upper resonance harmonic, which may participate in cyclotron interaction, is defined in the code by analyzing the magnetic equilibrium. In the present version of the code, the cyclotron interaction can be calculated up to 5th harmonic which is sufficient for any realistic scenario. In order to cut the tails of extremely energetic resonant electrons which produce only negligible contribution in cyclotron interaction if the electron distribution function is close to Maxwellian, the range of integration is limited by the choice \(u \leq 7 u_{\text{th}}\) with \(u_{\text{th}} = \sqrt{2T_e/m_e}\).

Analyzing the integrand in Eq. (8), the energy range of electrons which make a contribution in absorption is defined (the energy which corresponds to half of the integral is the central, and the upper and lower values are estimated by analyzing the rest of the integral). Additionally, \(\alpha\) is decomposed into the contributions from passing and trapped electrons. This is done during integration of Eq. (8) by analyzing the normalized magnetic moment, \(\lambda = u_e^2 B_{\text{max}}/u^2 B\) (here, \(B_{\text{max}}\) is the maximum of the magnetic field at the given flux-surface), and splitting the integral into two parts for passing (\(\lambda < 1\)) and trapped (\(\lambda > 1\)) electrons. This option provides a better understanding of the relation between the power deposition and the current drive profiles \([37, 43]\).

As the standard option, the distribution function \(f_e\) is
taken as normalized relativistic Maxwellian \cite{50},
\[
f_{eM}(u) = \left[ \frac{\pi}{2 \mu K_2(\mu)} \right] \mu^{3/2} e^{-\mu(\gamma-1)},
\]
with \(K_2(\mu)\) the modified Bessel function of second kind and \(\mu = m_e c^2/T_e\), which is sufficiently accurate for describing modern large-scale devices, where the power density is sufficiently low and no significant quasi-linear distortion is expected. However, the formulations used in the code also allow for an arbitrary distribution function which opens a possibility to couple TRAVIS with any Fokker-Planck solver for considering particular scenarios with highly peaked deposition where significant quasi-linear effects can be expected. It must be noted, however, that application of the non-Maxwellian in TRAVIS is not yet well benchmarked. At the same time, bi-Maxwellian distribution functions can be applied. This option has been tested already in the earlier version of the code for calculation of the high-field-side ECE-spectrum for W7-X \cite{51}.

### 2.3. Radiative temperature

In the ECE branch of the code, where the radiative electron temperature, \(T_{\text{rad}}\), is calculated, the radiative transfer equation \cite{2, 4}
\[
N_e^2 \frac{d}{ds} \left( \frac{I_\omega}{N_e^2} \right) = \beta_\omega - \alpha_\omega I_\omega,
\]
is solved. Here, \(N_e^2 = N_e^2 \cos \theta \cdot \frac{\partial \Omega}{\cos \theta} \cdot r^{-1} \) is the square of the ray refractive index \cite{2, 52}, = \((k \cdot F)/kF\), \(d\Omega\) and \(d\Omega_k\) are the solid angles specified for the ray and the wave vector \(k\), respectively; \(\beta_\omega\) is the emissivity and \(I_\omega\) is the spectral radiation intensity which in the blackbody approximation can be expressed as \(I_\omega = \omega^2 T_{\text{rad}}/(8\pi^3 c^2)\). The radiation that reaches the antenna is discretized with respect to the antenna pattern. For tracing, it is assumed that each ray trajectory lies between the points of entrance of the ray into the plasma, \(s = a\), and of exit, \(s = b\) (in calculations, the trajectory with \(a < s < b\) belongs to the plasma and the rest is in vacuum). Then the solution of Eq. (10) for the radiation at the exit-point can be represented as
\[
I_\omega(b) = I_{\text{inc}} e^{-\tau_\omega(b)} + \int_a^b ds' \frac{\beta_\omega}{N_e^2} e^{-\tau_\omega(b) + \tau_\omega(s')} \tau_\omega(ab),
\]
where \(\tau_\omega(ab) = -\tau_\omega(a) + \tau_\omega(b)\) and \(I_{\text{inc}}\) is the spectral intensity of the radiation incident on the plasma at the point \(s = a\); boundary conditions require that \(N_e(s = a, b) = 1\). For optically thick plasmas, when \(\tau_\omega(ab) \gg 1\), the contribution from the incident radiation can be neglected.

In the code, all trajectories are calculated in the direction opposite to the radiation, i.e. starting from the antenna through the point \(s = b\) up to \(s = a\) (typically, the trajectory is stopped earlier, at \(\tau_\omega(s) = 10\)). Then, following Eq. (11), the back integration, i.e. from \(a\) to \(b\), is performed.

The radiative temperature is calculated by summation of the contributions from all rays coming to the antenna. Finally, following Kirchhoff’s law for the blackbody emission, the radiative temperature can be written as
\[
T_{\text{rad}}(\omega) = \frac{8\pi^3 c^2}{\omega^2} \sum_r w_r I_{\omega,r}(b).
\]

However, if the frequency band-width for the ECE channel is large, \(T_{\text{rad}}\) must be calculated by averaging over the spectral width \(\Delta \omega\) of the frequency channel \(\omega_s\).
\[
T_{\text{rad}}(\omega_s) = \langle g(\omega) T_{\text{rad}}(\omega) \rangle_{\omega_s \pm \Delta \omega/2},
\]
where \(g(\omega)\) is the band-width function of a receiver with \(\omega\) lying in the interval \(\omega_s \pm \Delta \omega/2\) (typically, the rectangular model, \(g(\omega) = 1\) is sufficient).

The emissivity \(\beta_\omega\) which enters in Eq. (10) is defined in TRAVIS for an arbitrary distribution function in the same way as the absorption coefficient Eq. (8) \cite{4, 53}:
\[
\beta_\omega = N_e^2 \frac{m_e c^3}{8\pi^2 e^2} \left| F(\omega, k) \right| \frac{\omega^2}{\omega^2} \sum_n \int_{u_{s,\min}}^{u_{s,\max}} d\Omega_{\parallel} \left| D_{\|} f_s(\gamma_{s,\omega}) \right|,
\]
which for a Maxwellian distribution function satisfies Kirchhoff’s law, \(\beta_\omega/N_e^2 \alpha_\omega = \omega^2 T_\epsilon/8\pi^3 c^2\). In order to minimize the computation time, the emissivity is calculated in the code together with the absorption coefficient. Analyzing then during the integration the complete integrand in Eq. (13), i.e. in \(\sum_r w_r (g(\omega) I_{\omega,r}(s))_{\omega_s \pm \Delta \omega/2}\), also the spatial width of the emission line (i.e. theoretical limit of the spatial resolution) is calculated. To do this, the mapping to the flux-surface label is performed.

The energy spectrum of electrons which contribute into ECE radiation is estimated in the same manner as for absorption. This information is very helpful when it is necessary to distinguish the contribution from supra-thermal electrons. In particular, this information is required for analysis of the ECE spectrum obtained from oblique or high-field-side observation \cite{38, 51}.

### 2.4. Current drive

In this subsection, we omit general definitions related to the current drive and the adjoint technique and re-address the reader to Ref. \cite{35}, where all the necessary information and the references can be found.

Since the ratio \(j_{\|}/B\) is constant on the magnetic surface (due to conservation of the current within the magnetic flux tube), the elementary toroidal current which circulates through the cross-section between the neighboring flux-surfaces \(\psi\) and \(\psi + \delta\psi\) can be defined as follows:
\[
\delta I_{\text{tor}} = \int_{\psi}^{\psi + \delta\psi} \left( \frac{j_{\|}}{B} \right) \cdot dS = \frac{\langle j_{\|} \rangle}{\langle B \rangle} \delta\psi = \frac{\langle j_{\|} B \rangle}{\langle B^2 \rangle} \delta\psi,
\]
where \( \langle j \rangle \) is the parallel current-drive density, \( \Psi \) is the toroidal magnetic flux and \( \langle \ldots \rangle \) means an averaging over the magnetic surface. Since the efficiency, \( \eta = \langle j \rangle / \langle p_{\text{abs}} \rangle \), but not directly \( \langle j \rangle \) is calculated in the ray-tracing codes, the current generated along the elementary arc-length of a ray is given by

\[
\frac{dI_{\text{tor}}}{ds} = (\langle B \rangle V')^{-1} \eta \frac{dp_{\text{abs}}}{ds},
\]

where \( dp_{\text{abs}}/ds \) is defined in Eq. (5). In the linear approach, which is assumed to be valid in the ray-tracing calculations, the CD efficiency does not depend on the absorbed power.

Summing up the contributions from all the rays similar to Eq. (6), the elementary toroidal current can be expressed as

\[
\frac{\delta I_{\text{tor}}}{\delta \Psi} = \sum_{r,i} \omega_r \left| \frac{\delta \psi_{r,i}}{\delta V} \right| \left( \frac{dI_{\text{tor}}}{ds} \right)_{r,i},
\]

and the value \( \langle j \rangle B \) can be calculated combining Eq. (15) and Eq. (17). The total toroidal current is given by the integral from the axis to the last closed flux surface,

\[
I_{\text{tor}} = \int_{0}^{\Psi_{\text{max}}} \langle \delta I_{\text{tor}}/\delta \Psi \rangle d\Psi.
\]

Similar to Eq. (7), it is meaningful also to define the “location” and the “width” of the current drive profile. Introducing the corresponding moments,

\[
\overline{\rho_{\text{cd}}} = \frac{1}{I_{\text{tor}}} \int_{0}^{\Psi_{\text{max}}} \rho \langle \langle j \rangle B \rangle / \langle B \rangle \rangle d\Psi,
\]

the “center of CD profile”, i.e. its location, \( \overline{\rho_{\text{cd}}} \), is defined, and its dispersion, i.e. the “width” of the CD profile, \( \delta \rho_{\text{cd}} = \sqrt{\overline{\rho_{\text{cd}}}^2 - \overline{\rho_{\text{cd}}}^2} \).

For calculation of the current drive efficiency, \( \eta \), the adjoint technique is applied (see Ref. [35] and the references therein), where the current drive is described in terms of convolution of the RF source-term, \( Q_{\text{RF}} \), with the Green’s function, \( \chi(r, u) \). Performing an integration along the resonance line similar to Eq. (8) and Eq. (14), the final expression for \( \eta \) at particular magnetic surface is

\[
\eta = \frac{e u_{\text{th}}(b)}{\nu_{\text{e0}} n_e c^2 \sqrt{\pi}} \sum_{n} \sum_{u_{\text{min}} \leq u_0} \int_{u_{\text{min}}}^{u_{\text{max}}} \left[ \mathcal{D}_{\text{pl}} \mathcal{L}(f_e M) \mathcal{L} \chi \right]_{\gamma = \gamma_{\text{res}}},
\]

where \( \nu_{\text{e0}} = 4 \pi n_e e^4 \ln A/(m_e^2 u_{\text{th}}^2) \) is the thermal collision frequency, \( b = B / B_{\text{max}} \) is the magnetic field normalized to its maximum on this magnetic surface, and \( \chi \) is the generalized Spitzer function.

The efficiency defined in the adjoint technique by Eq. (20) automatically includes not only the Fisch-Boozer effect [30, 54], but also the effects related to the trapped particles, i.e. the Ohkawa effect [55] (asymmetry generated due to “pushing” of barely passing electrons by the RF source to the trapped/passing boundary) and drag over the trapped electrons [56]. All these effects can be decomposed in two parts: the linear contribution \( \propto Q_{\text{RF}}(f_e M) \) and the correction \( \propto Q_{\text{RF}}(\delta f_e) \) due to the quasilinear distortion, \( \delta f_e = f_e - f_e M \). The first of these, which is dominant (apart from rather exotic cases), can be calculated by both the Fokker-Planck and the adjoint techniques, while the second, which has a pure quasilinear nature, can be calculated only by the Fokker-Planck solver. Please note also that in the wake of Cohen’s investigation [31], where the effect of the trapped electrons in ECCD, i.e. both the drag with trapped electrons and asymmetry of barely passing electrons, was studied by the adjoint technique (high-speed-limit was applied), the name “Ohkawa effect” is frequently used in the literature to describe general effects of the trapped electrons in the current drive.

The key point of the adjoint technique is a choice of the model which should correspond to the desired collisionality range with conservation of parallel momentum in the like-particle collisions and contains magnetic field, \( B(\Psi, \theta, \varphi) \), without simplifications (here, \( \theta \) and \( \varphi \) are the poloidal and toroidal angles, respectively). The simplest model corresponds to the high-collisionality limit with \( \nu_{e0} \to \infty \), when trapped particle effects produce a negligible contribution (here, \( \nu_{e0} = \nu_{c0}(u)/R/\tau \) is the collisionality, \( \nu_{c0}(u) = \nu_{c0}(u) + \nu_{c1}(u) \) is the electron collision-frequency, \( R \) and \( \tau \) are the major radius and the rotational transform, respectively, and \( v \) is the electron velocity). This limit, which corresponds to the classical Spitzer problem, is included in the code only as a reference case for benchmarking purposes.

The opposite low-collisionality case with \( \nu_{e0} \to 0 \) (also called “collisionless limit”) is more relevant for the experimental conditions in fusion devices with high electron temperatures, where the contribution from the barely trapped electrons is negligible. The analytical expression for \( \chi \) used in the code for this approach is the following [35]:

\[
\chi(u, \lambda; \sigma) = \frac{\sigma H(\lambda)}{2 f_c} \int_{\lambda}^{1} \frac{d\lambda}{(\sqrt{\lambda} - \lambda) \lambda};
\]

where \( \sigma \) is the sign of \( u \); \( f_c = 1 - f_tr \) are the fractions of circulating and trapped particles, respectively, and \( h(x) \) is the Heaviside function. The function \( K(u) = \frac{3}{4} \int_{0}^{1} \frac{d\lambda}{(\sqrt{\lambda} - \lambda) \lambda} \), which (apart from normalization) represents the generalized Spitzer function, is the solution of a 1D integro-differential equation [32, 57],

\[
\tilde{C}_{\text{lin}}^1(K) = f_tr \nu_{c0}(u) \nu_{c0}(u) = \frac{\nu_{e0}}{\gamma_{\text{th}}},
\]

where \( \tilde{C}_{\text{lin}}^1(K) = C_{\text{lin}}^1(\chi, f_e M) / f_e M \) and \( C_{\text{lin}}^1 \) is the 1st Leg-
dependence, check of the main features for tokamaks, the benchmark is based on the momentum correction technique [60]. The derivation of parallel momentum conservation (pmc) is applicable for both tokamaks and stellarators with small but finite collisionality taken into account (the results of benchmark are described in the subsection 5.2).

Recently, new approximate model for calculation of current drive with small but finite collisionality taken into account that is applicable for both tokamaks and stellarators has been developed [36] and benchmarked [35] (the results of benchmark are described in the subsection 5.2).

In TRAVIS, a very fast and sufficiently accurate numerical solver for Eq. (22) with parallel momentum conservation (pmc) has been developed [36] and benchmarked [35] (the results of benchmark are described in the subsection 5.2).

The TRAVIS code [63] is regularly used as an ECRH module in any existing transport code (at present, TRAVIS is regularly used as a module in the IPP transport code [68]).

4. Structure of the code and interface

The code TRAVIS is provided in two versions, one for ECRH/ECCD calculations and second for ECE diagnostic. Both branches have a common part (tracing, magnetic equilibrium, plasma profiles, boundary vacuum-plasma, absorption, dielectric tensor modules and dispersion relation solver) and their specific modules (ECRH/ECCD branch: solver for Spitzer problem and calculation of ECCD profiles; ECE branch: solver for radiation-transfer

3. Magnetic equilibrium

All the calculations related to the magnetic equilibrium have been performed by the MConf library developed at IPP by one from the authors (Y.T.). The library provides all necessary geometrical quantities such as magnetic field, \( B \), fraction of trapped particles, \( f_tr \), etc., and performs flux-surface averaging and coordinate transformations between magnetic and real space coordinates.

For operation with 3D magnetic equilibria, the file with Fourier spectrum for the set of magnetic surfaces is used. The equilibrium file must be pre-calculated by the VMEC code [64]. The formats needed for the input are VMEC wout-file or its derivatives with the Boozer coordinates produced by JMC [65] or similar codes. A tokamak 2D magnetic equilibrium is read from EFIT [66] output (EQDSK-file) and transformed to the tokamak symmetry flux-coordinates [67] with the Fourier representation similar to that of VMEC thus allowing the same interpretation.

To speed up consecutive calls of TRAVIS, for example from a transport code, MConf creates a 3D-mesh in cylindrical coordinates on which it tabulates the magnetic field \( B \), the flux-surface label \( S \), etc., and provides functions for interpolation (here, \( S = \Psi/\Psi_{max} \) with the toroidal magnetic flux \( \Psi \); optionally, also poloidal flux can be used). The mesh generator is parallelized using the multi-threading technique thus allowing exploitation of all cores of modern CPUs. Typical time needed for creating the mesh with 2 cm resolution in a poloidal cross-section and through 2 degree in a toroidal direction from the W7-X magnetic equilibrium in VMEC format is about 2 sec on a notebook with dual-core CPU at 2.5 GHz. The mesh along with the original magnetic equilibrium can be stored in a file for future use.

The TRAVIS code uses MConf library through a special interface module; this gives a possibility to plug-in another user library, which returns the magnetic field, Jacobian, creates the set of points belonging to the particular flux surface for performing flux-surface averaging, and provides a mapping from the real space coordinates to the flux-surface label.

All other quantities needed for TRAVIS are prepared by the interface module. This approach is very efficient for including TRAVIS as an ECRH module in any existing transport code (at present, TRAVIS is regularly used as a module in the IPP transport code [68]).
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The TRAVIS code uses MConf library through a special interface module; this gives a possibility to plug-in another user library, which returns the magnetic field, Jacobian, creates the set of points belonging to the particular flux surface for performing flux-surface averaging, and provides a mapping from the real space coordinates to the flux-surface label.

All other quantities needed for TRAVIS are prepared by the interface module. This approach is very efficient for including TRAVIS as an ECRH module in any existing transport code (at present, TRAVIS is regularly used as a module in the IPP transport code [68]).

4. Structure of the code and interface

The code TRAVIS is provided in two versions, one for ECRH/ECCD calculations and second for ECE diagnostic. Both branches have a common part (tracing, magnetic equilibrium, plasma profiles, boundary vacuum-plasma, absorption, dielectric tensor modules and dispersion relation solver) and their specific modules (ECRH/ECCD branch: solver for Spitzer problem and calculation of ECCD profiles; ECE branch: solver for radiation-transfer
equation and calculation of the radiative temperature). The code can work as a stand-alone program as well as the module in another code (for example, in the transport code for updating the power deposition and current drive profiles).

In the ECRH/ECCD branch of TRAVIS, the task for calculations can be initialized in two ways, by direct definitions in the data-file and through a specially designed graphical user interface, which eases preparation of the input parameters together with very helpful presentation of the geometry in convenient (2D and 3D) form. In particular, the start location and direction of any beam (the code allows definition of several independent beams simultaneously) are immediately shown together with the magnetic equilibrium in 3D view being convenient for a fast choice of the relevant parameters. In Fig. 1, an example of the ECRH configuration for the W7-X stellarator is shown. Generally, several beams are under consideration, and the user can alter data for any beam by making appropriate changes (the selected beam, parameters of which are defined in the right-part of the panel, is marked by the color red).

The plasma profiles, \( n_e(\rho), T_e(\rho) \) and \( Z_{\text{eff}}(\rho) \), can be defined reading data stored on the grid or, as an alternative, analytically. The analytical definitions are represented by the general formulae,

\[
f(\rho)/f_0 = g - h + (1 - g + h)(1 - \rho^D)^q + h(1 - e^{-\rho^2/w^2}),
\]

with the set of five parameters, shown at the screen: \( f_0 \) is the value on axis, \( g = f(1)/f_0 \) is the normalized boundary value, \( p \) and \( q \) are the powers for parabolic dependence, \( h \) is the magnitude of an axial “hole” of the width \( w \) (the last two parameters are useful for description of “hollow” density profiles possible for stellarators).

The other parameters, which can be defined through the graphical interface are the number of rays applied for discretization, the definition of the beam-cone, the model for the dispersion relation (“cold” or weakly relativistic), the accuracy for ODE-solver, etc. All these parameters are individual for each beam.

The major part of a calculation’s results is shown graphically (in other tabs, see Fig. 1) and also written to files. There is the local information along each ray trajectory like \( N_{\perp,||}, n_e, T_e, B, \rho = \sqrt{3} \), etc., and the integral values and profiles like \( P_{\text{abs}}, I_{\text{tor}} \), etc. Together with the standard output of values like \( dP_{\text{abs}}/ds, dI_{\text{tor}}/ds, dP_{\text{abs}}/dV \), the contributions of passing and trapped electrons are shown. Apart from this, an evolution of the polarization vector is shown (both the real and imaginary parts of \( e_x, e_y \) and \( e_z \)). For comparison, the polarization can be shown in the “cold” as well as in the weakly relativistic approaches. The importance (or its negligible weight) of the “anomalous dispersion” can be estimated from the plotted cosine between the wave vector and the power flux, i.e. \( \cos \mathcal{L} = \mathbf{k} \cdot \mathbf{F}/kF \) (see Eq. (2)). Additionally, the energy range of the resonant electrons which produce the main contribution in absorption, emission and current drive is shown along the trajectory of the central ray. This information is very helpful for a deeper understanding of the process.

Figure 1: [color online] Example of the input-panel from the graphical interface of the TRAVIS code.
The core of the code is written in fortran-90 in such a way that the beams and corresponding rays are described by their own structures, declared as derived types, and the code itself does not contain any static variables. This object-like style eases the parallelization of the code which is important for including it in the real-time ECE diagnostic software. At present, the code is not parallelized, but this can be easily done.

5. Benchmark and applications of the code

Since only the model for current drive calculations is completely new in comparison with other codes, benchmarking has been separated into two parts: 1) testing the ray trajectory and absorption profile, and 2) testing the current drive calculations. A several very different scenarios were considered.

5.1. Tracing and absorption

If the electron temperature is high enough, the preferable model for calculation of absorption is the fully relativistic approach (in TRAVIS, this option is default). For the Scenario-2 in ITER [69] and for the upper launcher conditions [33], calculations of the ray trajectories with the “cold” Hamiltonian were performed, while the absorption was calculated with both weakly relativistic and fully relativistic models. It was found that the locations of $dP_{abs}/ds$ for both weakly and fully relativistic approaches are practically the same as obtained by the code GRAY [8] (see also [33]). However, the shift between the “cold” profile and weakly relativistic (i.e. more precise) profile does not change drastically the general picture. At the same time, there are scenarios where accuracy of the model is more important. For example, for the equatorial launcher in ITER with the toroidal launch angle 30° ($N_{t} \approx 0.64$ in the absorption region), the fully relativistic resonance appears at the ray trajectory about 18 cm before the weakly relativistic one, resulting in a shift of the deposition profile $\Delta p \approx 0.044$ towards off-axis and 23% reduction of $dP_{abs}/dV$ at maximum.

The benchmarking of “cold” ray-trajectories and the deposition profiles was done also against TORBEAM [11]. For this purpose, ASDEX-Upgrade conditions were applied and very good agreement was obtained. For a 3D stellarator equilibrium, the code was successfully benchmarked against the code TRECE [39] (“cold” tracing and weakly relativistic absorption) for conditions of the Heliotron-E device [70].

The cases where “anomalous” dispersion induced by the thermal effect can be significant were tested for the ITER Scenario-2 mentioned above. For calculations, the Westerhof-Tokman Hamiltonians Eq. (3) with both the “cold” and weakly relativistic dielectric tensor were applied and compared with results from the WR_RTC code [49]: the agreement was found to be satisfactory.

For demonstration an importance of the “anomalous” dispersion, calculations were performed for quasi-vertical injection from the upper launcher in ITER. In Fig. 2, the ray trajectories of RF beams (O1 mode) in the $Rz$ plane calculated with the different Hamiltonians are shown. The starting point for the central ray is $R = 6.485$ m and $Z = 4.11$ m and the launch angles are $\alpha = -74^\circ$ and $\beta = 18^\circ$. The rays calculated using the “cold” Hamiltonian are completely absorbed in the region near the cyclotron resonance. Due to the Doppler shift ($N_{t} \approx 0.25$ near the resonance), the condition for cyclotron interaction is met before crossing the surface $\omega = \omega_{ce}$. However, the rays calculated with weakly relativistic Hamiltonian experience a bending from the “cold” trajectories near the cyclotron resonance. Furthermore, even small change of the trajectory and $N_{t}$ leads to losing of cyclotron resonance and no absorption appears. Physically, these results are very close to those that were obtained for TCV [13] and JET [14].

5.2. ECCD in ITER

The benchmark of numerical tools for current drive calculations requires special attention. For calculation of the current drive efficiency, two collisionless models based on Eqs. (21) and (22) were applied: Spitzer-problem solvers for the high-speed-limit ($hs$) [32] and for the parallel-momentum-conservation ($pmc$) approaches [36]. Again, we follow the line proposed for benchmarking of the different beam/ray-tracing codes [33] and consider the same ITER scenario.

Using the scenario with the beam from the equatorial launcher in ITER, an angle-scan was performed and compared with the results obtained by the TORAY and CQL3D...
codes. The results of calculations with the *hsl* model coincide well with those calculated by the code *TORAY*, while the results from the more precise *pmc* model are in good agreement with the Fokker-Planck solver *CQL3D*. For the angles checked, the maximum discrepancy between the currents calculated with the different models, *hsl* and more precise *pmc*, is about 20%, i.e. *hsl* significantly underestimates the current drive [35].

In order to demonstrate an importance of parallel momentum conservation in current drive calculations, R. Prater proposed [33] the gedankenexperiment for ITER with the moderate launching angle (12.3° from radial) and location of the EC resonance quite close to the magnetic axis. In these conditions the counterring action effect from the trapped electrons is reduced due to the smallness of \( f_r \), and bulk electrons are responsible for generation of the current owing to moderate \( N_{\chi} \). It was found that the *hsl*-model gives approximately half of the current obtained with the Fokker-Planck calculations (see Fig. 12 in Ref. [33]). In Fig. 3, the results of the same calculations performed by *TRAVIS* with both the *pmc* and *hsl* models are shown. Similar to the Fokker-Planck calculations [33, 35], the current drive obtained with the relativistic *pmc* model is higher than that obtained with the *hsl* by a factor of two. The reason for so strong ECCD underestimation is that mainly the electrons with \( u_{res} \approx 1.5u_{th} \) are responsible for the current drive generation, which is clearly outside the applicability of the high-speed-limit. The results of the benchmark against *CQL3D* shown in Ref. [35] clearly demonstrate that the *pmc* model [36] developed for *TRAVIS* is more adequate than *hsl* for the simulation of ECCD scenarios in high-temperature plasmas.

5.3. *W7-X* Stellarator: X2-scenario

Let us consider the typical ECRH/ECCD scenario in the *W7-X* stellarator with the X2-mode at 140 GHz (for details see Ref. [43]). This scenario is most acceptable for low and moderate plasma density. If the mode-purity is sufficiently high, optical depth is high, \( \tau_{X2} \gg 1 \), and complete single-pass absorption is expected. The deposition profile accounting for both Doppler broadening and relativistic effects is well localized and quite predictable. The following scenario was simulated: five oblique RF-beams of 1.0 MW each were launched from different ports. The “standard” magnetic configuration optimized for small neoclassical transport [71] was used. The magnetic field on axis was chosen to be 2.56 T (the “resonance” value is 2.5 T) in order to have the deposition profile shifted in the low-field-side direction (this is desirable if the X2-scenario is applied as the pre-heating scenario before subsequently switching to the O2-scenario). The launch-ports are situated near the “bean-shaped” plane where the maximum of \( B \) is located (in the “standard” magnetic equilibrium of the *W7-X* stellarator, the variation of magnetic field strength along the axis is \( B_{max}/B_{min} = 1.09 \) so as to guarantee a minimization of heating of the trapped electrons.

In these calculations, the density profile with \( n_e(0) = 0.8 \times 10^{20} \text{ m}^{-3} \) and the effective charge (uniform with \( Z_{eff} = 1.5 \)) were assumed to be fixed. The plasma temperatures (see Fig. 4(a)) were calculated by the 1D transport code [68] coupled self-consistently with *TRAVIS*. Calculations were done under the assumption that the neoclassical transport dominates in the plasma core while the anomalous transport acts in the periphery of the plasma. In Fig. 4(b), the deposition and ECCD profiles summarized for all five beams are shown. Since all beams are launched approximately with the same angles, the total deposition profile is localized quite well. As expected, the location and the shape of the total current drive coincides well with the power deposition profile.

As an example, in Fig. 4(c), also the ray trajectories of one of the five beams are shown (RZ-plane at toroidal angle that corresponds to the maximum of deposition). The

![Figure 3:](image-url) [color online] ECCD profiles in Gedankenexperiment for ITER, calculated with *TRAVIS* with the different approaches: solid line - *pmc*, and dashed-dot line - *hsl*. (Compare with Fig. 12 in Ref. [33])

![Figure 4:](image-url) Results for X2-scenario in W7-X. (a) plasma profiles calculated by coupled 1D transport code and *TRAVIS*; (b) deposition and current drive profiles obtained by adding results for the five oblique beams launched from different ports; (c) the ray trajectories in the RZ-plane for one beam (magnetic surfaces and B-isolines with magnetic at \( \omega = 2\omega_{ce} \) are shown).
beam with Gaussian distribution of power was discretized into 41 rays. Single-pass absorption of the X2-mode for these plasma parameters is complete and the RF-power is absorbed somewhat before the resonance plane, $\omega = 2\omega_{ce}$ (the toroidal launch angle is about 20° and $N_0 \approx -0.25$).

It is interesting to consider the results for this beam in detail. In Fig. 5, left, the evolution of $dP_{abs}/ds$ and $dI_{tor}/ds$ (see Eqs. (5) and (16), respectively) along the central ray are shown. Here, current drive was calculated with the weakly relativistic $p_{mc}$-model. One can see that the current drive profile almost reproduces the shape of the absorption rate. This can be easily explained by a few factors. First of all, the plasma is optically thick for the considered scenario and only passing electrons with $k_B T \gg m_c v^2 > 0$ are involved in the cyclotron interaction. Secondly, despite the strong dependence of the Spitzer function on the energy, the momentum range of the electrons contributing to current drive does not change significantly in the absorption region. One can see this clearly from Fig. 5, middle and right, where an evolution of $(u/u_{th})_{abs,cd}$ is shown (the red lines correspond to the half values of the integrals along the resonance line and the shadowed area shows the range where 90% of the integral is reached, i.e. the wings with 5% of contribution from both sides are cut off in the figure). Indeed, in the area where the absorption happens (between the points in trajectory 0.55 m and 0.6 m) the main contribution in current drive is coming from the electrons with $(u/u_{th})_{cd} \approx 2$, and the efficiency (not shown here) does not have any significant change. Again, this demonstrates clearly why the high-speed-limit for the adjoint technique is not generally suitable for calculation of ECD: here the momentum range for current drive surely does not satisfy the necessary condition for applicability of the bsl approach.

5.4. W7-X Stellarator: O2-scenario

Contrary to the X2-scenario, where single-pass absorption is 100% and the deposition profile is defined predominantly by the magnetic field and obliqueness of the beam, the O2-scenario is more complex. First of all, for typical plasma parameters the plasma is optically gray ($\tau_{O2} \sim 1$) and single-pass absorption is about 60-80%. In order to prevent the uncontrolled depolarization of the reflected RF-beam, corrugated mirrors which save the desired polarization in the reflected beam are installed at the inner wall. Usually, after two passes through the plasma about 90% of the power is absorbed and the remaining power can be somewhat depolarized during reflection from the wall before the third pass through the plasma. Nevertheless, in calculations we consider the third pass with the same polarization since this approximation only weakly affects the final results.

Due to a nonlinear dependence of the absorption coefficient on the electron temperature [4], the optical depth approximately scales as $\tau_{O2} \propto T_e^2$ (this dependence is rigorous only for plasmas with well-localized absorption). As a consequence, the O2-scenario cannot be applied as the start-up scenario and needs a stage of pre-heating. Considering the X2-scenario described in the previous subsection as the pre-heating scenario, after reaching the steady-state and changing polarization from X- to O-mode with the same launch conditions (the beams must be directed to the mirrors), we discuss below the results of mod-

Figure 5: [color online] Results for X2-scenario, evolution along the central ray. Left: $dP_{abs}/ds$ and $dI_{tor}/ds$. Middle and right: momentum range of electrons contributing in absorption and the current drive, respectively.
The Ohkawa effect becomes significant. Moreover, the code coupled with TRAVIS in the same manner as before, i.e. by the 1D transport trajectory, the point becomes stronger. In particular, near the point 0.67 m on the trajectory, the resonance condition is changing along trajectory much more. As seen in Fig. 7(b), the width of deposition is about 20 cm (compare with 6 cm for X2-scenario) and the resonance condition is changing along trajectory much stronger. In particular, near the point 0.67 m on the trajectory, the point $\omega = 2\omega_{ce}$ is crossed and near this point the Ohkawa effect becomes to be significant. Moreover, starting from this point the contribution from electrons with $k_i v_{||} < 0$ appears which drives the current with opposite sign. Apart from this, the trapped electrons which already participate in absorption do not produce any current drive. As a consequence, $dI_{tor}/ds$ starts to drop well before $dP_{abs}/ds$ and even changes the sign where the contribution of electrons with $k_i v_{||} < 0$ becomes dominant. The effect of absence of contribution from the trapped electrons is perfectly seen in Fig. 7 (middle and right), where the momentum range of electrons responsible for ECCD is drastically different from the same for absorption.

5.5. W7-X Stellarator: ECE-diagnostic

The standard scheme of low-field-side (LFS) ECE measurements is based on two conditions. The first is a high optical thickness of plasmas for the observed frequency of the radiation. Usually, this is well satisfied (apart from the outer radii) for the frequency range which corresponds to the X2-mode and partly for the O1-mode. The second condition is the assumption that the electron distribution function is Maxwellian. The formal condition for this is the smallness of quasilinear effects induced by the RF source, i.e. smallness of the absorbed power density with respect to the thermalization rate, $P_{abs}/(v_e T_{e} v_{th}) \ll 1$, which is usually true apart from the scenario with an extremely highly peaked deposition profile in the low-density discharge.

The main contribution in ECE observed from the LFS is produced by the electrons which belong to the bulk where any deviation from Maxwellian is expected to be small. The detection of non-thermal effects requires a special technique and a high-field-side (HFS) observation is estimated to be very sensitive to the presence of a non-thermal population of electrons [72, 73]. There was shown that contrary to emission which is a local characteristic, the energy range of electrons, which are responsible for the re-absorption, is defined exactly by the direction of observation being quite different for LFS and HFS cases. Respectively, the down-shifted emission of energetic electrons, which propagates in the direction of increasing $B$ is not reabsorbed and can be identified in the measurements. An applicability and attractiveness of the HFS measurements for W7-X has also been proved by ray tracing [51].
Figure 8: [color online] Left: The major radius (axis $y$) corresponding to the location of ECE vs the frequency (axis $x$) shown together with the spatial resolution. Both the LFS and HFS spectra are shown. The location of “cold” resonance at the vacuum sight-line is shown by black/dashed line. Right: the momentum of resonant electrons which contribute in ECE are shown for the same frequencies.

and for this purpose an additional ECE antenna is planned for the inboard side of W7-X [74].

The ECE diagnostic designed for W7-X is based on LFS measurements of the X2-mode near the “bean-shaped” plane where $\nabla B$ is largest (for details, see Ref. [74] and the references therein). Since the sight-line is quasi-perpendicular to the magnetic field (in vacuum, $86^\circ < \theta < 92^\circ$) and the Doppler effect is sufficiently small, the spatial resolution is defined by the relativistic broadening. The same sight-line must also be used for auxiliary HFS measurements. An example which illustrate the ECE for both LFS and HFS is calculated for $B = 2.5$ T on axis, which correspond to the frequency range for X2-mode, and for plasma with $n_e(0) = 0.8 \times 10^{20}$ m$^{-3}$ and $T_e(0) = 6$ keV.

In Fig. 8 (left), the location of the ECE-line together with its spatial resolution is shown: the major radius corresponds to the region from where the emission of the given frequency is coming. Additionally, the location of the “cold” electron cyclotron resonance at the vacuum sight-line is shown. One can see, that due to strong reabsorption, the emission observed from the LFS is coming for each frequency from the region very close to the “cold” resonance position. And, vice versa, emission observed by the HFS antenna, originates from the regions of the plasma significantly shifted inside. Although the results of HFS observation seem like for optically gray plasmas, where the width of the emission line for the given frequency is rather broad, this circumstance actually reflects only the fact that the emission is coming from the region with suppressed reabsorption.

As seen in Fig. 8 (right), the momentum range of the resonant electrons which contribute to ECE for both LFS and HFS is separated well. Due to strong reabsorption, the bulk electrons with $u/u_{th} \approx 1$ are responsible for the LFS spectrum. But for the HFS, more energetic electrons, $u/u_{th} \sim 2–3$, contribute to the emission, allowing the possibility to identify appearance of supra-thermal electrons due to quasilinear effects.

6. Summary

The ray-tracing code TRAVIS has been developed for electron cyclotron studies with emphasis on heating, current drive (CD) and ECE diagnostic. The code works with an arbitrary 3D magnetic equilibria and is thus applicable for both stellarators and tokamaks.

Due to a general model for the Hamiltonian, the kinetic effects which lead to anomalous dispersion are taken into account. Macroscopic quantities such as the deposition profile or the radiative temperature can be decomposed into the contributions from trapped and passing particles. This tool provides a better understanding of the kinetics of ECRH and ECCD, being not only useful in interpreting experiments, but also as a predictive means of designing plasma discharges. The spatial width of the emission line, calculated together with the ECE spectrum, gives the theoretical upper limit to the spatial resolution of the ECE diagnostic. The energy range of emitting electrons calculated gives an additional possibility to analyze kinetic effects.

Special attention in development of the code was devoted to the model for current drive calculations. The model is based on the adjoint technique in the collisionless limit with the Spitzer function obtained with parallel momentum conservation in electron-electron collisions. The accuracy of the numerical tools for obtaining the Spitzer function in both the weakly relativistic approach and the fully relativistic approach is sufficiently high as confirmed by benchmarking against the Fokker-Planck solver. It needs to be stressed that these numerical tools for calculations of the current drive remain not only sufficiently simple and fast but also significantly more accurate and adequate to modern fusion devices than the high-speed-limit model.

The code has been well benchmarked against the 3D code TRECE, the tokamak codes TORBEAM, GRAY and WR_RTC (with the last, “anomalous” dispersion was benchmarked). Additionally, the code was successfully tested with the ITER reference scenario-2 against predictions collected by R. Prater [33] (the results of this benchmarking were not
included therein but partly published later [35], where the current drive efficiency with parallel momentum conservation was calculated and compared with the Fokker-Planck calculations by CQL3D code).

The code is used through a specially designed graphical user interface, which allows the preparation of input parameters and viewing results in a convenient form. The aim of this interface, where the definition of input data as well the choice of output options can be done by clicks, is to make the code suitable and comfortable for any interested user. The major part of results is shown graphically: 2D and 3D figures for the magnetic equilibrium and the rays therein, the local information along each ray trajectory, the integral values like $P_{\text{abs}}$, $I_{\text{tor}}$, etc. Together with the standard output of the values like $dP_{\text{abs}}/ds$, $dL_{\text{tor}}/ds$, $dP_{\text{tor}}/dV$, the contributions from passing and trapped electrons are shown.

The code is routinely exploited now in both a stand-alone version and coupled with a 1D transport code [68] in modeling of heating and current drive scenarios at various harmonics of the ordinary and extraordinary mode (O1, O2, X2 and X3) [43, 75–77] as well as in modeling of the ECE diagnostic in the different W-7X magnetic equilibria [38, 51, 74]. The code is also used to support the design of ECRH launcher components for W-7X [78]. Additionally, the code is already in use for ECRH and ECCD research in such devices as LHD [79, 80] and Heliotron-J [81].
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