Femtosecond Dynamics of Momentum-Dependent Magnetic Excitations from Resonant Inelastic X-Ray Scattering in CaCu$_2$O$_3$
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Taking spinon excitations in the quantum antiferromagnet CaCu$_2$O$_3$ as an example, we demonstrate that femtosecond dynamics of magnetic electronic excitations can be probed by direct resonant inelastic x-ray scattering (RIXS). To this end, we isolate the contributions of single and double spin-flip excitations in experimental RIXS spectra, identify the physical mechanisms that cause them, and determine their respective time scales. By comparing theory and experiment, we find that double spin flips need a finite amount of time to be generated, rendering them sensitive to the core-hole lifetime, whereas single spin flips are, to a very good approximation, independent of it. This shows that RIXS can grant access to time-domain dynamics of excitations and illustrates how RIXS experiments can distinguish between excitations in correlated electron systems based on their different time dependence.
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Traditional spectroscopic methods used in condensed matter experiments relate dynamical properties of a material to frequency-dependent correlation functions. These techniques have been very successful in probing elementary excitations of solids, revealing their sometimes unconventional nature. For instance, using frequency-resolved spectrosopies to study low-dimensional cuprates, electronic quasiparticles that are fractions of an electron, in the sense that they carry either its spin, charge, or orbital, have been detected [1–3].

Technological advances in intense pulsed radiation sources, including those at novel x-ray free electron laser (XFEL) facilities [4], nowadays enable us to observe dynamics via time-resolved measurements. A usual scheme is to first excite a system using a pump pulse and then to probe the excited state at a later time by means of a probe pulse. Today, these pump-probe experiments allow studying the temporal evolution of excited states in the pico-, femto-, and attosecond time scales [5–7]. The pump-probe approach provides opportunities for further exploration of correlated electron materials, because the femtosecond to picosecond range corresponds to dynamics usually determined by electron-electron or electron-phonon interactions—processes of key importance for the physical properties of these materials.

A conceptually alternative route for the time domain is core-level spectroscopy, either involving outgoing electrons [8] or photons [9–12]. Initially, a core electron is promoted into an unoccupied orbital and an intermediate perturbed state with a finite lifetime, the core-hole lifetime $\tau$, is created. At an average time $\tau$ after the core-hole creation, an electron decays into the core hole leading to emission of a photoelectron, Auger electron, or x-ray photon. The measured signal carries information on the generation and evolution of excitations created during the core-hole lifetime. In the case of $L$ edges of $3d$ transition metals, the $2p$ core-hole lifetime is in the femtosecond range, corresponding to the dynamics of correlated electrons. Such a time scale accessible by core-level spectroscopy is still today much faster than that achievable by state of the art XFEL.

Resonant inelastic x-ray scattering (RIXS) is a photon-in—photon-out technique, which involves the creation of a core hole in the intermediate state and, therefore, implements the aforementioned core-hole clock. In addition, high-resolution RIXS is a unique technique for probing magnetic, orbital, and charge excitations in strongly correlated materials, often in the momentum resolved mode [3,13–19]. The combination of these properties makes RIXS a unique tool giving dynamical information. Besides being interesting per se, this approach allows us to disentangle excitations not well separated in energy and momentum by exploiting their different time scales as shown here. For all these reasons, the RIXS dynamics is potentially interesting for a variety of fields in solid state physics, and it is timely to investigate this option since RIXS is rapidly developing.

In this Letter, we demonstrate how the temporal evolution of electronic excitations during the core-hole lifetime leaves its fingerprint on the RIXS cross section. As an
example, we consider the elementary magnetic excitations of the spin chains in CaCu$_2$O$_3$. Via Cu $L$-edge RIXS, we measure two types of magnetic excitations in this material, which correspond to a single spin flip with a total spin change of $\Delta S = 1$ (S$_1$) and a double spin flip with $\Delta S = 0$ (S$_0$) [15,16,20–22]. Following a previously established approach [22], we extract the S$_0$ and S$_1$ contributions from the experimental spectra and compare the result to the theoretical RIXS response obtained by an exact-diagonalization simulation of the time dependence of the RIXS process in a 1D S = 1/2 chain. We show that the S$_0$ and S$_1$ excitations evolve on very different time scales and, therefore, contribute differently to the measured RIXS signal. Specifically, we establish that the S$_1$ part, which depends on strong spin-orbit coupling, is created mainly upon decay and is affected only slightly by the core-hole lifetime. Whereas the S$_0$ part takes a significantly long time to be created—its intrinsic time constant is $\tau_{S_0} = \hbar/J$, where $J$ is the spin-spin interaction strength—and depends crucially on the intermediate state dynamics, the ratio of core-hole lifetime $\tau$ to $\tau_{S_0}$ determines, in fact, the S$_0$ contribution to the spectra.

The RIXS experiment was performed at the ADRESS beam line of the Swiss Light Source at the Paul Scherrer Institut [23], using the SAXES spectrometer [24]. The experimental layout is illustrated in Fig. 1(a). The energy of the incoming x-ray photons was tuned to the maximum of the Cu $L_3$ x-ray absorption peak at 931.5 eV [cf. Fig. 1(b)], for both linear in-plane (x) and out-of-plane (z) polarizations $\epsilon$. The combined energy resolution at this edge was 130 meV.

CaCu$_2$O$_3$ single crystals were grown as described in Ref. [25]. This material realizes a two-leg spin-1/2 ladder, as illustrated in Fig. 1(c). An important feature of this particular ladder structure is the 123° bond angle along the rung direction $a$, which results in anisotropic exchange constants: $J_{\text{leg}} = 10 \times J_{\text{rung}} = 140–160$ meV [2,26]. Therefore, the two-leg ladders can be approximated as two weakly coupled spin-1/2 chains, since the effects of the coupling along the rung direction become important only at energies below 10 meV [2].

In the following, we focus on the magnetic RIXS excitations at energies between 100 and 300 meV where the effects of $J_{\text{rung}}$ play no role. The corresponding experimental RIXS spectra for different momentum transfers $q$ are shown in Fig. 1(d) as a vertical stack with $q$ ranging between -1 to 1 (in units of $\pi/b$, where $b = 4.1$ Å) and for $\sigma$- (black) and $\pi$- (red) incoming polarized light. Already, from the raw data, the dispersion of the magnetic excitations is very clear. As can be seen in Fig. 1(e), the peak position tracks the lower bound of the two-spinon excitations and reaches a maximum at $q = 0.5$. In addition to this, our RIXS data reveal the continuum of two-spinon excitations at higher energies above the lower bound. This is exactly what is expected for a spin-1/2 chain [27] and agrees very well with previous inelastic neutron scattering data [2,28]. Thus, we ascertain that, within the energy range accessed by the present RIXS experiment, the magnetic excitations of CaCu$_2$O$_3$ correspond to two-spinon excitations of antiferromagnetic (AFM) spin-1/2 chains with a superexchange $J = 160$ meV.

Figure 2 provides a schematic illustration of the dominant mechanisms, by which Cu $L_3$-edge RIXS creates two-spinon excitations in an AFM spin-1/2 chain. Initially, at $t = 0$, a $2p$ core electron is excited into the 3d valence shell [see Fig. 2(b)]. During the lifetime $\tau$ of the created core hole, two different processes can occur that leave magnetic excitations behind. (i) Because of spin-orbit coupling to the $2p$ state the core-hole spin can flip [Fig. 2(c), right panel]. After the core-hole decay, this results in a local spin flip in the valence shell of the excited site [Fig. 2(d), right panel], yielding the S$_1$ excitation. (ii) Two spins next to the core-hole site scatter at the doubly occupied site [Fig. 2(c), right panel]. After the decay of the core-hole state, again, two spinons have been created [Fig. 2(d), left panel], but this time the spinons have opposite spins, and hence, the total spin did not change. This is the S$_0$ process.
factors depending on the geometrical parameters $\epsilon$ the single ion model [31,32]. Considering the set of Eq. (1) written as introduced in Refs. [20,29], where

spin-flip probability $P_{sf}$ (a) Schematic representation of the initial state

right after the creation of the core hole at $t = t^*$, As the 3d level at the core-hole site is doubly occupied and has a net spin of 0, magnetic coupling to neighboring sites vanishes, (c) Intermediate state at a later time $t = \tau^*$, just before the deexcitation of the core hole. On the left side, two spins next to the core-hole site have flipped due to scattering on the doubly occupied site, i.e., the “cut” in the spin chain. On the right side, spin-orbit coupling of the 2p state has flipped the core-hole spin. The intermediate state doublon is subject to the core-hole potential $V_C$. (d) The two-spinon excitations (red bonds) in the final state at $t = \tau^*$. In (c) and (d), the left (right) part illustrates the $S_0$ ($S_1$) process.

For a specific polarization $\epsilon$, the magnetic RIXS intensity can be expressed as $I^\epsilon(q, \omega, \tau) = I^\epsilon_{S_0}(q, \omega, \tau) + I^\epsilon_{S_1}(q, \omega, \tau)$. To quantify these observations, we use the factorization introduced in Refs. [20,29], where $F^\epsilon_{S_0}(q, \omega, \tau)$ can be written as $F^\epsilon_{S_0}(q, \omega, \tau) = F^\epsilon_{S_0}(q, \omega, \tau) + F^\epsilon_{S_1}(q, \omega, \tau)$, $F$ being a local form factors depending on the geometrical parameters $\epsilon$, $q$ and corresponding to the transition between spin-orbit split $2p_{1/2}$ states to $3d_{\pm} - 2p$ state, while $G$ are ground-state dynamical structure factors depending on energy transfer $\omega$, magnitude of momentum transfer $q$ and—most importantly for the present analysis—core-hole lifetime $\tau$. Following Refs. [20,30], $F^\epsilon_{S_0}$ is replaced by the local spin-flip probability $P^\epsilon_{sf}$. Additionally, we assign to $F^\epsilon_{S_0}$ the elastic probability $P^\epsilon_{el}$, because the state of the excited site has not changed during the $S_0$ process. The overall magnetic RIXS intensity is, thus, given by

$$I^\epsilon(q, \omega, \tau) = P^\epsilon_{el}(q)G_{S_0}(|q|, \omega, \tau) + P^\epsilon_{sf}(q)G_{S_1}(|q|, \omega, \tau).$$

(1)

The probabilities $P^\epsilon_{el}(q)$ and $P^\epsilon_{sf}(q)$ can be evaluated within the single ion model [31,32]. Considering the set of Eq. (1) for $\epsilon = \sigma, \pi$ at a given $q$, with $I^\sigma(q, \omega, \tau)$ and $I^\pi(q, \omega, \tau)$ known from the experiment, it is possible to determine first, $G_{S_0}(|q|, \omega, \tau)$ and $G_{S_1}(|q|, \omega, \tau)$, not depending on $\epsilon$, and second, to extract $F^\sigma_{S_0}(q, \omega, \tau)$ and $F^\pi_{S_1}(q, \omega, \tau)$. Representative results of this analysis are given in Fig. 3.
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(a) [(b)] Spectral decomposition of total RIXS intensity $I^\sigma$ (black dotted line) into $S_0$ (red line) and $S_1$ (blue line) components for $q = -0.47$ ($q = 0.47$). The elastic signal is shown in green. (c) Comparison between the extracted $I^\sigma_{S_0}$ spectral shapes at $q = -0.47$ (thin line) and $q = 0.47$ (thick line). (d) $F^\sigma_{S_0}(q, \omega, \tau)$ as a function of $q$, estimated by integrating $G_{S_0}(|q|, \omega, \tau)$ between 0.1 and 0.6 eV. Only positive $q$ data are considered [32].

We now turn to the theoretical modeling of the time evolution of magnetic excitations in a spin-1/2 chain and its relation to the RIXS cross section. The effect of the core-hole lifetime $\tau$ on the RIXS process was simulated using exact diagonalization [21] for a ring of up to 16 sites modeling the 3d valence states and a time-dependent term describing the core hole

$$H(t) = H_{3d} + \Theta(t)\Theta(\tau - t)H_{\text{corehole}}.$$  

(2)
$H_{\text{corehole}}$ consists of a local attractive potential at a single site, which is switched on (at $t = 0$) and off (at $t = \tau$) together with the creation and annihilation of the extra $d$ electron, respectively (see the illustration in Fig. 2). The effective spin flip in the $S_1$ process, see Fig. 2(c), is incorporated by creating and annihilating electrons with opposite spin in the $3d_{x^2−y^2}$ orbital at the core-hole site. Note that the core-hole lifetime $\tau = \hbar/\Gamma$, $\Gamma$ being the core-hole lifetime broadening, is explicitly taken into account in both the $S_0$ and $S_1$ cases [32].

We compared several microscopic models of $H_{3d}$, modeling the $3d_{x^2−y^2}$ chain with Hubbard, $t$-$J$, and Heisenberg models. In the former two, the doubly occupied site (doublon) is in principle allowed to move away from the core hole during the RIXS process, but for the experimentally determined core-hole potential $V_c$ in cuprate materials of 9 eV [35], the doublon hopping was found to play no role [32]. Also, as long as $V_c \gtrsim U$, where $U$ is the actual or implied on-site Coulomb repulsion in the model, the actual value of $V_c$ does not significantly affect the direct RIXS process [21,32]. Thus, the only relevant aspect for creating the $S_0$ excitations is the spin-flip in the electron, respectively (see the illustration in Fig. 2).

Calculations have been done for $J = 0.16$ eV (black dashed lines in Figs. 4(a) and 4(b)) shows that finite-size effects are small. By increasing the lifetime $\tau$, the calculated $I_{S_0}^G$ strongly increases [Fig. 4(a)], while the $I_{S_1}^G$ remains almost unchanged [21,33] [Fig. 4(b)]. This behavior is expected, since the spin flip in the $S_1$ process is directly introduced upon the decay and, therefore, dominates the response, while perturbative effects due to the intermediate-state doublon contribute only minutely to $I_{S_1}^G$. On the contrary, $S_0$ excitations are created only due to the presence of the intermediate state doublon. During the time span $\tau$, excitations are generated at and propagate away from the core-hole site. Therefore, $I_{S_0}^G$ increases strongly with increasing $\tau$ and becomes significant only for $\tau \sim \hbar/J$. $S_1$ excitations, on the other hand, can occur even for $\tau \ll \hbar/J$.

For a quantitative comparison between theory and experiment, we introduce the ratio $(I_{S_0}^G/I_{S_1}^G)(|q|, \tau)$. This is shown in Fig. 4(c), where the experimental data points (black squares) are compared to the theoretical results for different $\tau$ (solid lines). This comparison yields $\tau \approx 1.6−2.2$ fs, in good agreement with experimental estimates of the core-hole lifetime in Cu $L_3$-edge RIXS ($\Gamma \sim 0.3$–0.4 eV) [36]. This result indicates that the generation of $S_0$ excitations in CaCu$_2$O$_3$ is evidently a slow process compared to the core-hole lifetime and that the intensity of $S_0$ excitations scales as the dimensionless time scale ratio $\tilde{\tau} = \tau/\tau_{S_0} = J/\Gamma$. By tuning the $\tilde{\tau}$ knob, it would then be possible to investigate the time dynamics of the $S_0$ excitation further. This can be experimentally achieved in several ways, by controlling independently $J$—i.e., by considering different materials, isovalent dopings, or strain [37]—and $\Gamma$, i.e., by moving to other absorption edges.

The method presented here, using the simultaneous energy, time, and momentum resolution, goes beyond the capabilities of other time-domain approaches, e.g., laser-based or time-resolved neutron techniques. The former are limited to $q = 0$, where $I_{S_0}^G = 0$, while the latter cannot access the time scale associated with $S_0$ excitations. On the other hand, future perspectives of RIXS experiments at XFEL facilities in stimulated-emission mode promise a continuous control of the time scale ratio $\tilde{\tau}$.

In conclusion, we have experimentally determined the contributions of single ($S_1$) and double ($S_0$) spin-flip excitations to the measured magnetic RIXS spectra of CaCu$_2$O$_3$. We have then isolated the corresponding $S_1$ and $S_0$ Cu $L_3$-edge RIXS ground-state dynamical structure factors and, by comparing to simulations of spin-excitation dynamics in a 1D $S = 1/2$ AFM system, we have found that their ratio is directly influenced by the spin dynamics within the core-hole lifetime window. In particular, we have shown that the $S_1$ process is essentially insensitive to changes in all relevant time scales, while the $S_0$ belongs to the femtosecond time scale, and its response can be modified by changing the ratio $J/\Gamma$, experimentally feasible by changing, e.g., stoichiometry, absorption edge, or strain, or by using forthcoming XFEL sources.

![FIG. 4](color online). Theoretical magnetic RIXS response and comparison to experiment. (a) [b)] Numerically obtained $I_{S_1}^G(|q|)$ $[I_{S_0}^G(|q|)]$ as a function of $\tau$, calculated with exact diagonalization (solid colored lines), and comparison to theoretical $I_{S_1}^G(|q|)$ $[I_{S_0}^G(|q|)]$ rescaled from numerical Bethe ansatz calculations [34] (dashed black lines). (c) $(I_{S_0}^G/I_{S_1}^G)(|q|)$ as a function of $\tau$ compared to experimental data points (black squares). Calculations have been done for $J = 0.16$ eV.
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