Phonological markers of information structure: An fMRI study
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ABSTRACT

In this fMRI study we investigate the neural correlates of information structure integration during sentence comprehension in Dutch. We looked into how prosodic cues (pitch accents) that signal the information status of constituents to the listener (new information) are combined with other types of information during the unification process. The difficulty of uniting the prosodic cues into overall sentence meaning was manipulated by constructing sentences in which the pitch accent did (focus-accent agreement), and sentences in which the pitch accent did not (focus-accent disagreement) match the expectations for focus constituents of the sentence. In case of a mismatch, the load on unification processes increases. Our results show two anatomically distinct effects of focus-accent disagreement, one located in the posterior left inferior frontal gyrus (LIFG, BA6/44), and one in the more anterior-ventral LIFG (BA 47/45). Our results confirm that information structure is taken into account during unification, and imply an important role for the LIFG in unification processes, in line with previous fMRI studies.

1. Introduction

In addition to the meaning of sentences as expressed by the words and the thematic relations that hold between them, languages typically also express ways in which sentences are related to the preceding discourse. One such aspect of linguistic meaning is known as ‘information structure’. The information structure of a sentence essentially focuses the listener’s attention on the crucial (new, focus) information in it. In English and Dutch, prosody plays a crucial role in marking information structure. For instance, in question–answer pairs, the new or relevant information in the answer will typically be pitch accent. After a question like ‘What did Mary buy at the market?’, the answer might be ‘Mary bought VEGETABLES’ (accented word in capitals). In this case, vegetables is the focus constituent, which corresponds to the information provided for the Wh-element in the question.

There is no linguistic universal for signaling information structure. The way information structure is expressed varies across languages. In some languages it may impose syntactic locations for the focus constituent, in others focus-marking particles are used, or prosodic features like phrasing and accentuation (Gussenhoven, 2008; Kotschi, 2006; Miller, 2006). The language dependence of prosodic information marking was illustrated in an experiment with Dutch and Italian speakers by Swerts, Krahmer, and Avesani (2002). They showed that Italian speakers made no distinctions in the pronunciation of sentences like C’è un triangolo nero [It is a black triangle], regardless of whether the preceding context specified triangolo (C’è un triangolo viola) or nero (C’è un rettangolo nero) as the contrastive information. Dutch subjects, by contrast, produced different prosodic structures for such sentences, placing a pitch accent on just those words that represented the new information. Thus, when Nu is er een rode driehoek te zien [Now you see a red triangle] was followed by a picture of a black triangle, they marked the contrastive adjective black with a pitch accent: En nu is er een ZWARTE driehoek te zien [Now you see a BLACK triangle]. After Nu is er een zwarte rechthoek te zien [Now you see a black rectangle], however, a pitch accent was placed on the noun triangle: En nu is er een zwarte DRIEHOEK te zien [Now...
you see a black TRIANGLE]. In addition, the authors showed that Dutch listeners were able to retrieve the correct context for each of these information structure prosodic markings well above chance, while Italian listeners were not. This example illustrates the saliency of prosodic marking of information structure within noun phrases for Dutch listeners. The prosodic marking guides the listener to the relevant and new information (the focus), and aids in the interpretation and integration of the context. Prosodic marking therefore plays an important role in the overall process of sentence comprehension, by signaling how the sentence relates to the preceding discourse and which information requires a deeper level of processing. It has been shown that in many cases listeners and readers do not always interpret sentences completely or even fully correctly. They extract the information that is needed in any given communicative situation, which is usually less than all that is provided in the input string. Ferreira, Bailey, and Ferrari (2002) introduced the phrase ‘good-enough processing’ to refer to the listeners’ and readers’ interpretation strategies. In this context, linguistic devices that mark information structure might help the listener/reader in allocating processing resources to the most relevant pieces of information in the linguistic input.

In this study we focus on the neuronal infrastructure that supports the extraction and integration of prosodic features that mark information structure. We would like to stress that prosodic accent is just one of the ways in which information structure can be conveyed; we are not aiming to elucidate the neural underpinnings of prosody per se as many studies have previously done (e.g., Doherty, West, Dilley, Shattuck-Hufnagel, & Caplan, 2004; Hesling, Clément, Bordessoules, & Allard, 2005; Hesling, Dilharreguy, Clément, Bordessoules, & Allard, 2005; Humphries, Love, Swinney, & Hickok, 2005; Meyer, Alter, Friederici, Lohmann, & von Cramon, 2002; Meyer, Steinhauser, Alter, Friederici, & von Cramon, 2004; Plante, Creusere, & Sabin, 2002; Zhang, Shu, Zhou, Wang, & Li, 2010). Instead, we specifically aim to identify the neural substrates of the role of prosodic accent in information structure. Information structure is clearly a process that goes beyond the retrieval of single word information, such as the phonemic segments and the lexical stress pattern of a word. Information structure is inherently bound to multiword utterances and discourse, as the information structure of a sentence is always dependent on preceding sentences and discourse and information. As such it is part of what Hagoort (2005) has referred to as unification. Unification refers to the expressive power of human language, which is based on the possibility to combine elements from memory in endless, often novel ways. This process of deriving complex meaning from lexical building blocks is central to the human language faculty and has been found to recruit (left) frontal cortex structures (Hagoort, 2005; Hagoort, Baggio, & Willems, 2009; Snijders et al., 2009). For instance, during semantic unification single word meanings are integrated into an overall interpretation of the whole utterance.

To date, a few ERP studies have investigated the processing of information structure during language comprehension. Cowles, Klunder, Kutas, and Polinsky (2007) and Wang, Hagoort, and Yang (2009) characterized brain responses related to focus constituents. In a reading experiment, Cowles et al. (2007) found that if a contextually unexpected word was placed in focus position in an it-cleft construction (‘It was the rabbits that ate the lettuce’), this leads to an N400 effect, illustrating the strong expectancy of a focus constituent created by the it-cleft. N400 effects are commonly associated with semantic anomalies or context violations in sentences (Kutas & Hillyard, 1980; Van Berkum, Zwitserlood, Hagoort, & Brown, 2003). A similar effect was found by Wang et al. (2009), who showed that if a semantic violation was in focus position, the semantic anomaly caused an N400 effect, whereas when the semantically inappropriate word was not in focus position, a strongly reduced N400 effect was observed (semantic illusion). Differences in the processing of focus and non-focus constituents are also reported in studies that investigated auditory language processing. Irrespective of the pitch accent, focus constituents reveal a widely distributed late positivity (500–700 ms) in comparison to a non-focus constituent (Johnson, Breen, Clifton, & Morris Florak, 2003, see also Heim and Alter, 2006). These studies also revealed that prior context causes language users to generate expectations on the focus status of particular entities. Whereas a missing pitch accent on a focus constituent may result in an early anteriorly distributed negativity (100–500 ms), no effects are found on superfluous accents (i.e., pitch accent on non-focus constituents) (e.g., Heim & Alter 2006; Hruska & Alter, 2004; Toepel & Alter, 2004). These findings illustrate that information structure is actively used by the reader or listener during on-line sentence processing.

In a first fMRI study on information structure (Burholt Kristensen, Wang, Petersson, & Hagoort, 2012) we found common activations between a language task and a spatial attention task, indicating that focus markers such as pitch accents activate a domain general attention network, which is sensitive to semantic/pragmatic aspects of language. This indicated that attention and language comprehension are highly interactive, and that information structure might be used to recruit the contribution of attentional networks to process new information in the utterance more extensively. In the current fMRI study our goal was a different one. In this study we aim to functionally localize the brain regions that provide the required infrastructure for extracting information structure from pitch accent in Dutch. To this end, we manipulated the difficulty of incorporating the prosodic cues into the overall sentence interpretation, thereby increasing the unification load. In our study, a specific question was how the neural correlates of unification of prosodic marking relate to brain regions that are already known to be involved in various aspects of language comprehension, in particular those regions that are related to unification. Based on previous literature, unification is assumed to recruit the critical contribution of the left inferior frontal gyrus (LIFG) (Hagoort, 2005; Hagoort et al., 2009) along with temporal areas. For this reason, the LIFG is a region of special interest in our study. In particular, we were interested in the classical frontal language area known as Broca’s area (which consists of Brodmann areas BA 45 and 44), and additionally in BA 47 and the ventral part of BA 6. The LIFG is activated during many language tasks (for reviews, see Bookheimer, 2002; Indefrey, 2004), and capable of holding information on-line over a relatively large time span of several seconds (Mesulam, 2002). Such working-memory capacity is a pre-requisite for unification operations, since all relevant information needs to remain available across utterances that often have a duration of a few seconds.

It has been suggested that, within the LIFG, a functionally defined gradient of language processing exists (Bookheimer, 2002; Bornkessel-Schlesewsky, Grewe, & Schlesewsky, 2012; Costafreda et al., 2006; Dapretto & Bookheimer, 1999; Friederici, Opitz, & Cranon, 2000; Gough, Nobre, & Devlin, 2005; Hagoort, 2005; Poldrack et al., 1999; Price, Moore, Humphreys, & Wise, 1997; Xiang, Fontein, Norris, & Hagoort, 2010), extending from the anterior-ventral to the more dorsal-posterior part of the LIFG. Although this gradient shows substantial overlap of activation patterns (Bookheimer, 2002; Petersson, Forkstam, & Ingvar, 2004), the above mentioned studies suggest that roughly speaking, the anterior-ventral part of the LIFG (BA 47 and 45) is involved in tasks that demand semantic processing, the more posterior-dorsal part (BA 44 and parts of BA 6) in phonological tasks, whereas syntactic processing is located in between the two extremes (BA 45 and 44). There is an ongoing discussion whether language-related activity in Broca’s area reflects indeed purely language-specific processing.
or more general executive and selection functions applied to the linguistic domain (e.g., Thompson-Schill, D’Esposito, Aguirre, & Farah, 1997; Thothathiri, Kim, Trueswell, & Thompson-Schill, 2012). Also, several studies have found overlapping activations within LIFG for different aspects of linguistic processing (Heim, Eickhoff, & Amunts, 2008), for instance evidence that BA45 is involved in both semantic and phonological processing (Heim, Eickhoff, & Amunts, 2009). Similarly, Roder, Stock, Neville, Bien, and Rosler (2002), investigating both syntactic and semantic processing, found that both aspects of language activated BA 44 and 45; in Rood, Lange, Randall, and Tyler (2010), semantic ambiguity and syntactic ambiguity were compared and semantic ambiguity was also found to activate BA 44 in central LIFG; in Rood, Johnsrude, and Davis (2012) a semantic ambiguity task led to similar ambiguity related effects in both anterior and posterior LIFG, and semantic manipulations were found to activate BA 44/47. Support for functionally distinct subregions in LIFG comes from numerous studies that have used paradigms with a higher unification load for specific aspects of language processing. Studies with a higher semantic unification load have used either semantic or pragmatic anomalies, or semantic ambiguities (e.g., Davis et al., 2007; Hagoort, Hald, Bastiaansen, & Petersson, 2004; Kuperberg, Sitnikova, & Lakshmanan, 2008; Rood, Davis, & Johnsrude, 2005; Ruscheimer, Zysset, & Friederici, 2006). In these semantic unification studies, reviewed in Hagoort et al. (2009), Brodmann areas 45 and 47 in the LIFG were activated most consistently. For syntactic unification, for example Snijders et al. (2009) exploited syntactic ambiguity in an ROI approach to confirm the involvement of the central LIFG around MNI coordinates [−44 19 14] in syntactic unification. In other studies reporting BA 44 activation, the difficulty of syntactic integration, argument hierarchy, and/or syntactic working memory load was manipulated (Bormkessel, Zysset, Friederici, von Cramon, & Schlesewsky, 2005; Fiebach, Schlesewsky, Lohmann, von Cramon, & Friederici, 2005; Friederici et al., 2000; Grewe et al., 2005; Kristensen, Engberg-Pedersen, Nielsen, & Wallentin, 2013).

More support for a functional gradient in LIFG stems from the analysis of resting state data in a study by Xiang et al. (2010). In this study, seed regions in three parts of the LIFG were defined; pars opercularis (BA 44), pars triangularis (BA 45), and pars orbitalis (BA 47). Of these seed regions, the functional connectivity patterns to the rest of the brain were explored. Although overlap exists, a clear topographical functional connectivity pattern in the left middle frontal, parietal, and temporal areas was revealed for the three seed regions: BA 44 correlated mainly with areas involved in phonological and syntactic processing (superior posterior temporal gyrus); BA 45 mainly correlated with brain areas implicated in syntactic processing (superior middle temporal gyrus) and also extended to brain regions for phonological and semantic processing; BA 47 mainly correlated with brain regions involved in semantic processing (inferior posterior temporal gyrus). This study directly supports the existence of a functional gradient in LIFG. In our current study we were interested to see whether or not specific sub-regions of the LIFG would be involved in extracting information structure from pitch accents in Dutch.

In contrast to semantic and syntactic unification, phonological unification has, as far as we know, not yet been addressed specifically. Many studies, however, have implicated BA 44 and BA 6 in tasks involving phonology per se. Gough et al. (2005), for instance, used a double dissociation paradigm to show that differential parts of the LIFG are involved in semantic and phonological processing. They applied Transcranial Magnetic Stimulation (TMS) over either the anterior or the posterior LIFG, and found that performance on a synonym judgment task was affected when TMS was applied over the anterior LIFG, while the performance on a homophone judgment task was affected when TMS was applied over the posterior LIFG (BA 44/6). A similar preference of the posterior LIFG for tasks involving phonological decisions was established by Devlin, Matthews, and Rushworth (2003), who found increased activation for phonological decisions (number of syllable judgment) relative to semantic (man-made or not) decisions in the posterior LIFG. For phonological versus semantic decisions on the same material, Price et al. (1997) found a left precentral activation close to the posterior LIFG for the phonological task. Studies involving rhyming tasks have also reported effects in BA 44/posterior LIFG (e.g., Booth et al., 2006; Burton, Locasto, Krebs-Noble, & Gullapalli, 2005). As these studies concerned phonological tasks that targeted single word processing, it cannot be claimed that phonological unification at the sentence level was at stake in these experiments. It is clear, though, that the posterior LIFG is important for phonological processing.

The study that we present here deviates from previous studies not only in that it focuses on sentence level processing, but also in investigating suprasegmental cues instead of segmental phonological features. This is inherent to the relevance of the phonological cues for information structure. To be able to identify the unification process related to prosodic marking of information structure in the brain, we constructed discourses in Dutch consisting of pairs of sentences which described colored shapes that were subsequently presented on the screen. The second sentence contained new information in either the adjective (color) or in the noun (shape) of a noun phrase; this new information was introduced by the colored shapes present on the screen. This new information is indicated by capitalization of the word, and it was always marked by means of a pitch accent in the recorded utterances. In (ii), triangle represents the new information relative to (i):

(i) Now you see a blue circle
(ii) And now you see a blue TRIANGLE

We describe this situation as a focus-accent agreement, as the pitch accent is placed correctly on the word that represents the focus constituent (i.e., new information as conveyed by the accompanying pictures). In our study, we included sentence-pairs such as (i) and (ii), with focus-accent agreement, as the condition for which unification of prosodic marking was relatively easy. To construct sentences for which unification of prosodic marking was more difficult, we assumed that a pitch accent placed on a word that provides old information is incompatible with the expected focus marking. A contextually incompatible pitch accent would be harder to integrate with the lexical information during the unification process, because the prosodic marking is not highlighting the most relevant, new information, but instead old and hence less relevant information.

Under our assumption, an incompatible pitch accent will lead to more demands on the neuronal infrastructure for the unification of prosodic information that marks information structure. To create stimuli in which an incompatible pitch accent is present, we included sentence-pairs like (i) and (ii), except that in this condition the pitch accent in (ii) is not placed on the noun triangle, but on the adjective blue (And now you see a BLUE triangle). As blue is not the new information in the sentence, and therefore not the focus constituent, this accent is incorrectly placed; there is focus-accent disagreement. Similarly, (iii) and (iv) illustrate focus-accent agreement created by an accent on the adjective. In this case, the focus-accent disagreement is created.
by a version of (iv) which has the pitch accent on the noun circle (And now you see a red CIRCLE).

(iii) Now you see a blue circle
(iv) And now you see a RED circle

In our design, focus-accent disagreement (FAD) is the condition in which there is a high unification load for prosodic marking and focus-accent agreement (FAA) is the condition with a low unification load. By contrasting these conditions we were able to identify the neural correlates of unification processes related to prosodic marking.

Keeping in mind the evidence for a strong role of the LIFG in unification processes, we specifically tested the hypothesis that the LIFG is involved in the unification of prosodic marking. As the posterior part of the LIFG is implied in tasks involving phonological decisions, our hypothesis was further specified to the posterior LIFG as the most likely region to be involved.

2. Materials and methods

2.1. Participants

Sixteen volunteers aged 19–35 (8 men) were recruited from the Radboud University Nijmegen. All participants were native speakers of Dutch, right-handed, and reported no history of neurological or psychiatric disease, all of which was assessed by an extensive screening questionnaire prior to participation. All participants had normal or corrected to normal vision and reported normal hearing. Informed consent was obtained from participants prior to scanning. The study was approved by the local ethics committee, in accordance with the declaration of Helsinki.

2.2. Materials

We constructed 144 short, two-sentence Dutch discourses in which the first sentence had the structure Now you see a [Adjective] [Noun], and the second And now you see a [Adjective] [Noun]. Each Adjective–Noun combination described an object, which varied in color and shape. The first sentence and object of each discourse provided the context (e.g., ‘And now you see the green triangle’) and the second object varied from the first in either shape or color (e.g., ‘And now you see the blue triangle’), such that either the shape noun or the color adjective was the focus constituent (new information) of the second sentences (target sentences). In 50% of the target sentences, the expected prosodic accent for new information was placed correctly, namely on the focus constituent of the sentence (shape noun or color adjective). In these sentences the non-focus word was not accented. In the other 50% of second sentences, the accent was placed incorrectly on the non-focus word in the sentences (shape noun or color adjective). In both the correctly and the incorrectly accented sentences of sentences, the word now also had a pitch accent, which increased the naturalness of the discourses. We refer to the first condition as the focus-accent agreement condition (FAA), and to the second condition as the focus-accent disagreement condition (FAD).

Thirty-six items were constructed for each of the four experimental conditions, namely focus-accent agreement discourses for color and for shape change, and focus-accent disagreement discourses for color and for shape change: examples are provided in Table 1. All stimuli were presented using Presentation software (version 9.70, Neurobehavorial Systems Inc., http://www.neurobs.com). Objects were constructed in Presentation and consisted of arrows, squares, circles and triangles (Windings, font size 65) in the colors blue, green, yellow and brown. Stimuli were presented against a black full screen background. The display screen in the scanner measured 48 × 36.5 cm² and was placed 60 cm from the participant (controlled by a Dell Pentium IV Windows XP computer, display mode 640 × 480 pixels at 60 Hz).

A male, native speaker of Dutch recorded all first sentences with pitch accents on both the adjective and the noun, while all second sentences were recorded twice, once with a pitch accent on the adjective but not on the noun, and once with a pitch accent on the noun, but not on the adjective. All pitch accents were realized as pitch peaks, H₁ in the ToDI system (for details see Gussenhoven, Rietveld, Kerkhoff, & Terken, 2003), which means that the pitch first rose (H₁ = high tone) and then fell (L₁ = low tone) to create the accent (e). All sentences began and ended in low pitch, 3L and 1E in the ToDI system, where % indicates the start and end of an intonational phrase, respectively (Gussenhoven et al., 2003). We used a Sony digital audio data recorder at a 16 kHz audio sampling rate, edited the stimuli in Praat (Boersma & Weenink, 2004), and converted the stimuli to stereo using the Windows XP Sound Recorder. The first sentences of the pairs had an average duration of 1431 ± 54 ms; target sentences with the accent on the adjective had an average duration of 1455 ± 53 ms, while target sentences with an accent on the noun had an average duration of 1418 ± 52.5 ms. The same target sentences, either with a pitch accent on the noun or on the adjective, were used for both the focus-accent agreement and the focus-accent disagreement condition (the information provided in the first sentence determined whether there was focus-accent agreement or not). Therefore there was no difference in sentence duration between the FAA and FAD experimental conditions.

All sentences were grammatically correct. To control for unspecific language processing effects that might contaminate the results, the first sentences of all discourses (collapsed across conditions) were used as a baseline condition. In these sentences, all pitch accents were neutral and although unification processes will happen at the sentence level, suprasegmental unification effects were not expected for these sentences, rendering them suitable as a baseline condition.

A reversed speech condition in which no unification processes were possible was added as an additional baseline and consisted of 36 regular items (9 from each condition) for which the sentences were played backwards (for reversed speech results see Supplementary materials). Finally, we added 28 catch trials (15% of all stimuli). In the catch trials, one of the sentences did not correctly describe the object on the screen (e.g., a green triangle would be displayed, and the mismatching sentence would either be ‘And now you see a blue triangle’ or ‘And now you see a green square’). Participants had to press a button on recognizing these mismatches. This task was chosen such that it allowed us to ascertain that the participants were integrating the sentences with the visual information at all times, while not introducing any confounds of the task with the focus-accent agreement manipulation. Integration of the visual information with the sentences was crucial for the establishment of the new information in the sentence, as the new information was first conveyed by the pictures and then the pitch accent in the second sentence would either be in agreement with this focus constituent or be in disagreement.

2.3. Procedure

Prior to the experiment, all stimuli were pseudo-randomized (maximum of two repetitions for any stimulus characteristic) and randomly assigned to one of four runs of equal length. For each run, there was a minimum occurrence of 6 items and a maximum occurrence of 12 items per condition. Seven catch trials were inserted into each run at random locations, and all runs started with one start-up trial. During the first start-up trial subjects indicated whether the sentences were clearly audible or not. Prior to scanning, participants completed a practice set of 12 items containing all conditions. Participants were instructed to listen to the sentences and to respond only when the sentence did not match the object that was displayed. Response devices were the keyboard for the practice session and an MR-scanner compatible Lumitouch response box for the actual experiment. In the scanner, stimuli were presented to both ears through headphones.

2.4. Stimulus presentation

Each single trial started with a variable jitter period (0, 500, 1000 or 1500 ms) prior to stimulus onset, to allow variable sampling of the BOLD response. During

<table>
<thead>
<tr>
<th>Condition</th>
<th>Example discourse</th>
<th>English translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA agreement; shape change (focus)</td>
<td>S1: Nu is de blauwe cirkel te zien. S2: En nu is de blauwe DRIEHOEK te zien.</td>
<td>S1: Now you see the blue circle. S2: And now you see the blue TRIANGLE.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S2: En nu is de GROENE cirkel te zien.</td>
<td>S2: And now you see the GREEN circle.</td>
</tr>
<tr>
<td></td>
<td>S2: En nu is de groene CIRKEL te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S2: And now you see the BLUE triangle.</td>
</tr>
<tr>
<td></td>
<td>S2: En nu is de groene CIRKEL te zien.</td>
<td>S2: And now you see the green CIRCLE.</td>
</tr>
<tr>
<td>FA agreement; color change (focus)</td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S2: And now you see the blue circle.</td>
</tr>
<tr>
<td>FA disagreement; shape change (focus)</td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S2: And now you see the blue circle.</td>
</tr>
<tr>
<td>FA disagreement; color change (focus)</td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S2: And now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S2: En nu is de blauwe DRIEHOEK te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S2: En nu is de GROENE cirkel te zien.</td>
<td>S1: Now you see the green circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
<tr>
<td></td>
<td>S1: Nu is de blauwe cirkel te zien.</td>
<td>S1: Now you see the blue circle.</td>
</tr>
</tbody>
</table>

Capitals denote the placing of the pitch accent. S1: first sentence; S2: second (target) sentence. FA: focus-accent.
the jitter period a fixation cross was displayed. Then, the first picture was displayed and the sentence followed after this picture had been on the screen for 450 ms (see Fig. 1 for the set-up of one trial). The picture remained on the screen until the auditory sentence was completed, and was followed by a blank screen for 200 ms. Next, the second picture was presented, and the target sentence followed when this second picture had been on the screen for 450 ms. At the end of the target sentence, the picture disappeared and a fixation cross was displayed until the next trial. The inter-trial-interval was 16 s. Please note that the BOLD responses to the critical adjectives and nouns in the first sentences (baseline sentences) and the critical adjectives and nouns in the second sentences do not overlap in time. These critical word periods were always separated by minimally an 1800 ms, which is enough separation in time to sample the peaks of the BOLD response for each critical word separately (Hbuat, 2012). This 1800 ms included 200 ms for the blank screen between stimuli and 450 ms for the presentation of the picture, as well as the time from the last possible critical word (noun) in the first sentence to the end of that sentence (+ 1430–850 ms) and from the time to the end of the first possible critical word (adjective) in the target sentences (+ 550 ms).

2.5. Image acquisition

MR data were acquired with a 3 T Siemens Magnetom Trio MR scanner. A single shot gradient echo-planar imaging (EPI) sequence was used to acquire functional MR images (36 slices, TE = 35 ms, TR = 2000 ms, flip angle = 90°, 224 mm FOV, 64 × 64 matrix, 3.5 × 3.5 mm2 voxel size, 3.0 mm slice thickness, 0.3 mm slice gap). Rapid gradient switching within the EPI sequence produces loud noise which could potentiate the perception of the prosodic manipulations during stimulus presentation. We therefore adjusted the vendor supplied EPI sequence in such a way that stimulus presentation could occur while the scanner was not acquiring images for the duration of 3 TRs (6 s silent period). After each stimulus presentation, 8 consecutive volumes were acquired to readout out the BOLD response (16 s scanning period). This interleaved silent steady state (ISSI) imaging with a slow event-related design yields a better signal-to-noise ratio (SNR) than conventional sparse imaging (Schwarzbauer, Davis, Rodd, & Johnsrude, 2006). During the silent period, steady state longitudinal magnetization was maintained by silent slice-selective excitation pulses, to avoid T1-related signal decay at the onset of each scanning period. Additional scanner noise reduction was obtained by switching off the fat suppression function (Fat Saturation) for the entire sequence. A pilot EPI run was performed to test the SNR of the sequence without fat suppression and no significant negative effects were found (the TR was significantly reduced without fat suppression). Furthermore the excitation pulse length was doubled to reduce the amplitude of the corresponding slice-selective gradient, and the slice refocusing gradient was played out over the entire available time before the readout rather than at maximum possible amplitude (for technical details we refer the reader to de Zwart, van Gelderen, Kellman, & Duyn, 2002).

The experiment consisted of four functional runs of approximately 20 min each. After the completion of two runs, a high-resolution T1-weighted structural image (MPRAGE, TE = 3.93 ms, TR = 2300 ms, 256 mm FOV, 256 × 256 matrix, 1 mm3 isotropic resolution) was acquired for coregistration of the functional images to anatomical images. Participants were allowed to take a 10 min break outside the scanner before completing the last two runs. Atlas-based registration (AutoAlign, Siemens; Van der Kouwe et al., 2005) was applied for all EPI runs to ensure the same slice positions across all four sessions, before and after the break (AutoAlign corrects for differences in participant positioning between scans). During each functional session 432 whole-brain volumes were acquired, each consisting of 36 slices oriented along the AC-PC plane. The first four volumes of each session were discarded due to transient T1 saturation.

2.6. Data analysis

Data were preprocessed and analyzed with SPM2/SPMS (Wellcome Department of Imaging Neuroscience, http://www.fil.ion.ucl.ac.uk/spm/software). To correct for head motion, all functional MR images were spatially realigned to the first image for each subject using a set of six rigid body transformations for each image. Functional images were then coregistered to the anatomical images and slice timing correction was applied. Normalization to the standard EPI template of SPM2 was performed to allow for group comparisons and the images were resampled to a 2 × 2 × 2 mm3 resolution. Finally all images were spatially smoothed using a 10 mm FWHM isotropic Gaussian filter.

Prior to model construction, the time points of all event onsets as acquired from our Presentation logfiles had to be adjusted. Since no MR images were acquired during the silent periods (3 TRs) in which the stimuli were presented, the total added time of the acquired and later concatenated MR images was less than the total experimental time as recorded in the logfiles. The event onsets obtained from the logfiles were therefore corrected for the number of silent periods that preceded the stimulus onset, to again align the presentation time of the stimuli with the time course of the acquired MR images. All event onsets were included in the design matrix and the BOLD signal was modeled by the canonical haemodynamic response function (HRF) and its temporal derivative. The undershoot of the modeled HRF was re-parameterized to assure that it had returned to baseline after 16 s; we only acquired 8 MR images (16 s) after each stimulus presentation and later concatenated the MR images in time. By re-parameterizing the HRF we were able to compensate for the 6 s stimulus presentation in which the BOLD response returned to baseline, but we were unable to sample this. Parameter estimates were obtained for each condition and each participant to allow second-level random effects analysis of between-subject variability. The six motion parameters obtained during preprocessing were included in the model as covariates. A high-pass filter (128 s cut-off) was used to remove low-frequency drifts. The SPM [T] maps were thresholded corresponding to Puncorrected < 0.001 and an extent threshold ≥ 10 voxels. Cluster-level inference was applied (PMcorrected < 0.05). Corresponding brain regions and Brodmann areas were retrieved from the Talairach Daemon database server (Lancaster et al., 1997) and verified using the Anatomy Toolbox of SPM5 (Eickhoff et al., 2005).

Because we were particularly interested in the LIFG, we took on a region of interest approach. Because we were additionally hoping to see which subregion of the LIFG would be involved in our phonological task, three different Regions of Interest (ROIs) were specified in the LIFG; one ROI was located in the anterior-dorsal part, one in the posterior-dorsal part of LIFG, and one ROI was located centrally between the two extremes. Roughly speaking, the posterior-dorsal ROI comprises part of Brodmann areas (BA) 44 and 45, the anterior-ventral ROI includes BA 47 and parts of BA 44 and 45, and the more central ROI comprises BA 44 and 45, although considerable overlap exists between the three ROIs. ROIs were defined as 15 mm spheres around the following centers of mass (MNIs in coordinates): [x, y, z] = [ -46, 10, 29] [posterior-dorsal], [ -44, 19, 14] [central], and [ -42, 26, 6] [anterior-ventral]; see also Fig. 2A. Centers of mass for each ROI were taken from Peterson et al. (2004), who used the studies reported in a meta-analysis by Bookheimer (2002) to determine subregions within the LIFG based on functional distinctions in the tasks used (semantic versus syntactic versus phonological aspects of language, when moving from anterior-ventral to posterior-dorsal LIFG). Although there was substantial variability in the tasks as well as spatial variability in the reported results, three different ROIs could be made in the LIFG. Since Peterson et al. (2004) showed that there was rather high spatial variability in the exact location of activation, each of the three ROIs in our study was defined as a sphere with 15 mm radius.

To test for significantly activated sites within the ROIs, we used Small Volume Correction as implemented in SPM5, ensuring the results are corrected for multiple comparisons within each ROI. Results that reach a cluster level significance level of Puncorrected < 0.05 are reported. Additional statistical analyses were performed with SPSS (SPSS 14.0 for Windows).

3. Results

The behavioral results (catch trial detection rates and reaction times) are summarized in the Supplementary materials.

3.1. ROI analysis

The main contrast, which we used to investigate the effects of focus-accord disagreement on unification processes, was the contrast between the focus-accord disagreement conditions (difficult to integrate) and the focus-accord agreement conditions (easily easy to integrate). We conducted ROI analyses in the LIFG for this contrast. The results of the region of interest analyses are listed in Table 2 and shown in Fig. 2A. For the posterior-dorsal ROI, there was a significant cluster of activation (P = 0.040 corrected cluster level) with its peak activation at coordinates [ -46, -4, 28]. The
cluster of activation corresponded to the location of BA 6 in the posterior LIFG, close to the precentral gyrus. For the anterior-ventral ROI, there was a significant \(p = 0.002\) cluster of activation with two local maxima located at coordinates \([-32, 28, -4]\) and \([-50, 22, -6]\). This cluster was located in BA 47 and BA 45 in the LIFG. For the centrally located ROI, there were no supra-threshold activations.

We set out to further characterize the effects of focus-accent agreement and disagreement within the two clusters obtained from the ROI analysis. We calculated the parameter estimates within each cluster for both of the experimental conditions and for the baseline. Only voxels that belonged to the actual clusters of activation were included (not the entire ROI spheres were used). The parameter estimate values were normalized with respect to the baseline, which consisted of normal sentences (the first sentences of all trials, collapsed across conditions), by subtracting the parameter estimate values of the baseline activation from the parameter estimate values for the FAA and FD conditions. Reversed speech was not used as a baseline, since the contrast between normal sentences and reversed speech did not reveal a larger effect in language related areas for normal sentences (see Section 3.2.2, Fig. 3, and Table 4 for details). In Fig. 2B, the averaged parameter estimates across all subjects are plotted for the cluster in the posterior-dorsal LIFG, with a maximum at \([-46, -4, 28]\), and for the cluster in the anterior-ventral LIFG, with maxima at \([-34, 28, -4]\) and \([-50, 22, -6]\). Subjecting the parameter estimate values for each cluster to statistical analyses did not yield any evidence for an interaction between cluster location and focus-accent agreement (\(F(1,15) < 1\)). Please see the Supplementary material for detailed statistical analyses.

### 3.2. Whole brain analysis

#### 3.2.1. Focus-accent disagreement and focus-accent agreement conditions

To check if there were any effects of focus-accent disagreement in other brain regions than the LIFG, we conducted a whole brain analysis for the contrast of focus-accent disagreement versus focus-accent agreement. The results are presented in Fig. 2C and Table 3. The main clusters that were activated more strongly for the FAD condition is located in the LIFG and the left superior temporal gyrus, but none of the clusters reached significance at the \(P_{\text{FWE}} < 0.05\) cluster level (family-wise error corrected for multiple comparisons).

We also investigated whether the processing of focus-accent agreement recruited any different brain regions than processing of focus-accent disagreement. We therefore investigated the contrast of focus-accent agreement versus focus-accent disagreement (FAA versus FAD). First we performed an ROI analysis in the LIFG analogous to the ROI analysis for the FAD versus FAA contrast, which did not yield any significant effects. We then performed a
Abbreviations

Brodmann areas (BA) are in parentheses.

cuneus, bilaterally, located in the parietal lobes (BA 7/31).

agreement compared to focus-accent disagreement was the pre-

baseline, as we hypothesized that there would be no uni

3.2.2. Processing of normal sentences and reversed speech
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<table>
<thead>
<tr>
<th>Contrast</th>
<th>Location</th>
<th>k</th>
<th>MNI coordinates</th>
<th>T-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAD &gt; FAA</td>
<td>L STG (BA 22/41)</td>
<td>57</td>
<td>-60 -24 4</td>
<td>5.10</td>
</tr>
<tr>
<td></td>
<td>L IFG (BA 47)</td>
<td>181</td>
<td>-32 28 -4</td>
<td>5.05</td>
</tr>
<tr>
<td></td>
<td>L IFG (BA 45)</td>
<td>-50</td>
<td>-22 6</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>L PrecG/IFG (BA 6/44/9)</td>
<td>27</td>
<td>-46 -4 28</td>
<td>4.59</td>
</tr>
<tr>
<td></td>
<td>R STG (BA 22)</td>
<td>13</td>
<td>46 -26 10</td>
<td>4.15</td>
</tr>
<tr>
<td>FAA &gt; FAD</td>
<td>R precuneus (BA 7/31)</td>
<td>256</td>
<td>16 -54 42</td>
<td>5.77*</td>
</tr>
<tr>
<td></td>
<td>L precuneus (BA 7)</td>
<td>-16</td>
<td>-48 46 4.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precuneus/cingulate (BA 7/31)</td>
<td>0</td>
<td>-52 40 4.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R SFG (BA 10)</td>
<td>36</td>
<td>16 62 26</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>R caudate</td>
<td>26</td>
<td>-14 8 16</td>
<td>4.66</td>
</tr>
<tr>
<td></td>
<td>R STG/MTG (BA 39)</td>
<td>67</td>
<td>56 -64 22</td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>L MFG (BA 9)</td>
<td>40</td>
<td>-26 40 38</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>R MFG (BA 8/9)</td>
<td>80</td>
<td>30 30 44</td>
<td>4.38</td>
</tr>
</tbody>
</table>

Abbreviations: FAD = focus-accent disagreement, FAA = focus-accent agreement, L = left, R = right, STG = superior temporal gyrus, IFG = inferior frontal gyrus, Pre-

cG = precentral gyrus, SFG = superior frontal gyrus, MTG = middle temporal gyrus, MFG = middle frontal gyrus.

* Clusters significant at cluster level $P_{FWE} < 0.05$.

whole brain analysis to look for other regions that were possibly more active in the focus-accent agreement condition. The results are summarized in Table 3. The only region that was significantly (at cluster level $P_{FWE} < 0.05$) more activated for focus-accent agreement compared to focus-accent disagreement was the pre-

cuneus, bilaterally, located in the parietal lobes (BA 7/31). Fig. 51 provides details of the activation levels of the precuneus.

3.2.2. Processing of normal sentences and reversed speech

Reversed speech was included in our design to serve as a baseline, as we hypothesized that there would be no unification

processes possible for reversed speech. Reversed speech has been used extensively as a baseline condition for auditory language studies (e.g., Price et al., 1996; Roder et al., 2002; Strand, Forssberg, Klingberg, & Norrelgen, 2008); for a review discussing the use of reversed speech as a baseline condition see Stoppelman, Harpaz, and Ben-Shachar (2013). We investigated the pattern of activation for this condition. First, we contrasted the normal sentence condition versus the reversed speech condition, to identify areas involved in regular sentence processing. All analyses were done at a whole brain threshold of $P < 0.001$ unc with an extent threshold of 10 voxels. In this contrast however, there were no significant activations within any of the three language ROIs in the LIFG. The whole brain analysis (see Table 4 and Fig. 3A) revealed significant clusters of activation (at cluster level $P_{FWE} < 0.05$) in the left lingual gyrus (BA 18) and bilaterally in the cingulate cortex/supplementary motor area (BA 32/6), but not in areas that are specialized in language processing. We then looked at the effects of reversed speech by contrasting the reversed speech condition against the normal sentence condition. There were no significant effects within any of the ROIs in the LIFG. The whole brain analysis (see Table 4 and Fig. 3B) revealed significant clusters (cluster level $P_{FWE} < 0.05$) in left middle/superior temporal gyrus (BA 21/38) and in right middle/superior temporal gyrus (BA 21/22).

4. Discussion

In this study we investigated the neural correlates of the extraction and integration of information structure during sen-
tence comprehension in Dutch. We were specifically interested in how the prosodic cues (pitch accents) that signal the listener about focus constituents are combined with other types of information (e.g., lexical items) during the unification process. The difficulty of integrating the prosodic cues into an overall sentence meaning was manipulated by constructing sentences in which the pitch accent did (focus-accent agreement), and sentences in which the pitch accent did not (focus-accent disagree-

ment) match the expected focus constituents of the sentence.
Based on the previous literature, the LIFG was a region of special interest in our study, and we were additionally interested to see which subregion of the LIFG would be involved in phonological unification. Our results show two anatomically distinct effects of focus-accent disagreement in the LIFG: one is located in the anterior-ventral part of the LIFG (BA 47/45), and another effect is located in the posterior-dorsal LIFG (BA 6/44).

In the focus-accent disagreement condition, the prosodic cues and expectations about the information status of constituents do not match and are therefore harder to combine into the overall interpretation of the sentence; there is a higher unification load. Our results confirm that more processing resources in the brain are needed in the focus-accent disagreement condition, and that this recruits the LIFG. That the LIFG is activated in cases of higher unification load is a finding that is in line with previous fMRI studies (e.g., Burholt Kristensen et al., 2012; Hagoort et al., 2004; Willems, Ozurek, & Hagoort, 2007).

The fact that we see two anatomically distinct effects in the LIFG is especially interesting. One effect is located in BA 6 and BA 44, in the posterior LIFG, and is not so strong; another effect is located more anteriorly in BA 47/45. Both LIFG subregions are involved in the specific unification processes taking place in our paradigm, in which phonological cues indicate semantically relevant focus constituents of the sentence: the phonological manipulation has consequences for the semantic processing of the sentence. We can discuss whether the two subregions we see activated might be subsuming exactly the same language processes. Considering previous literature, the effect in the posterior LIFG is consistent with studies in which posterior LIFG is found to be active during phonological processing, mainly in tasks targeting single word phonology (e.g., Devlin et al., 2003; Gough et al., 2005). In our stimuli, it is not simply the phonological properties of single words that are manipulated, but prosodic cues that have an implication for the information structure of the sentence. Information structure has been shown to be relevant during on-line sentence processing (Cowles et al., 2007). We can show that the posterior LIFG, along with more anterior parts, is involved in solving this suprasegmental phonological task. On the basis of our results, we can tentatively conclude that the prosodic features in language that are relevant for extracting information structure recruit the posterior LIFG.

The other, clearly distinct effect that we find in the LIFG is located in a more ventral subregion, in BA 47/45. When we look at the pattern of activations that we find for the FAD versus FAA manipulation in the whole brain analysis, we also see that the superior temporal gyrus (STG) is activated. Although this activation does not reach our whole brain threshold for significance, activity in STG is seen often alongside activation in the ventral LIFG in tasks involving semantic unification (for a review, see Hagoort et al., 2009). The ventral part of the LIFG has been implicated in many studies in which semantics were manipulated. Several previous studies have found effects in BA 45/47 for semantic mismatches (Willems et al., 2007) or ambiguous stimuli (e.g., Hagoort et al., 2004; Rodd et al., 2005, for a review see Hagoort et al., 2007).

Table 4
Results of whole brain analysis for contrasts involving reversed speech. For both contrasts, clusters from the whole brain analysis at \( P_{uncorrected} < 0.001 \) and an extent threshold of 10 voxels are reported. Cluster size \( k \), T-value and coordinates of the local maxima are listed. Brodmann areas (BA) are in parentheses.

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Location</th>
<th>( k )</th>
<th>MNI coordinates</th>
<th>T-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS &gt; RS</td>
<td>L lingual gyrus (BA 18)</td>
<td>389</td>
<td>–22</td>
<td>–90</td>
</tr>
<tr>
<td></td>
<td>R MeFG/SMC (BA 32/6)</td>
<td>506</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>L SMA/cingulate cortex (BA6/32)</td>
<td>4</td>
<td>4</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Cingulate cortex (BA 32/24)</td>
<td>0</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>L IOG (BA 17/18)</td>
<td>156</td>
<td>–24</td>
<td>–88</td>
</tr>
<tr>
<td></td>
<td>L MFG (BA 18)</td>
<td>–26</td>
<td>–80</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>L IOG (BA 17/18)</td>
<td>–38</td>
<td>–78</td>
<td>–2</td>
</tr>
<tr>
<td></td>
<td>L cerebellum</td>
<td>89</td>
<td>–36</td>
<td>–68</td>
</tr>
<tr>
<td></td>
<td>L cerebellum</td>
<td>–36</td>
<td>–76</td>
<td>–30</td>
</tr>
<tr>
<td></td>
<td>L IPL (BA 40)</td>
<td>93</td>
<td>–40</td>
<td>–32</td>
</tr>
<tr>
<td></td>
<td>R anterior cingulate cortex (BA 32)</td>
<td>47</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>R STG (BA 10/46)</td>
<td>59</td>
<td>42</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>L IFG (BA 37)</td>
<td>61</td>
<td>–50</td>
<td>–70</td>
</tr>
<tr>
<td>RS &gt; NS</td>
<td>L MTG/STG (BA 21/38)</td>
<td>1143</td>
<td>–48</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>R STG/MTG (BA 38/21)</td>
<td>1528</td>
<td>46</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>R MTG/STG (BA 21/22)</td>
<td>64</td>
<td>–8</td>
<td>–4</td>
</tr>
<tr>
<td></td>
<td>R STG/MTG (BA 22/21)</td>
<td>70</td>
<td>–30</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>R STG (BA 42/22)</td>
<td>68</td>
<td>–32</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>L IFG/MFG (BA 46/10)</td>
<td>22</td>
<td>–46</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>L amygdala</td>
<td>37</td>
<td>–22</td>
<td>–6</td>
</tr>
<tr>
<td></td>
<td>L precuneus/angular gyrus (BA 19/39)</td>
<td>21</td>
<td>–46</td>
<td>–74</td>
</tr>
<tr>
<td></td>
<td>L angular gyrus/precuneus (BA39/7)</td>
<td>–40</td>
<td>–74</td>
<td>38</td>
</tr>
</tbody>
</table>

Abbreviations: NS—normal sentences, RS—reverse speech condition, L—left, R—right, MeFG—medial frontal gyrus, SMC—supplementary motor area, MOG—middle occipital gyrus, IOG—inferior occipital gyrus, IPL—inferior parietal lobe, MFG—middle frontal gyrus, ITC—inferior temporal gyrus, MTG—middle temporal gyrus, STG—superior temporal gyrus, IFG—inferior frontal gyrus. * Clusters significant at cluster level \( P_{uncorr} < 0.05 \).
Altogether, previous literature suggests that the activation in ventral LIFG could be interpreted as a consequence of the increase in semantic unification load that occurs in our paradigm. 

When interpreting our results we have to keep in mind that in our study, prosodic cues and expectation violations are strongly intertwined, and since these aspects were manipulated together we cannot disentangle them in our design. Our data are consistent with an interpretation of involvement of the posterior LIFG in phonological unification and the more ventral parts of LIFG in semantic unification. As such, they are consistent with the existence of a functional gradient of language processing in LIFG. However, our paradigm cannot provide direct support for a functional distinction within LIFG. It could also be that both subregions are involved in both aspects of unification in our task.

Alternative accounts of the organization of LIFG point to the role that the LIFG plays in executive functions and selection processes that are related to language processing (Novick, Trueswell, & Thompson-Schill, 2005; Thompson-Schill et al., 1997; Thothathiri et al., 2012). Thompson-Schill et al. (1997) have argued that the LIFG performs more general selection processes that lead to the selection of the correct alternative among competing sources of information. For instance in Thothathiri et al. (2012) the authors parametrically manipulated syntactic–semantic conflict and find evidence that LIFG activation (BA44/45) is increased for increasing conflict, in line with a role for LIFG in mediating between conflicting representations. Also, Novick, Kan, Trueswell, and Thompson-Schill (2009) find evidence that patients with focal lesions to BA44/45 are impaired in situations where syntactic, conceptual and/or semantic information compete and that they are not able to resolve the task in these conflicting situations. In our task, one could argue that in the process of unification in the FAD condition, selection processes are crucial since the correct alternative of multiple possible semantic interpretations of the sentences have to be selected from the conflicting sources of context (picture) and phonological (accent) information. However, as we have argued elsewhere (Hagoort et al., 2009) selection is part of a unification process, since the outcome of selection is a unified interpretation of the input string. In this context, LIFG is not claimed to be language-specific, but operations of selection and unification get their domain specificity from the interaction between LIFG and areas that subserve the domain-specific knowledge.

The BOLD effects we find in the LIFG are not very strong; especially the cluster in the phonological ROI is not large, which can be accounted for by a number of different factors. First of all, in our design, the focus-accent disagreement stimuli are rather frequent, as they make up 50% of all focus-accent items and 35% of the total number of experimental items when the reversed speech and catch trial items are included. The high frequency of the disagreement items might attenuate the increased BOLD response to these stimuli, as adaptation and familiarization to the manipulation is likely to take place. The fact that only four different colors and shapes were used throughout the experiment will have added to the repetitive nature of the stimuli.

Another factor that may have contributed to the relatively small disagreement effects is the long inter stimulus interval (ISI) of our slow event-related design. This slow design was necessary because we adopted a sparse imaging design to allow for stimulus presentation without interference from the scanner noise. In a sparse design no images are acquired during stimulus presentation and the BOLD response is allowed to return to baseline before the next stimulus is presented, so that it can be fully sampled (Schwarzbauer et al., 2006). This leads to a reduction in power compared to a conventional event-related design, which may make it more difficult to detect BOLD effects in the brain.

For the focus-accent agreement condition, we reported increased activity in the precuneus. The precuneus is an important area in the so-called default mode network (DMN) (Raichle et al., 2001). This network is most strongly activated in the absence of external stimulation, and it has been suggested that it is related to internally driven mental activity. The stronger the processing requirements of stimulus events are, the larger the deactivation of the DMN, although the amount of deactivation in different areas that make up the DMN may depend on the precise task requirements at hand (Seghier & Price, 2012). In the current study, we see a stronger deactivation in the precuneus for the FAD condition than for the FAA condition (illustrated in Fig. S2 in the Supplementary material), which is in line with previously reported deactivation of precuneus in semantic processing and perceptual language processing (Binder & Desai, 2011; Seghier & Price, 2012).

Reversed speech was originally included in our experimental design to serve as a baseline condition. Previous literature on reversed speech (Stoppelman et al., 2013) led us to expect additional activity in language related areas for the comparison of normal versus reversed speech, since for normal speech, language comprehension processes are taking place. However, we found no evidence of such effects. The contrast of normal versus reversed speech did not yield strong activity in frontal or temporal areas that are normally involved in language comprehension. Instead, reversed speech led to strong activation of the superior and middle temporal gyri (Fig. 3 and Table 4). Several properties of our study may have caused the reversed speech stimuli to fail as a proper baseline condition. The first aspect is the multimodal nature of our experimental design. During all trials, pictures were present on the screen, which were being described by the auditory sentences. The relevance of the visual content for the auditory sentences was stressed even more because of the behavioral task, i.e., the detection of mismatching auditory and visual information. Our experiment, therefore, cannot be regarded as a purely linguistic experiment where only language stimuli are present; instead, a visual context has to be matched with the presentation of the auditory stimuli. The second relevant aspect of our experimental design is the highly repetitive nature of the stimuli which generates, together with the visual displays, a very high predictability for the auditory stimuli. In all of the normal speech trials the auditory sentences described the picture that was displayed on the screen, and there were only four different shapes and four different colors present in the pictures. Importantly, the pictures were always displayed prior to the presentation of the auditory sentences, in order to shape a context for the auditory information. Hence, a fair amount of repetition suppression might have occurred. Our experimental design was slow by nature, the stimuli were repetitive and highly predictable from the visual context, and the reversed speech trials were relatively infrequent (~20% of trials) and therefore may have strongly drawn the attention of the participants. Taking into account these factors, we propose that the pictures on the screen may have invited the participants to strongly engage their attention in order to understand the contents of the reversed speech stimuli and/or to recognize words and/or speech sounds. After all, the sentences were describing the picture on the screen. This situation is very different from other language studies in which reversed speech was presented as a baseline stimulus without accompanying visual stimuli. Moreover, in these other experiments, the auditory stimulus content was much more varied throughout the experiments, i.e., the linguistic content of the sentences in those experiments was less predictable prior to hearing the actual auditory stimulus (Stoppelman et al., 2013).

The enhanced temporal activity for reversed speech points to auditory processing of the stimuli. In line with our findings, a recent meta-analysis finds more activation in auditory cortex when participants listen to relatively meaningless sounds compared to meaningful speech (Skipper, in press). Also, a recent study measuring brain activity with intracranial electrocorticography...
reports that reversed speech trials activated temporal and frontal cortices more strongly than normal speech trials (Brown et al., 2012). The authors suggest that increased attention for reversed speech may have yielded this pattern of enhanced engagement of frontal and temporal regions. Their findings illustrate, similar to our results, that reversed speech may not be suitable as a baseline condition in all situations.

In summary, this study shows that two anatomically distinct subregions in the LIFG are recruited during the processing of phonological markers that indicate focus constituents of the linguistic input as more (i.e., new information) or less (i.e., old information) semantically relevant. Our results are consistent with a crucial role for the LIFG in suprasegmental phonological unification processes.

Appendix A. Supplementary material

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.neuropsychologia.2014.03.017.
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