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ABSTRACT: Bonding of the Ni$^{2+}$(aq) complex is investigated with an unprecedented combination of resonant inelastic X-ray scattering (RIXS) measurements and ab initio calculations at the Ni L absorption edge. The spectra directly reflect the relative energies of the ligand-field and charge-transfer valence-excited states. They give element-specific access with atomic resolution to the ground-state electronic structure of the complex and allow quantification of ligand-field strength and 3d–3d electron correlation interactions in the Ni$^{2+}$(aq) complex. The experimentally determined ligand-field strength is $10Dq = 1.1$ eV. This and the Racah parameters characterizing 3d–3d Coulomb interactions $B = 0.13$ eV and $C = 0.42$ eV as readily derived from the measured energies match very well with the results from UV–vis spectroscopy. Our results demonstrate how L-edge RIXS can be used to complement existing spectroscopic tools for the investigation of bonding in 3d transition-metal coordination compounds in solution. The ab initio RASPT2 calculation is successfully used to simulate the L-edge RIXS spectra.

INTRODUCTION

3d transition metals in aqueous solution are interesting from a fundamental point of view as their hexaaqua complexes $\left[\text{M(H}_2\text{O)}_6\right]^{2+}$ represent the archetype of Werner complexes with coordinative bonding in octahedral symmetry. Considering hydrogen bonding between the various coordination spheres of water molecules, they could even be regarded as chelate complexes, and new insight into their electronic structure, and dynamics in these complexes. This in turn forms the basis for understanding their thermodynamic properties and reactivity, having implications for modeling and understanding phenomena ranging from water exchange reactions to photochemical processes and atmospheric liquid chemistry of 3d transition-metal ions in solution.

While the structure of 3d transition metal (TM) ions and their complexes in aqueous solution can be addressed experimentally with numerous scattering and spectroscopic methods, bonding can be assessed with a limited set of spectroscopic tools among which, historically, UV–vis spectroscopy has played a dominant role. Complementing such experimental results and due to the strongly polarized character of the coordinate bond, ligand-field theory can be successfully applied to hexaaqua complexes. In particular, the dependence of the ligand-field (LF) state energies on ligand-field strength and 3d–3d Coulomb interactions for all 3d$^n$ complexes were first calculated by Tanabe and Sugano in their seminal work from 1954. The low-energy electronic excited state spectrum of a typical TM coordination complex can thus be described by, with increasing photon energy, the LF excitations, followed by the charge-transfer (CT) and ligand-centered excitations. At present, the excitations to LF states of octahedral TM complexes are very well understood at the semiempirical level of ligand-field theory. Today, ab initio calculations of the LF state energies pose a challenge as exact post-Hartree–Fock or advanced density functional theory (DFT) methods are required to correctly account for static and dynamic correlation effects. Further complications can arise for the calculation of higher-energy excited states such as the CT states. In addition, CT states of TM ions in solution are difficult to probe with UV–vis spectroscopy compared to LF states. Experimental difficulties arise because of higher transition energies which are well in the UV range and which often strongly overlap with very intense band gap excitations of the host. Thus, it appears...
highly desirable to characterize bonding in aqueous TM ions in general and LF and CT state energies in particular with new experimental tools.

Soft X-ray spectroscopy offers a direct way for probing the valence electronic structure in an element-specific way.\textsuperscript{12} It has the intrinsic property of being sensitive to a local charge distribution of a selected atomic site and therefore is ideally suited for studying charge-transfer, delocalization, and screening processes. Recently, several soft X-ray spectroscopic investigations of the electronic structure of 3d TM ions and compounds in solutions have been reported, based on X-ray absorption spectroscopy (XAS),\textsuperscript{13–22} X-ray photoemission spectroscopy (XPS),\textsuperscript{23–25} resonant photoemission spectroscopy (RPES),\textsuperscript{24–27} and resonant inelastic X-ray scattering (RIXS)\textsuperscript{also known as resonant X-ray emission spectroscopy (RXES).}\textsuperscript{28–33} Note that RIXS in comparison to XAS and XPS is much less affected by core-hole effects.\textsuperscript{34–37} In contrast to XAS and XPS, the resolution of the RIXS spectra is not limited by the core-hole lifetime broadening if subnatural line width excitation is employed.\textsuperscript{38,39} RIXS is a type of Raman scattering, analogous to the widely used optical Raman scattering. In RIXS, the incident photon energy is scanned across the 2p core-level absorption edge of the TM, and the energy of the outgoing fluorescence photon is measured. The detected energy losses or energy transfers being the difference of incident and outgoing photon energies directly reflect the energies of the valence excitations. The final states in RIXS are identical to the final states of UV−vis absorption spectroscopy. In contrast to UV−vis spectroscopy, RIXS at the TM L-edge is sensitive to local charge distribution in an element-specific and symmetry-selective way. In addition, tuning the incident photon energy makes RIXS a truly two-dimensional spectroscopy, greatly increasing the information content compared to the UV−vis absorption spectroscopy. These features make RIXS a powerful tool for studies of low-energy excitations of complex systems,\textsuperscript{34} therefore making up the added experimental complexity.

We investigate electronic structure of the hexaaqua complex [Ni(H2O)6]\textsuperscript{2+} with measured and calculated Ni L-edge RIXS. We show how the X-ray spectroscopic results complement information from UV−vis spectroscopy. We have chosen Ni\textsuperscript{2+} (aq) for several reasons. First, as the Ni\textsuperscript{2+}−water interaction can be regarded as local and limited to only the first solvation sphere,\textsuperscript{18} the system can be treated as an octahedral [Ni(H2O)\textsubscript{6}]\textsuperscript{2+} Werner-type coordination complex. Second, with the Ni\textsuperscript{2+} 3d\textsuperscript{8} configuration, multiplet effects arising from core−valence interactions in the Ni\textsuperscript{2+} 2p\textsuperscript{3}d\textsuperscript{8} intermediate RIXS states are present but expected to be computationally feasible because of the comparably small number of states in contrast to TM ions with less filled 3d shells. The hexaaqua [Ni(H2O)\textsubscript{6}]\textsuperscript{2+} complex is thus ideally suited to address the interplay of local atomic and intermolecular interactions in hexaqua complexes. We note that Ni\textsuperscript{2+} compounds have been used before as a test case for XAS and RIXS spectroscopies.\textsuperscript{40,41}

Currently the most successful computational scheme used to simulate the L-edge spectra of TM compounds is the crystal field multiplet (CFM) model developed by B. T. Thole and co-workers.\textsuperscript{42,43} The CFM model is an implementation of the ligand-field theory and is thus semiempirical. Recently a number of theoretical developments have emerged looking for a more general and ab initio way to simulate L-edge XAS and RIXS spectra of TM compounds: hybrids of DFT and ligand-field theory,\textsuperscript{44,45} 2-hole-2-electron time-dependent DFT,\textsuperscript{46,47} DFT−C\textsubscript{4},\textsuperscript{48,49} and extended Bethe−Salpeter model.\textsuperscript{50,51} Here we present the results of an ab initio RASPT2 computational scheme for L-edge RIXS, developed by Josefsson et al.\textsuperscript{52} (A similar method was recently applied in refs 32, 33, and 53). Our aim is to evaluate the performance and accuracy of the ab initio RASPT2 method with respect to experiment and the well-known CFM model. Note that the CFM model provides an accurate semiempirical description of the LF valence states and the core-excited 2p\textsuperscript{3}d\textsuperscript{8} states. Given the strongly polar Ni\textsuperscript{2+}−water bond, these are expected to dominate the XAS/RIXS spectra. Although for this relatively simple [Ni(H2O)\textsubscript{6}]\textsuperscript{2+} complex the CFM model is sufficient, ab initio computational methods have a number of advantages. First, conceptually, an ab initio method provides maximum insight into the electronic structure (bonding, electron correlation) and the structure−spectrum relationship. Second, quantum chemistry methods like RASPT2 are implemented for calculations of any molecular system, thus enabling the modeling of systems with low molecular symmetry and/or with complicated or highly covalent bonding interactions, i.e., systems which are difficult to model within a semiempirical ligand-field theory framework like CFM.

\section*{Methods}

\textbf{Experimental Details.} NiCl\textsubscript{2} salt was purchased from Sigma Aldrich and used without further purification. The salt was dissolved in deionized water to a concentration of 0.5 mol/L. The dominant species at this concentration is the hexaqua complex [Ni(H\textsubscript{2}O)\textsubscript{6}]\textsuperscript{2+}.\textsuperscript{54,55}

The X-ray absorption (XA) spectrum was measured at the dipole beamline PM3 at the synchrotron radiation source BESSYII of the Helmholtz-Zentrum Berlin in Germany. The spectrum was recorded in transmission mode with a liquid transmission cell setup.\textsuperscript{17} The excitation bandwidth was set to 0.4 eV. The photon energy was calibrated using the calibrated water pre-edge peak at 535 eV.

The RIXS spectra were measured at the beamlines U41-PGM and UES2-SGM at BESSYII. The experimental setup, FlexRIXS, utilizing an in-vacuum liquid jet for sample delivery was used for the measurements.\textsuperscript{31} The diameter of the liquid jet amounted to 20 μm, matching the X-ray focus. The X-ray emission spectrometer is mounted at an angle of 90° from the incident X-ray propagation with the polarization of the incident radiation lying in the scattering plane (linear horizontal polarization) at U41. At UES2-SGM, the polarization of the X-ray radiation can be varied freely, and this was used to measure spectra with the polarization axis of the incident radiation both horizontal and vertical to the scattering plane. The excitation bandwidth at the Ni L-edge was set to 0.35 eV. The incident photon energy was calibrated with respect to the XA spectrum measured with the liquid transmission cell setup. The X-ray emission spectrometer was used in “slitless” mode using the jet as a source.\textsuperscript{31} The resolution of the RIXS spectra was 1.2 eV (determined by the diameter of the jet). The emission energy scale was calibrated using elastically scattered light.

\textbf{Computational Details.} The ab initio RASPT2 calculations on [Ni(H\textsubscript{2}O)\textsubscript{6}]\textsuperscript{2+} were performed using the MOLCAS software package.\textsuperscript{50} The geometry of the [Ni(H\textsubscript{2}O)\textsubscript{6}]\textsuperscript{2+} complex was optimized in the electronic ground state within D\textsubscript{3h} symmetry at CASPT2 level with an active space consisting of the five nominally Ni 3d orbitals. ANO-RCC basis sets of...
VTZP quality were used in the CASPT2/RASPT2 calculations. Scalar relativistic effects were introduced via a spin-free Douglas−Kroll−Hess transformation. According to the calculations, the complex is almost perfectly octahedral with a Ni−O distance of 2.080 Å.

Calculations of Ni 2p core-excited states and Ni 3d valence-excited states were performed at the RASPT2 level. RASSCF states were calculated with 2p orbitals in the RAS1 subspace (one hole allowed) and 3d orbitals in the RAS2 subspace (all possible permutations allowed). Within each symmetry class in $D_{2h}$, the states were optimized in a state-averaged RASSCF procedure which was followed by a perturbative inclusion (PT2) of dynamical correlation. Spin−orbit coupling was included using the RASSI technique. Energies of the core-excited states were shifted by $-1.9$ eV to compensate for limitations in basis set and active space and match with the experiment. Energies of the valence excitations are presented as calculated.

For comparison we also simulated the RIXS spectra using the semiempirical CFM model. The ligand-field 10$D_q$ parameter was set to 1.1 eV according to the experimentally determined value, and the atomic Slater integrals calculated at the Hartree−Fock level were scaled by a factor of 0.8.

For both the ab initio RASPT2 and the CFM calculations, RIXS spectra were simulated by multiplying absorption and emission transition moments without any interference effects.
included. The following convolution scheme was applied (values for the fwhm are given): 0.35 eV Gaussian broadening taking into account the excitation bandwidth, 0.5 eV (1.0 eV) Lorentzian lifetime broadening at the L3 (L2) edge for core-excited states, and 1.2 eV Gaussian broadening of RIXS spectra to account for the spectrometer resolution. An additional 0.5 eV Gaussian broadening of both XA and RIXS spectra was introduced to account for inhomogeneous broadening. No polarization effects were included in the simulation of the RIXS spectra (the calculated RIXS maps thus correspond to excitation with unpolarized light). This is justified as polarization effects on the valence-excited RIXS states were checked to be small (see the Supporting Information) and the Ni2+ partial-fluorescence yield XA spectrum derived from the RIXS spectra was shown before to exhibit negligible polarization effects.64

RESULTS AND DISCUSSION

The main frontier orbitals necessary to characterize the electronic structure of the [Ni(H2O)6]2+ complex are also the ones probed by Ni L-edge RIXS, namely the nominal water bonding e_g and t_2g orbitals and the nominal Ni 3d antibonding e_g* and t_2g* orbitals (Figure 1). LF excitations involve only nominal Ni 3d orbitals and correspond to electronic transitions from the 3A_2g (e_g,t_2g)10(t_2g*)6(3A_2g)9 configuration. With the schematic depiction of the relevant transitions shown in Figure 2a, we explain how LF and CT states are probed with Ni L-edge RIXS. All energies are plotted with respect to the 3A_2g ground state of [Ni(H2O)6]2+. Absorption of a soft X-ray photon with incident energy hν in promotes the system to a core-excited state with a vacancy in the 2p shell and an additional electron in the unoccupied valence orbitals. The strongest 2p X-ray transitions in [Ni(H2O)6]2+ occur to the antibonding t_2g* and e_g* orbitals. The 2p core-excited states in [Ni(H2O)6]2+ are split by approximately 17 eV because of the 2p spin–orbit interaction separating the L3-edge [(2p3/2)5(t_2g*,e_g*)9 configuration] and the L2-edge [(2p1/2)5(t_2g*,e_g*)9 configuration]. The core-excited states can decay via fluorescence (note that ∼99% decay via Auger decay65), promoting the system back to the ground or to valence-excited states of [Ni(H2O)6]2+. If the hν out is measured, the energy transfer hν in − hν out can be determined, which in turn directly reflects the energy of the corresponding LF or CT final states (a RIXS transition to an arbitrary LF final state is shown in Figure 2a).

The energies of the LF states in [Ni(H2O)6]2+ as derived from the RASPT2 calculations are plotted in Figure 2b. Altogether there are 45 states in the LF manifold which can be grouped into 11 terms (states within each term are degenerate in perfect octahedral symmetry and without 3d spin–orbit coupling). The question arises how these LF states can be...
probed in detail with Ni L-edge RIXS and how this compares to results from UV–vis absorption spectroscopy.

For this we inspect the measured and calculated Ni L-edge RIXS and XAS results displayed in Figures 3 and 4. The measured RIXS data (Figure 3a,d) are compared to the results of the RASPT2 (Figure 3be) and CFM (Figure 3c,f) calculations. We first note the overall very good agreement between experiment and calculations. This is emphasized by the zoomed-in view on the LF states in Figure 3e,f. Inelastic scattering features are apparent at the Ni L3- and L2-edges at incident photon energies of 851–857 and 869–874 eV, respectively. The most intense RIXS features at energy transfers of 0–5 eV at the L3-edge correspond to the LF final states. The much weaker intensities at energy transfers of 6–12 eV correspond to ligand-to-metal CT final states. Note that these CT states are not included in the RASPT2 and CFM calculations, and accordingly the RIXS features are absent in the calculated RIXS maps in Figure 3b,c. The CT final states are excluded here for practical reasons; it requires more effort to accurately model both the LF and CT states than only the LF states. Note that the CT states nevertheless carry significant information about the electronic structure, especially related to the covalent orbital mixing. An attempt to model the CT states is made in an upcoming publication in which we apply both CFM and ab initio RASPT2 methods to calculate the CT RIXS feature. For now we will focus on the LF states which are sufficient for discussion of ligand-field and 3d–3d Coulomb interactions (static electron correlation).

The last set of final states can be found at 12–22 eV and at the L2-edge only. These intensities are due to a cascade process including a radiationless Coster–Kronig (CK) transition as schematically depicted in Figure 2c and as discussed before for TM ions in solution in refs 19 and 30. Here the 2p1/2 core-excited states decay via a CK process upon electron ejection to 2p3/2, core-excited states of the [Ni(H2O)6]3+ complex. These then decay radiatively to the valence-excited states of the Ni 2p spin–orbit splitting of 17 eV. Finally, we point out that the intensity of elastic scattering depends on a number of factors such as the experimental geometry, polarization of the incident radiation, and sample surface shape and roughness. These effects are not included in the simulated RIXS spectra.

The agreement of measured and calculated spectra enables the determination of the ligand-field strength and 3d–3d Coulomb repulsion parameters, as will be discussed below, together with a detailed comparison of the two theoretical approaches.

**Determination of Ligand-Field and Racah Parameters.** As the same final states are reached with excitation at the L3- and L2-edge, albeit with smaller intensities at L2, we focus in the following on excitations at the L3-edge only. We denote the two clearly distinct resonances at the L3-edge as resonance A at 853.2 eV and resonance B at 855.6 eV (Figures 3 and 4). States in resonance A have a dominantly triplet character (antiparallel spins of 2p and 3d hole), whereas states in resonance B have considerable singlet character (see also Figure S2 of the Supporting Information). RIXS spectra displaying intensities versus energy transfer at these two resonances (corresponding to vertical cuts through the maps in Figure 3) are presented in Figure 5. The peak at zero energy transfer in Figure 5a corresponds to transitions back to the ground state 1A2g.
were retrieved by peak-fitting the RIXS spectra in Figure 5 (see also the Supporting Information). The \(^3T_{2g}\) and \(^3T_{1g}(P)\) state energies result accordingly from a fit to the RIXS spectrum measured at resonance A (Figure Sb and Figure S3c of the Supporting Information). The \(^3T_{1g}\) state energy results from a fit to the RIXS spectrum measured at resonance B (Figure Sc and Figure S3d of the Supporting Information). Note that the lower-energy peak in the latter spectrum is a mixture of \(^3T_{2g}\) and \(^3T_{1g}(P)\) (see Figure Sc) and can therefore only tentatively be assigned to \(^3T_{1g}(F)\) (hence the parentheses in Table 1).

We note that in spite of the overall good agreement of RASPT2 and CFM spectra with experiment, the RASPT2 calculation tends to underestimate the LF state energies compared to experiment and compared to the CFM and RAS calculations from ref 68 by 10–20%. First, this mismatch of the calculated RASPT2 LF state energies could be attributed to the exclusion of vibrational effects in the calculation. Optical transitions are generally accompanied by vibrational excitations, causing the central energy of experimental peaks to shift toward higher energies. In the \(\text{UV}–\text{vis}\) spectrum of the \([\text{Ni}(\text{H}_2\text{O})_6]^{2+}\) complex, the peaks are shifted by 0.1–0.2 eV compared to pure electronic transitions. One could expect vibrational shifts of similar magnitude in the RIXS spectra, explaining the discrepancy between RIXS calculation and experiment. There are important differences between the vibrational effects in \(\text{UV}–\text{vis}\) and RIXS spectroscopy, though, which are discussed in the next section. Note that the empirical parameters used in the CFM calculation account for the vibrational effects as calculated peak positions are effectively adjusted to the experimental positions. The second cause for the mismatch between measured and calculated RASPT2 LF state energies could be attributed to the insufficient inclusion of the dynamical correlations by the PT2 method with the current choice of active space. This could also explain the differences between the RASPT2 and RAS calculations.

Our assignments in Table 1 differ from the results in ref 28, which can be explained by the inconsistencies introduced when using one-electron models such as those used in ref 28 in contrast to the many-electron approach applied here. It is well-known that a many-electron description is necessary to interpret the metal L-edge XA and RIXS spectral features of TM compounds.

In ligand-field theory, the LF state energies are determined by 10Dq and the Racah parameters \(B\) and \(C\) (not considering the 3d spin–orbit interaction). In addition to 10Dq, we can also uniquely determine the values of the Racah parameters. We utilized the following formula from ref 9 to calculate \(B\) and \(C\) (state energies are with respect to the ground state \(^3A_{2g}\)):

\[
B = \frac{E(\text{^{3T}_{1g}(P)}) - 30Dq E(\text{^{3T}_{1g}(P)}) + 200Dq^2}{15E(\text{^{3T}_{1g}(P)}) - 270Dq}
\]

\[
C = 0.5E(\text{^{3T}_{1g}(G)}) - 6B - 5Dq
\]

For quantitative comparison we also derived these parameters from the RASPT2 and CFM calculations. In the CFM calculation, 10Dq and the Coulomb repulsion parameters are actually input parameters, and we used here the experimental value of 1.1 eV for 10Dq; the Slater integrals \(F_2\) and \(F_4\) were calculated at the Hartree–Fock level and scaled by an empirical factor of 0.8 (the Slater integrals are related to the Racah parameters by the following equations: \(F_2 = 49B + C\) and \(F_4 = 63/SC\)).

As accurate ab initio calculations of the Coulomb repulsion parameters are generally still a challenge, we are particularly interested in comparing the values of \(B\) and \(C\) as derived from the RASPT2 calculation to the experimental and CFM values. The results are summarized in Table 2. The ab initio RASPT2 values are off by 10–30%, similar to the respective energies of the LF states in Table 1. The parameters derived from the RIXS experiment match very well with the \(\text{UV}–\text{vis}\) results.

<table>
<thead>
<tr>
<th>LF State</th>
<th>RIXS exp. this work (eV)</th>
<th>RASPT2 theory this work (eV)</th>
<th>CFM theory this work (eV)</th>
<th>RASPT2/CFM</th>
<th>CFM theory (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^3T_{1g})</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>C18%</td>
</tr>
<tr>
<td>(^3E_{g}(F))</td>
<td>0.12</td>
<td>0.11</td>
<td>0.13</td>
<td>0.13</td>
<td>12%</td>
</tr>
<tr>
<td>(^3T_{2g})</td>
<td>0.47</td>
<td>0.61</td>
<td>0.48</td>
<td>0.48</td>
<td>−27%</td>
</tr>
</tbody>
</table>

*The calculated LF state energies could be attributed to the exclusion of vibrational effects in the calculation. Optical transitions are generally accompanied by vibrational excitations, causing the central energy of experimental peaks to shift toward higher energies. In the UV–vis spectrum of the \([\text{Ni}(\text{H}_2\text{O})_6]^{2+}\) complex, the peaks are shifted by 0.1–0.2 eV compared to pure electronic transitions. One could expect vibrational shifts of similar magnitude in the RIXS spectra, explaining the discrepancy between RIXS calculation and experiment. There are important differences between the vibrational effects in UV–vis and RIXS spectroscopy, though, which are discussed in the next section. Note that the empirical parameters used in the CFM calculation account for the vibrational effects as calculated peak positions are effectively adjusted to the experimental positions. The second cause for the mismatch between measured and calculated RASPT2 LF state energies could be attributed to the insufficient inclusion of the dynamical correlations by the PT2 method with the current choice of active space. This could also explain the differences between the RASPT2 and RAS calculations.*
Comparison of RIXS and UV–Vis Absorption Spectroscopy. While in UV–vis absorption spectroscopy only single-dipole transitions contribute to the spectrum, the RIXS process is described by a scattering process (two dipole transitions) through an intermediate state involving the highly localized atomic core orbital.

In the optical absorption spectrum, transitions to LF states are by a factor of 1/1000 weaker than strong CT and ligand-centered absorption peaks. This is because in octahedral TM complexes direct optical dipole transitions between the different LF states are Laporte forbidden and spin-allowed transitions have noticeable oscillator strengths due to dynamical distortions (vibronic coupling). In contrast, RIXS transitions to the LF states are allowed in octahedral TM complexes and the RIXS spectrum is typically dominated by the LF features.

The UV–vis absorption spectrum of \([\text{Ni(H}_2\text{O)}_6]^{2+}\) as adapted from ref 69 is displayed in Figure 6. Comparison with the RIXS spectra in Figure 5 reveals some important differences between these techniques. First, starting from the A_{2g} ground state of \([\text{Ni(H}_2\text{O)}_6]^{2+}\) the allowed direct (single-dipole) transitions are only to T_{2u} states, whereas the RIXS scattering selection rules allow transitions to final states with A_{2g}, E_g, T_{1u} and T_{1g} symmetry. Second, the selection rule is well-preserved in UV–vis absorption. As the 3d spin–orbit coupling is weak, only dipole transitions which preserve the spin have intensity in the UV–vis spectrum of \([\text{Ni(H}_2\text{O)}_6]^{2+}\), and starting from A_{2g} only triplet states are reached (Figure 6). The 2p spin–orbit coupling, however, is the dominant interaction in the core-excited intermediate state in Ni L-edge RIXS (stronger than LF and 2p–3d direct and exchange Coulomb interactions). Therefore, spin is not a good quantum number for the intermediate states, and depending on the Coulomb interactions). Therefore, spin is not a good quantum number for the intermediate states, and depending on the Coulomb interactions. For Ni L-edge RIXS of \([\text{Ni(H}_2\text{O)}_6]^{2+}\) this allows probing singlet final states. One example for this is the peak at 3.5 eV energy transfer at XA resonance B corresponding to the 1T_{1g} final state (Figure 5c). Third, the possibility to tune the incident photon energy to resonantly select particular intermediate states adds an extra dimension to RIXS as relative intensities of the final states depend strongly on the chosen X-ray absorption resonance. We utilized this here to determine the energies of the closely lying 3T_{1g} and 1T_{1g} LF states at energy transfers of 3.4 and 3.5 eV, respectively. Their separation of only 0.1 eV is well below our experimental resolution. However, tuning to resonances A and B enhances the intensities of 1T_{1g} and 1T_{1g} respectively, as 3T_{1g} cannot be reached when excitation at resonance A and allows for their separate investigation.

Finally, the direct comparison of UV–vis and RIXS results in Figure 6 shows that the LF-state energies do not exactly match: the energies of the 3T_{1g} and 1T_{1g} states as measured with RIXS are shifted to higher energies with respect to the corresponding UV–vis absorption peaks. Such an observation was made also in the comparison of UV–vis and L-edge RIXS results of cobalt compounds in ref 72. We believe that these discrepancies can be explained by considering the vibrational effects. The vibrational effects in the UV–vis spectrum of the \([\text{Ni(H}_2\text{O)}_6]^{2+}\) complex were simulated in ref 69, and similar to the mismatch of RIXS with the calculations, we believe that the blue shift of the RIXS energies compared to the UV–vis energies can be attributed to differences of vibrational effects in the respective methods. Qualitatively one can outline these differences of vibrational effects on spectral peak positions and shapes between UV–vis and RIXS. First, in the case of a nominally octahedral complex, UV–vis spectroscopy probes preferably distorted configurations, whereas RIXS in contrast can probe also strictly nondistorted (octahedral) configurations. Second, intermediate core-excited states in RIXS are generally vibrationally highly excited, and this allows reaching higher vibrational states in the electronic final state compared to UV–vis spectroscopy. Therefore, extended vibrational progressions appear in the RIXS spectrum and we expect this to lead to larger effective vibrational energy shifts. A quantitative evaluation of these effects would be desirable. However, this requires the calculation of numerous multidimensional potential energy surfaces, including the core-excited states, and the subsequent calculation of nuclear wave functions.

CONCLUSIONS

We investigated electronic structure of the archetypical hexaaqua complex \([\text{Ni(H}_2\text{O)}_6]^{2+}\) with an unprecedented combination of resonant inelastic soft X-ray scattering (RIXS) measurements and ab initio calculations at the Ni L absorption edge. The RIXS spectra directly reflect the relative energies of the ligand-field and charge-transfer valence-excited states of the complex and give element-specific access to the ground-state electronic structure of the complex. The results allow for determining the ligand-field strength 10D_Q and 3d–3d Coulomb repulsion in \([\text{Ni(H}_2\text{O)}_6]^{2+}\). The 10D_Q = 1.1 eV estimate and the Racah parameters B = 0.13 eV and C = 0.42 eV characterizing 3d–3d Coulomb interactions as derived from the measured ligand-field state energies compare very well with the results from UV–vis spectroscopy. These results show in general how L-edge RIXS can be used to complement existing spectroscopic tools for the investigation of bonding in 3d transition-metal coordination compounds in solution.

We have also demonstrated for the \([\text{Ni(H}_2\text{O)}_6]^{2+}\) complex that a full simulation of Ni L-edge RIXS is feasible within a novel RASPT2 computational scheme. Analysis of the RASPT2 results showed that the electronic structure parameters 10D_Q, B, and C agree with experiment to within 20%. These discrepancies are mostly a result of the vibrational effects not included in the calculation and are not due to errors in calculating the electronic structure. Latter errors might be
present because of only insufficient description of the
dynamical correlation. The novel RASPT2 calculations are
compared in detail to the results of more established
semiempirical CFM calculations. This demonstrates that ab
initio RASPT2 calculations can be considered as a valuable new
tool for the analysis of 3d transition-metal L-edge spectroscopy.
Note that the RASPT2 method, based on an LCAO-MO
approach, can be used to provide considerably more insight
than semiempirical CFM calculations into the bonding of TM
complexes.

We believe that L-edge RIXS combined with ab initio
RASPT2 calculations can be utilized to resolve complex
questions regarding bonding and chemistry of TM compounds,
therefore contributing to the understanding of their catalytic
and photoactive properties.
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