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H-atom Scattering / Effective Medium Theory / Potential Energy Surface / MD Simulations

We report an analytic potential energy surface (PES) based on several hundred DFT energies for H interacting with a Au(111) surface. Effective medium theory is used to fit the DFT data, which were obtained for the Au atoms held at their equilibrium positions. This procedure also provides an adequate treatment of the PES for displacements of Au atoms that occur during scattering of H atoms. The fitted PES is compared to DFT energies obtained from ab initio molecular dynamics trajectories. We present molecular dynamics simulations of energy and angle resolved scattering probabilities at five incidence angles at an incidence energy, Ei = 5 eV, and at a surface temperature, Ts = 10 K. Simple single bounce trajectories are important at all incidence conditions explored here. Double bounce events also make up a significant fraction of the scattering. A qualitative analysis of the double-bounce events reveals that most occur as collisions of an H-atom with two neighboring surface gold atoms. The energy losses observed are consistent with a simple binary collision model, transferring typically less than 150 meV to the solid per bounce.

1. Introduction

In this paper, we initiate an effort to find an atomic-scale, quantitative description of the forces defining H atom (H) interactions with a metal (M) at its surface, within the subsurface region and within the bulk. H/M interactions might appear to be a simple (even trivial) problem in chemical physics. But appearances can deceive. Indeed, this class
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of problems exhibits a dynamical richness, which makes it a particularly interesting as well as challenging target for theoretical simulations, not to mention experiment. Due to the highly directional chemical interactions between H and M, the potential energy surface (PES) can be highly corrugated [1]. Strong chemical interactions of H-atoms with most metals (characterized by surface binding energies in the range $-2$ eV to $-4$ eV) [2] also mean that in H-atom collisions at surfaces, the H-atom is accelerated with at least 1–2 eV translational energy prior to impact. Due to their small mass, H-atoms dissipate this energy inefficiently to phonons. These factors suggest the existence of (as yet unobserved) hot-atom intermediates, which have been invoked to explain several peculiar observations in surface chemistry [3,4]. Another interesting characteristic of the H-atom is its size; the H-atom is small. Hence, energetic barriers between surface and sub-surface H-atom binding sites can be low [2,5–7]. The energetics of H-atom bonding in metals is also strongly influenced by lattice relaxation, especially for sub-surface binding sites [1,8]. Hence, an accurate treatment of the dynamics requires a high dimensional PES, capable of describing metal atom (lattice) motion. Finally, there is evidence that H-atom collisions at metals can lead to electron-hole pair (EHP) excitation [9–14]. Thus, an accurate description of electronically non-adiabatic effects may also be an important aspect of this problem [15,16].

An analytical full-dimensional PES would be useful for molecular dynamics studies, since simulations could be performed with even millions of trajectories. For example, one could make specific predictions within (and even beyond) the electronically adiabatic approximation concerning angle and energy resolved H-atom scattering experiments, which could be carried out in the future. Furthermore, with this approach the description of phonon excitation in the H-atom collision is almost unrestricted with respect to unit-cell size or simulation time. Hence, an analytical full dimensional PES will also be suitable for simulations of H-atom trapping, which may require simulation times of up to several ps. One may even imagine that such a full dimensional PES could be used to describe bulk diffusion [15–18].

In this paper, we report a new PES for H-atoms interacting with an $fcc$ gold crystal at its (111) surface and present preliminary results of classical MD calculations. Density functional theory (DFT) with a generalized gradient approximation (DFT-GGA) employing a mixed functional, i.e., the functional that is the specific reaction parameter (SRP) density functional for $H_2 + Cu(111)$ [19,20], is used to calculate energies on the PES for a large number of chosen positions of the H-atom within, on the surface and outside of the frozen $fcc$ Au-lattice. These data are then fit to an analytic function derived from effective medium theory (EMT) [21–23]. The EMT expression for energy describes by definition the Au Au interatomic forces in a realistic albeit semi-empirical way, even when the Au atoms are not in their equilibrium positions. Hence, this approach leads to a full dimensional PES capable of describing energy transfer from H-atom translation to Au-atom motion. The protocol presented here has been previously employed to investigate H on Copper [1] and H on Palladium [15,16]. Furthermore, to ensure the validity of our EMT-based PES, we compare how well our PES reproduces energy values along $ab initio$ molecular dynamics (AIMD) trajectories.

We follow an approach to the H/M interaction that is fully within the spirit of Eyring and Polanyis seminal paper [24] highlighted in this issue. Since PESs were first introduced by Eyring and Polanyi to study gas phase reactions, they have proven them-
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selves also useful to analyze the interaction of molecules with metal surfaces, a seminal early example being the PES cut describing the interaction of H₂ with a copper surface presented by Lennard-Jones in his 1932 paper on adsorption and diffusion on solid surfaces [25]. PESs have also been tremendously useful for studying reactions of molecules on metal surfaces [19,26–37]. Many experimental trends can be understood, and in some cases quantitative agreement with experiment may be obtained, even if electron-hole pair excitation or energy transfer to surface phonons is neglected in these studies. This is not a trivial finding. For instance, experiments have shown that scattering of atoms and molecules from metal surfaces may lead to considerable electron-hole (e-h) pair excitation for systems with deep atomic or molecular chemisorption wells [14], and that scattering of highly vibrationally excited NO from low work function metal surfaces may lead to vibrationally promoted electron emission [38].

Here, we describe the development of a preliminary high-dimensional potential energy surface, based on a mixture of first principles and semi-empirical ideas that is capable of realistically describing the high energy scattering of an H-atom in the presence of a moving crystalline Au-metal lattice. We demonstrate classical molecular dynamics (MD) results that characterize scattering from the surface. With this approach hundreds of thousands of classical trajectories can be calculated easily and we may simulate energy and angle resolved scattering within the electronically adiabatic approximation with high statistical accuracy.

Specifically, we use this new PES to carry out MD simulations for collisions of H-atoms with Au(111) within the electronically adiabatic approximation at five incidence conditions with \( E_i = 5 \) eV and \( T_S = 10 \) K. Simple, single bounce trajectories can be identified and are an important contribution to the overall scattering at all incidence conditions. They exhibit an energy loss that can be understood from the attractive Baule limit [39]. Back scattered single bounce trajectories travelling nearly parallel to the surface transfer less than 2% of the H-atom incidence energy to Au atom motion. Double (and higher) bounce collisions are important at all incidence conditions examined in his work. The energy loss due to double bounce trajectories is consistent with a value twice the attractive Baule limit. The majority of double bounce trajectories are H-atom collisions with two neighboring surface gold atoms; however, a remarkably large number of double bounce trajectories (25%) are long range in nature, where the second collision is farther away than the next nearest neighbor. The remainder of the paper is organized as follows. In Sect. 2 we describe the methods used in this work, which include sections on our implementation of DFT using the VASP package, our fitting method employing EMT and a description of our molecular dynamics approach, including \textit{ab initio} molecular dynamics. In Sect. 3 we present results. We describe the new multi-dimensional PES, we evaluate its accuracy and we present results of MD calculations. Section 4 gives a brief discussion with conclusions.

2. Methods

2.1 Electronic structure calculations

To construct a potential energy surface, we have first calculated 560 points with density function theory (DFT) [40,41], making use of the \textit{ab initio} simulation package...
VASP [42–45]. In this environment, we used ultra-soft pseudo potentials and the mixed GGA functional that was implemented into the VASP code to get an optimal description of the \( \text{H}_2 + \text{Cu}(111) \) system. The functional used is a mixture of the PBE [46] (coefficient 0.52) and RPBE (coefficient 0.48) functional, and may be viewed as an adaptation of the SRP density functional first designed [19] for the description of the reactive scattering of \( \text{H}_2 \) from Cu(111) for use with VASP (for details, see Ref. [20]). From now on, we refer to this functional as the R48PBE functional, to express that it is a weighted average of the RPBE and PBE functionals, with a weight of 0.48 for the RPBE functional. Because this functional yields a chemically accurate description of the \( \text{H}_2 + \text{Cu}(111) \) system [19,20] we also expect it to be accurate for \( \text{H} + \text{Cu}(111) \) and, by extension, for the interaction of \( \text{H} \) with the (111) surface of the noble metal considered here (Au). This is also in line with previous calculations on H-atoms interacting with small Au-clusters, which used both \textit{ab initio} and DFT methods [47]. These calculations showed that the PW91 functional [48], which yields energies quite similar to PBE results [42–45], yields H-Au cluster interaction energies that already compare reasonably well with CCSD(T) results, while the results should be improved by mixing in the RPBE functional [47], as done here.

For the calculations presented here, we used a \( 8 \times 8 \times 1 \) \( k \)-point mesh and a cut-off energy of 300 eV for the plane wave expansion. We constructed our theoretical Au lattice by standard methods. Briefly, we first carry out DFT calculations with 3D periodic boundary conditions to simulate bulk \textit{fcc} gold. This gave a relaxed lattice constant of 4.201 Å, which may be compared to the experimental value of 4.08 Å. Subsequently we constructed a four layer slab in a \( 2 \times 2 \) cell. We fixed the Au–Au distances within each layer (to be 2.971 Å = 4.201 Å/\( \sqrt{2} \)) and let the interlayer distance relax, holding the distance between the two lowest layers fixed at (2.425 Å = 4.201 Å/\( \sqrt{3} \)). This resulted in interlayer relaxation distances of \( \approx 0.02 \) Å. We used this structure in a \( 3 \times 3 \) 4-layer slab to ensure that there is no interaction between the hydrogen atoms in neighboring super cells. We perform DFT calculations for 560 different positions of the H atom. Figure 1 shows the 10 symmetry sites normal to which we calculated DFT energies at 560 values of \( z \) (the Cartesian coordinate normal to the surface). Note that we placed a 13 Å thick vacuum layer between the slabs defining the periodic boundary conditions along the \( z \)-axis. Figure 2 shows all of these 560 DFT energies as black filled circles.

2.2 Fitting the energy points: effective Medium theory

The fitting according to the Effective Medium Theory (EMT) was performed following the approach of Nørskov et al. [23] and Strömquist et al. [1] as it is implemented in the \textit{Atomic Simulation Environment} (ASE) by CAMd from the Technical University of Denmark [49]. The idea behind the EMT is that one first calculates the energy of a reference system, the effective medium. One then models the difference between the reference system and the actual system of interest. In this work, we choose a perfect Au crystal as the reference system. The interaction potential developed to describe a binary metal compound with a hydrogen atom and a gold lattice considered as an adsorbate
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Fig. 1. Geometric Definition of the Potential Energy Surface. DFT calculations of the energy of an H-atom in the presence of an fcc gold lattice were carried out along lines normal to the Au(111) surface at 14 positions, with the lattice held fixed at its fcc equilibrium positions. Au atoms in the surface layer are indicated as closed black circles. The blue solid circle indicates the sub-surface Au atom below the hcp hollow site (7). The yellow solid circles indicate the subsurface Au atom below the fcc hollow site (10). Positions 1–10 shown in a) are lines of lattice symmetry. Positions 11–14 b) are non-symmetric. The [101] direction is along a line connecting positions 5 and 10. The [112] direction is along a line connecting points 1 and 10. A top view of the fcc lattice is shown in c). A primitive (Wigner–Seitz) cell is defined in d).

and a substrate, respectively, has the following form:

\[
E = \sum_i E^{(c)}_{\text{Au}}(n_i) + E^{(c)}_{\text{H}}(n_H) + \frac{1}{2} \sum_{i,j} V_{\text{Au}}(r_{ij}) + \frac{1}{2} \sum_i \left[ V_{\text{H,Au}}(r_{Hi}) + V_{\text{Au,H}}(r_{Hi}) \right] - V_{\text{ref}}
\]

(1)

where the index H refers to the hydrogen atom and index i runs over Au atoms; \( r_{ij} \) is a distance between gold atoms labeled by indices i and j; \( r_{Hi} \) is a distance between a hydrogen and a gold atom i. The cohesive functions \( E^{(c)}_{\text{Au}} \) and \( E^{(c)}_{\text{H}} \) give the energy of a corresponding atom in the reference system. Their dependence on the embedding
density is parameterized in terms of neutral sphere radii $s_i$ of gold atoms and $s_H$ of hydrogen by following expressions

$$E^{(c)}_{\text{Au}}(n_i) = E_{0,\text{Au}} \left[ 1 + \lambda_{\text{Au}}(s_i - s_{0,\text{Au}}) \right] e^{-\lambda_{\text{Au}}(s_i - s_{0,\text{Au}})} - E_{0,\text{Au}},$$

$$E^{(c)}_{\text{H}}(n_H) = E_{0,\text{H}} \left[ 1 + \lambda_{\text{H}}(s_H - s_{0,\text{H}}) \right] e^{-\lambda_{\text{H}}(s_H - s_{0,\text{H}})}$$

The relation between a neutral sphere radius $s$ and the embedding density $n$ is modeled by exponential $n = n_0 \exp[-\eta(s - s_{0,Au})]$, which allows to determine $s$ as function of atomic positions:

$$s_i = -\frac{\ln\left[ (\sigma_i + \chi_{\text{Au,H}}\sigma_{1,H})/12 \right]}{\beta \eta_{2,\text{Au}}},$$

$$s_H = -\frac{\ln\left[ \chi_{\text{H,Au}}\sigma_{1,\text{Au}}/12 \right]}{\beta \eta_{2,\text{H}}}$$

with geometric factor $\beta = \sqrt[3]{\frac{16\pi}{3\sqrt{2}}}$, and

$$\sigma_i = \gamma_{1,\text{Au}}^{-1} \sum_j e^{-\eta_{2,\text{Au}}(r_{ij} - \beta_{0,\text{Au}})^2} \theta(r_{ij}),$$

$$\sigma_{1,H} = \gamma_{1,\text{H}}^{-1} e^{-\eta_{2,H}(r_{HI} - \beta_{0,H})^2} \theta(r_{HI}),$$

$$\sigma_{\text{H,Au}} = \gamma_{1,\text{H}}^{-1} \sum_i e^{-\eta_{2,\text{H}}(r_{HI} - \beta_{0,\text{Au}})^2} \theta(r_{HI}).$$

Here the coefficients $\chi_{\text{Au,H}}$ and $\chi_{\text{H,Au}}$ are given by

$$\chi_{\text{Au,H}} = \frac{n_{0,H}}{n_{0,\text{Au}}} e^{-\eta_1(s_{0,H} - s_{0,\text{Au}})}, \quad \chi_{\text{H,Au}} = \chi_{\text{Au,H}}^{-1},$$

and the function

$$\theta(r) = \left( 1 + e^{\alpha(r - r_c)} \right)^{-1}$$

serves as a smooth cut-off, where $\alpha = \ln 10^2/(r_t - r_c)$ and $r_t = 4r_c/\sqrt{3} + 2$. The cut-off radius $r_c = a_0\sqrt{1.5}$ is taken to be the distance to the next-next-nearest neighbors of the fcc lattice with the lattice constant $a_0$.

Another contribution to the total energy Eq. (1) comes from the correction term accounting for the difference between the reference system and the real system. It is represented as pairwise interaction energies of the form

$$V_{\text{Au}}(r_{ij}) = -V_{0,\text{Au}} e^{-\kappa_{\text{Au}}(\beta_{1}r_{ij} - \beta_{0,\text{Au}})} \theta(r_{ij}) \gamma_{2,\text{Au}}^{-1},$$

$$V_{\text{Au,H}}(r_{HI}) = -\chi_{\text{Au,H}} V_{0,\text{Au}} e^{-\kappa_{\text{H}}(\beta_{1}r_{HI} - \beta_{0,\text{H}})} \theta(r_{HI}) \gamma_{2,\text{Au}}^{-1},$$

$$V_{\text{H,Au}}(r_{HI}) = -\chi_{\text{H,Au}} V_{0,\text{H}} e^{-\kappa_{\text{H}}(\beta_{1}r_{HI} - \beta_{0,\text{Au}})} \theta(r_{HI}) \gamma_{2,\text{H}}^{-1},$$

$$V_{\text{ref}} = -6V_{0,\text{Au}} \sum_i e^{-\kappa_{\text{Au}} s_i} - 6V_{0,\text{H}} e^{-\kappa_{\text{H}} s_H}. $$

(8)
The values of \( \gamma_1 \) and \( \gamma_2 \) that enter Eqs. (5) and (8) as weighting parameters are defined by the sums running over the nearest \((n = 1)\), next-nearest \((n = 2)\) and next-nearest-next \((n = 3)\) neighbor atoms:

\[
\gamma_{1,\alpha} = \sum_{n=1}^{3} x_{\alpha,n} e^{-\eta_{2,\alpha}(r_{\alpha,n} - \beta_{0,\alpha})},
\]

\[
\gamma_{2,\alpha} = \sum_{n=1}^{3} x_{\alpha,n} e^{-\kappa_{\alpha}(r_{\alpha,n} - \beta_{0,\alpha})},
\]

(9)

where index \( \alpha \) labels a type of atoms \((\alpha = H, \text{Au})\) and

\[
x_{\alpha,n} = \frac{b_n}{12(1 + e^{a(r_{\alpha,n} - r_c)})}
\]

with \( b_1 = 12, b_2 = 6, \) and \( b_3 = 24, \) since there are 12 nearest neighbor atoms, 6 next-nearest neighbors and 24 next-next-nearest neighbor atoms, respectively. For the fcc lattice the distance to the neighbors is defined by the relation \( r_{\alpha,n} = \beta s_{0,\alpha} \sqrt{n}. \)

When performing the fit, the gold atom positions of the reference system were taken as those of a perfect fcc seven-layer slab with 90 atoms per layer and a lattice constant \( a_0 = 4.201 \text{ Å}. \) The coordinates of the H-atom were identical to those used in the DFT calculations described above in the discussion concerning Figs. 1 and 2.

The fitting procedure ends up with the following parameters: \( \eta_{2,H}, s_{0,H}, n_{0,H}, \lambda_{H}, \kappa_{H}, V_{0,H}, E_{0,H} \) for the hydrogen adsorbate and \( \eta_{2,Au}, s_{0,Au}, n_{0,Au}, \lambda_{Au}, \kappa_{Au}, V_{0,Au}, E_{0,Au} \) for the gold lattice. Those have to be determined during the fit. We performed the fit with the standard fitting tools implemented into Mathematica 8 (Levenberg–Marquadt algorithm).

### 2.3 Molecular dynamics simulations

For the all the MD simulations involving the EMT potential, we used the ASE-package [49]. This package was specifically designed to simulate atomic (or molecular) scattering from surfaces and contains a built-in EMT-potential [23]. We replaced the standard values of EMT-potential parameters implemented in the original package with those found by us from the fit described above. Within this environment, we used the Verlet-algorithm to calculate 100,000 trajectories for five different incidence conditions (see Table 1 and Fig. 1c). We performed calculations on a \( 5 \times 5 \times 7 \) gold slab, with the lower layer held fixed, for \( E_i = 5 \text{ eV} \) and \( T_S = 10 \text{ K}. \) \( T_S \) is set by sampling the initial velocities from a Maxwell–Boltzmann distribution.

The trajectories were started with the H-Atom at \( z = 6 \text{ Å} \) above the surface with randomly chosen \( x-y \)-positions. We allowed a maximum propagation time of 10 ps and a time step of 0.1 fs. As soon as the H-atom again reached a distance of \( z > 6 \text{ Å}, \) the trajectory was halted. We denote those trajectories as scattered. A fraction (\( \sim 10\% \)) of the trajectories went completely through the slab or had not left the slab after 10 ps. These trajectories are regarded as trapped We also distinguish between H-atoms that scatter from the surface – referred to as scattering without penetration – and trajectories that
penetrate (achieve $z < 0$) before re-emerging – referred to as scattering with penetration. In the AIMD calculations, the Au lattice was modeled with VASP using a 4-layer, $2 \times 2$ slab in the same way as described in Sect. 2.1. To check that we do not get any influence due to H-image interaction we compared the energies calculated with the $3 \times 3$ cell to those of the $2 \times 2$ cell with the hydrogen atom for several selected H-atom positions inside of and on the slab, and for both cells the energies relative to their reference
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Table 1. Scattering and penetrating probabilities obtained from MD simulations.

<table>
<thead>
<tr>
<th>Incidence case</th>
<th>Azimuthal direction</th>
<th>$P_{sc}$</th>
<th>$P_{np}$</th>
<th>$P_{lost}$</th>
<th>$\left(1 - \frac{P_{np}}{P_{sc}}\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0.82</td>
<td>0.39</td>
<td>0.18</td>
<td>0.53</td>
</tr>
<tr>
<td>B</td>
<td>[10\bar{1}]</td>
<td>0.80</td>
<td>0.39</td>
<td>0.20</td>
<td>0.51</td>
</tr>
<tr>
<td>C</td>
<td>[11\bar{2}]</td>
<td>0.79</td>
<td>0.40</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td>D</td>
<td>[10\bar{1}]</td>
<td>0.90</td>
<td>0.70</td>
<td>0.10</td>
<td>0.23</td>
</tr>
<tr>
<td>E</td>
<td>[11\bar{2}]</td>
<td>0.88</td>
<td>0.64</td>
<td>0.12</td>
<td>0.27</td>
</tr>
</tbody>
</table>

a Trajectories that are found more than 6 Å from the surface ($z > 6$ Å) after 10 ps.

b Trajectories that scatter from surface sites by single, double or multi-bounce. This includes trajectories that scattering from hollow sites that may have brief periods with $z < 0$.

c Trajectories that have not re-emerged from the slab or have been transmitted through the slab after 10 ps. This may be considered as the trapping probability within the electronically adiabatic approximation.

d The fraction of scattering trajectories that penetrate the solid.

energies converge to similar values within 0.02 eV difference. Therefore, we conclude that a $2 \times 2$ cell is adequate. Only the upper 3 layers of the slab were allowed to move. Molecular dynamics simulations were performed using the Verlet algorithm [50,51] with a time-step of 0.1 fs and a surface temperature of 120 K. The implementation of the AIMD used here is mostly the same as the one employed earlier [20] in calculations on D$_2 +$ Cu(111). An important feature of the present calculations on H + Au(111) is that spin-polarized DFT was used to model the presence of (partial) spin on H when it is far away from the surface. A more complete description of the AIMD calculations will be presented in a future paper [52]. We used the results from the AIMD calculations to check the quality of our fit.

3. Results

The results section is organized into four parts. In Sect. 3.1 we present all information necessary to implement the new PES and characterize the quality of the EMT fit to the DFT data. We also provide a qualitative description of the H/M interaction. In Sect. 3.2 we examine the question of how well the EMT PES describes the displacements of Au atoms from the equilibrium positions of a bulk lattice. In Sect. 3.3 we evaluate the quality of the PES by comparison to DFT calculations. In Sect. 3.4 we present preliminary MD calculations using the new PES.

3.1 Presentation of the new potential energy surface

The EMT parameters used to fit the DFT data are presented in Table 2. The parameters for gold [23] and two parameters for hydrogen [1] were held fixed during the optimization procedure. Figure 2 shows the complete graphical comparison of the EMT fit (solid line) to the DFT data (points). This figure shows the $z$-dependence of the potential energy over 10 symmetry sites of the unit cell described (see Sect. 2.1 and Fig. 1a). The
Table 2. EMT parameters used to fit the DFT data.

<table>
<thead>
<tr>
<th>EMT constants</th>
<th>H</th>
<th>Au [23]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0$ (bohr)</td>
<td>0.470</td>
<td>3.00</td>
</tr>
<tr>
<td>$\eta_2$ (bohr$^{-1}$)</td>
<td>4.878</td>
<td>1.674</td>
</tr>
<tr>
<td>$\lambda$ (bohr$^{-1}$)</td>
<td>7.906</td>
<td>2.182</td>
</tr>
<tr>
<td>$\kappa$ (bohr$^{-1}$)</td>
<td>4.541</td>
<td>2.873</td>
</tr>
<tr>
<td>$V_0$ (bohr$^{-1}$)</td>
<td>0.298</td>
<td>2.321</td>
</tr>
<tr>
<td>$n_0$ (bohr$^{-3}$)</td>
<td>0.027 [1]</td>
<td>0.00703</td>
</tr>
<tr>
<td>$E_0$ (eV)</td>
<td>$-2.371$ [1]</td>
<td>$-3.8$</td>
</tr>
</tbody>
</table>

Fig. 3. DFT energies (solid black circles) and EMT fit (solid blue line). Each plot is along a line normal to the (111) surface at a position indicated by Fig. 1b.

The biggest deficiency of the PES visible in Fig. 2 is the description of the energies in sub-surface regions where the H-atom is furthest from the nearest Au atom. This is apparent in the subsurface sites along the top, tso (top site one-third-to-bridge-site), fho (fcc hollow, one-third-on-(top-fcc-hcp)-angle-bisector), and fcc positions (cf. Fig. 1, sites 1, 2, 9 and 10, respectively). The largest deviation between the EMT fit and the DFT points is 0.736 eV in the large subsurface hollow below the top surface site. Note that the subsurface sites along the hcp position are more accurately reproduced. This may reflect inaccuracies in the EMT description of the electron density at long distances from each Au atom. This issue deserves further analysis in future work.
3.2 Evaluation of the model of H-atom-to-lattice coupling

To examine how well the new PES describes Au lattice relaxation in the presence of an H-atom, we first compared relaxed geometries (i.e. energetic extrema) found by DFT to those from the new PES. We made such comparisons for 20 H-atom positions corresponding to local extrema of PES above as well as below the surface. The lattice relaxation energy obtained from DFT varies between $-0.02$ and $-0.26$ eV.

Lattice relaxation energies from the EMT-based PES are similar in magnitude to those obtained from DFT; the largest relaxation energy being less than $0.8$ eV. It is not clear that lattice relaxation in the presence of an H atom is described by the present PES with high accuracy in the regions of configuration space close to the overall energetic minima. On the other hand, for application of MD presented in this paper – scattering of high incidence energy H-atom with low surface temperature Au solid – full lattice relaxation to energetic minima is unimportant, since the H atom moves much more rapidly than the Au atoms and the thermal deviations from the fcc lattice structure are minimal. We thus assert that the results of our MD calculations under the conditions used in this paper are accurate enough to learn about the adiabatic scattering dynamics. This, of course, means that the present results, which are semi-empirical, should be tested in the future against full first principles methods.

In order to characterize how well our EMT-based PES reproduces H-atom interactions with the solid for non-fcc lattice structures relevant to these applications, we used geometries from thirteen AIMD trajectories ($2 \times 2 \times 4$ supercell size) to calculate EMT-based energies and compared these with the AIMD energies for every time step of the trajectories. A representative comparison of AIMD and EMT energies along one AIMD trajectory is shown in Fig. 4. One notices that at $t = 0$, there is a $\sim 0.1$ eV energy difference between the DFT energies coming from AIMD calculations and the energies of the EMT-based PES as implemented in ASE. This is solely due to differences in how the two methods describe lattice distortion away from the fcc structure, since the H atom is still so far from the solid at $t = 0$. It is important to understand that this error is approximately constant during all of our AIMD trajectories, since the time scale of Au atom motion is much longer than that of H atom motion; from the Debye temperature of Au [53], the frequency of gold atom motion can be estimated to have a period of about 260 fs. Hence we are justified in offsetting the EMT energies with respect to the AIMD energies by the $t = 0$ energy difference. When we do this for all of the AIMD based DFT data, we obtain a histogram of the deviations, which is also shown in Fig. 4 (lower panel). These deviations account for the difference in H-atom to lattice coupling energies over the time scales of relevance to the scattering, typically less than 1000 fs. Although there are some points of comparison with large deviations, one can see that the vast majority of deviations lie between $\pm 0.1$ eV and the distribution of deviations peaks near zero. This leads us to conclude that even this preliminary PES is suitable for simulations of high energy H-atom scattering at low surface temperature. Despite the reasonableness of these arguments, we wish to emphasize that Au lattice force field implemented in this work remains approximate since it is based on a semi-empirical approach. The present calculations are no substitute for first principles calculations that we hope to see in the future.
3.3 Comparison of selected energy points with previous work

There have been only a few calculations of the H/Au interaction, the most recent of which is Ref. [2] (see Table 3). Our PES predicts that the fcc and hcp hollow sites (sites 10 and 7 respectively in Fig. 1a) represent the most favorable adsorption sites on the
Table 3. Comparison between adsorption sites and energies for EMT-PES and DFT results.

<table>
<thead>
<tr>
<th>Site Description</th>
<th>EMT-PES</th>
<th>R48PBE-DFT</th>
<th>PW91-DFT [2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>On the surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fcc/hcp</td>
<td>−1.84</td>
<td>−1.97</td>
<td>2.18</td>
</tr>
<tr>
<td>1st interlayer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0 to −2.4 Å)</td>
<td>fcc</td>
<td>−1.97</td>
<td>−1.55</td>
</tr>
<tr>
<td>TUT/Octa</td>
<td>−1.34</td>
<td>Octa</td>
<td></td>
</tr>
<tr>
<td>2nd interlayer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−2.4 to −4.8 Å)</td>
<td>Octa</td>
<td>−1.15</td>
<td>−1.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TUT</td>
<td></td>
</tr>
</tbody>
</table>

*a* Tetrahedral under top,  
*b* Octahedral.

surface and that these have nearly equal energies. These energy values deviate slightly from the ones we obtained using the R48PBE functional. The latter values compare well to the findings of Ferrin *et al.* who predict a preference for the fcc site. The binding energy of −2.18 eV found by Ferrin *et al.* is somewhat larger than the −1.97 eV found here (Table 3). This discrepancy most likely reflects differences in the DFT energies for the R48PBE functional used in this work and the PW91 function used in Ref. [2]. The PW91 functional is known to overestimate adsorption energies [54].

In the first subsurface layer, extending from 0.0 to −2.4 Å, we find that the octahedral site (Octa, *cf.* Fig. 2, site 10) of our PES is significantly more stable (−1.85 eV) than the value of −1.19 eV we obtained from SPR-DFT calculations. Ferrin *et al.* found a preference for the TUT site and a binding energy of −1.55 eV. Our DFT-calculations found an energy of −1.15 eV for the TUT site whereas the EMT-PES energy amounts to −1.34 eV here.

In the second subsurface layer, extending between −2.4 and −4.8 Å, we observe a distinct preference for the octahedral site (*cf.* Fig. 1, site 1) which also forms the overall minimum of the PES with a binding energy of −1.85 eV, which is in direct contradiction to the calculations reported by Ferrin *et al.* who find that adsorption on the surface is favorable compared to absorption into the surface and predict a preference for the TUT site. However, also our DFT data predicts a slight preference of the octahedral site compared to the TUT site, even if our EMT-based PES overestimates the depth of this minimum (Table 3). Moreover, Ferrin *et al.* [2] also mention that for most other *fcc* metals, including Cu(111), the absorption to the octahedral sites is favored over absorption to the TUT sites.

The above comparison indicates that the deviations of the fit from the R48PBE-DFT values are in the same energy region as the differences between the energy calculated from the R48PBE- and the PW91-functionals.

In a previous study, EMT was fit to DFT data for H on Copper with a root mean square error of 0.2 eV [1]. The present fit has a root mean square error of 0.18 eV is somewhat better. The present EMT based PES is clearly most accurate for surface binding sites, mainly due to the fact that the EMT fit to the DFT exhibits its largest errors for subsurface avities, where the distance to the nearest Au atom is largest. Due to this consideration and due to the fact that lattice relaxation in the presence of H-atom is only approximately described by this PES we restrict our analysis of MD calculations to...
3.4 Molecular dynamics calculations

A key advantage of the fitted EMT-based PES developed in this work is the possibility to produce hundreds of thousands of MD trajectories in a reasonable time, even on a moderate size computational cluster, thus, making feasible the detailed theoretical study of the angular and energy resolved features of the scattering. In this section we describe such calculations.

Specifically, we have simulated energy and angle resolved scattering for five incidence polar and azimuthal angles (Table 1). As we shall see below, we are able to identify several distinctly different scattering mechanisms. These include: 1) trajectories that penetrate the surface and 2) trajectories that scatter from surface sites (surface scattering). The surface scattering can also be divided into at least three categories. We see two different types of scattering from a top site, one occurring with a single bounce and one leading predominantly to two bounce events. We also discern a second single bounce scattering mechanism, which transfers energy to the solid more efficiently and is associated with impact at or near hollow sites. Finally, we can identify near-parallel to surface back-scattering events. These are the least efficient of all in transferring H-atom incidence energy to Au atom motion.

Figure 5 shows the total translational energy loss distribution (black dot-dashed curves) for five incidence conditions varying from normal incidence to 60° from normal for two incidence azimuths: namely along the 101 and 112 directions. See captions for Figs. 5 and 1 for details. These distributions all peak at about $\Delta E_{\text{loss}} \sim 150$ meV and slowly diminish in probability with larger energy loss. The blue thick solid lines in Fig. 5 show non-penetrating collisions. The difference between the black and blue lines represents trajectories that penetrate the solid. Such penetrating trajectories are nearly absent in panels d) and e) where $\theta_i = 60^\circ$ is the largest. Table 1 also shows the penetrating probability for all of the incidence conditions of this work. We do not know at present if – or to what extent – penetrating collisions re-emerge from an actual gold surface, since weak non-adiabatic effects might be important for such trajectories. One important conclusion we can immediately draw based on Fig. 5, is that penetrating collisions are predicted to be less important at larger incidence angles.

The red solid curves in Fig. 5 show the contribution of single-bounce scattering processes. Here, we define a bounce as an event where the H-atom enters the strong interaction region, and the change in the force exerted on the H-atom exceeds a certain threshold ($0.1 \, \text{amu} \cdot \text{Å} / \text{fs}^2 \approx 10.4 \, \text{eV/Å}$). An important and simple observation here is that single bounce scattering makes up a large fraction of the overall trajectories regardless of the chosen incidence angles. The single-bounce energy loss distributions are in general quite narrow, peaking between $\Delta E_{\text{loss}} = 100$ and 150 meV. It is interesting to note that this is close to the attractive Baule limit (140 meV); that is, the energy loss expected from a zero-impact parameter, binary collision between an H- and an Au-atom, with prior acceleration of the H-atom due to the 2 eV attractive binding energy.

Also shown in Fig. 5 is the contribution of multiple bounce collisions (dashed red curve) as well as double bounce trajectories (dotted green curve). We note that the im-
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Fig. 5. Total angle integrated H-atom energy loss distributions. Five incidence conditions are shown. (a) $\theta_i = 0^\circ$; (b) $\theta_i = 15^\circ$, $n_i = [10\bar{1}]$; (c) $\theta_i = 15^\circ$, $n_i = [11\bar{2}]$; (d) $\theta_i = 60^\circ$, $n_i = [10\bar{1}]$; (e) $\theta_i = 60^\circ$, $n_i = [11\bar{2}]$. Black dot-dashed – total scattered, blue thick solid – non-penetrating, red solid – single-bounce non-penetrating. Green dotted – double-bounce. Dashed – multiple bounce. Binning interval is 2.5 meV.

The importance of double bounce collisions is only weakly dependent of incidence conditions, gaining slowly in importance at higher incidence angles in comparison to single bounce collisions. Second, the fraction of multiple bounce collisions that occur with only two bounces is highest at normal incidence, where there are essentially no triples or higher. The energy loss due to double bounce trajectories is consistent with a value twice the attractive Baule limit. The importance of triples and higher slowly increases with higher incidence angles.

Close inspection of Fig. 5 reveals that for $\theta_i = 60^\circ$, the single bounce trajectories are made up of two components, one peaking at $\Delta E_{\text{loss}} \sim 75$ meV and one peaking at
\( \Delta E_{\text{loss}} \sim 130 \text{ meV} \). Figure 6 shows energy resolved angular distributions of the single bounce events for two incidence conditions with \( \theta_i = 60^\circ \). This confirms the presence of at least two types of single bounce trajectories. Outgoing single bounce trajectories with \( \Delta E_{\text{loss}} < 100 \text{ meV} \) travel nearly parallel to the surface, their scattering angular distributions peaking at \( \theta_s = 75^\circ \), and are scattered in the backward direction. For outgoing single bounce trajectories with \( 100 < \Delta E_{\text{loss}} < 200 \text{ meV} \), the situation is more complex. Here, the scattering angle peaks near \( \theta_s = 50^\circ \) and is again predominantly back scattered for [112] scattering, but for scattering incident along the [101] direction, forward scattering is also seen. In both cases a significant contribution of sideways scattering is seen still appearing in the forward hemisphere. We may also use MD to calculate angle resolved energy loss distributions. Figure 7 shows energy loss distributions found for scattering conditions: \( \theta_i = 60^\circ, n_i = [10\bar{1}], \theta_s = 75^\circ, \phi_s = 180^\circ \) (Fig. 7a)
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Fig. 7. Nearly elastic adiabatic scattering of H atoms from Au(111). (a) $\theta_i = 60^\circ$, $n_i = [10\bar{1}]$, $\theta_s = 75^\circ$, $\phi_s = 180^\circ$. (b) $\theta_i = 60^\circ$, $n_i = [11\bar{2}]$, $\theta_s = 50^\circ$, $\phi_s = 210^\circ$ (polar angle bin is 10°, azimuthal angle bin is 18°). Single bounce (black solid line) and double bounce (red solid line) scattering events are shown. The probability per 2.5 meV bin is given in the ordinate axes. The corresponding classical impact sites within the primitive cell (see Fig. 1d) for the (first) bounce are shown as insets.

and $\theta_i = 60^\circ$, $n_i = [11\bar{2}]$, $\theta_s = 50^\circ$, $\phi_s = 210^\circ$ (Fig. 7b). The former scattering conditions may be viewed as sensitive to near parallel to surface back scattering while the latter conditions favor single bounce scattering exhibiting $100 < \Delta E_{\text{loss}} < 200$ meV. In these figures, we show all contributions to the scattering flux. Figure 7a shows that the near parallel to surface single bounce back scattering (solid black line) is overlapped by a similar amount of double bounce scattering (dashed red line). The situation is similar in Fig. 7b. Despite the incomplete resolution of the single bounce vs. double bounce scattering mechanisms, it is important to note that under both of these scattering conditions, we see essentially no energy loss above 0.2 eV. For the conditions of Fig. 7a, even energy loss above 0.1 eV is hardly seen.

This approach can be generally applied to identify other scattering mechanisms. By analysis of the trajectories, we could identify single-bounce as well as double bounce collisions where the (first) impact is near the a-top site. We could also identify single bounce collisions that impact near the hollow sites. Figure 8 shows the calculated scattering angular distributions for these three classes of collisions, integrated over all final scattering energies. One can immediately see that the three types of collisions exhibit characteristic angular distributions.
The energy integrated angular distribution contours presented in Fig. 8 form the basis for establishing scattering conditions for which different scattering mechanisms might be resolved experimentally. To this end we have constructed the angle resolved energy loss distributions (Fig. 9a for single- (black solid and dot-dashed blue curves) and multi-bounce (red dashed curve) collisions for three specific scattering conditions. By careful choice of both incidence and scattering angles, we find conditions (albeit within the adiabatic approximation) where we predict selective detection of: 1) single bounce hollow (Fig. 9a), 2) single bounce a-top (Fig. 9b) and 3) double bounce events (Fig. 9c). In each case, the first impact site is shown in the insets of Fig. 9.

In Fig. 5 we show the angle integrated energy loss distributions for double bounce surface scattering (green dotted curves) and for all multi-bounce surface scattering (red dashed curves). For incidence angles close to normal, one sees essentially only double bounce events (red dashed and green dotted curves almost overlay one another), whereas, for glancing incidence angles, triples and higher contribute more strongly. In general, these types of collision transfer more energy to the Au lattice than do the single bounce collisions.

In order to demonstrate the usefulness of our approach, we have analyzed individual double bounce trajectories for the incidence conditions of Fig. 5d: \( \theta_i = 60^\circ, n_i = [10\bar{1}] \). As part of this analysis we have found the initial impact sites (Fig. 10a, the site positions are mapped into the Au(111) primitive cell) and the first and second impact sites connected by arrows (Fig. 10b) and classified them according to the inter-bounce

<table>
<thead>
<tr>
<th>normal</th>
<th>(101)</th>
<th>(112)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_i = 0 )</td>
<td>( \theta_i = 15 )</td>
<td>( \theta_i = 60 )</td>
</tr>
<tr>
<td>Single bounce a-top</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double-bounce</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single bounce hollow</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 9. H-atom impact sites (insets) and resulting translational energy loss for selected scattering angles. By choosing incidence and scattering angles one can selectively detect specific classes of scattering events. (a) \( \theta_i = 0^\circ, \theta_s = 10^\circ, \phi_s = 210^\circ \) shows selective detection of single bounce hollow events; (b) \( \theta_i = 60^\circ, n_i = [10\bar{1}], \theta_s = 75^\circ, \phi_s = 0^\circ \) shows selective detection of single bounce a-top events; (c) \( \theta_i = 60^\circ, n_i = [112], \theta_s = 35^\circ, \phi_s = 30^\circ \) shows selective detection of multi-bounce collisions. Plots demonstrate selective detection of the three kinds of non-penetrating scattering. Blue dot-dashed – single bounce hollow, black solid – single bounce a-top, and red dashed – multiple bounce. Energy loss binning interval is 2.5 meV.

distance (Fig. 10c). A histogram of the inter-bounce distances shows that 65% of the double bounce events occur with nearest neighbor surface atoms (gray and blue in the color coding of Fig. 10). 10% occur with next nearest neighbor surface gold atoms (red) due predominantly to a channeling along the [10\bar{1}] direction. A remarkably large number of double bounce trajectories (25%) are long range in nature (green), where the second bounce occurs beyond the next nearest neighbor. Some of these long range doubles exhibit distances greater than 12 Å between bounces. Energy integrated angular distributions of the first four peaks in the histogram are also shown as insets. One might have thought that the angular distributions for double bounce collisions would be nearly isotropic, but one sees clearly that this is not the case. Particularly surprising is the prediction (again within the adiabatic approximation) that long range double bounce scattering exhibits a narrow back scattered angular distribution. While beyond the scope of the present work, these results suggest that experimental conditions might be found where even this complex double bounce scattering could be mechanistically resolved.
Fig. 10. Analysis of the double-bounce trajectories for $\theta_i = 60^\circ$, $n_i = [10\bar{1}]$. (a) Wigner–Seitz cell with the first impact sites; (b) Vectors connecting the sites of the 1st and the 2nd bounce. The grouping of trajectories due to the surface symmetry is clearly observable; (c) A histogram of distances between impact sites. Inset to (c): Energy-integrated angular distributions for the (from left to right) gray, blue, red, and green double-bounce trajectories.

4. Discussion and conclusions

In this paper we have shown how to develop a full-dimensional analytic functional form for a PES that describes the H/Au interactions within the electronically adiabatic ap-
proximation. This approach follows in the intellectual tradition of Eyring and Polanyi in several respects. First, we share the Eyring–Polanyi dream to reach a chemically accurate description of all the forces relevant to elementary chemical events – in this case the motion of an H-atom in the presence of a solid metal lattice – and to carry out dynamical calculations, which allow us to visualize the atomic scale motion. This vision (originated by Eyring and Polanyi) represents a theoretical equivalent of an atomic scale microscope able to record movies on the fs time scale. To achieve this, we employ a mixture of first principles methods (DFT) and semi-empirical models to reach a useful outcome, also an approach taught by the Eyring–Polanyi work. We restrict application of this approximate PES to conditions where its weaknesses are less apparent, namely high $E_i$ and low $T_S$. We thus obtain results that can inform our understanding.

Even though the quality of the results of this paper is satisfactory to the purposes we set forth, they can be improved systematically in a number of ways. Future work to improve the fit to the DFT data is foreseen and underway. Future improvement will involve inclusion of AIMD trajectory based DFT data in the fit and may implement alternative fitting methods, for example, neural networks [55–57] and modified Shepard interpolation [58]. Ultimately, comparisons to experimental scattering data may help refine the PES. Despite the preliminary nature of our efforts to develop a chemically accurate full dimensional PES for the H/M interaction, the results presented for high energy low surface temperature scattering are believed to give valuable insights into the scattering of H from Au(111).

AIMD calculations, which of course require no fitting and are valid for distorted lattice structures, can serve as a quality check of this assertion. Figure 11 shows a comparison of non-penetrating contribution into the angle-integrated energy loss spectra of H-atom scattering from Au. The AIMD and classical MD simulations were performed as described in Sect. 2.3 with $E_i = 5$ eV and setting surface temperature to 120 K. The incidence angles are $\theta_i = 60^\circ$ and $n_i = [10\bar{1}]$, where there is only little penetrating collisions (see Fig. 5 in case of lower $T_S = 10$ K). The agreement between the two methods is excellent; nevertheless the fact that the two methods arrive at slightly different energy losses is of interest and not surprising. Simulation times were limited to 120 fs for AIMD, since AIMD calculations are computationally intensive and artifacts related to the size of the simulation cell can appear on time scales longer than this. We therefore show in Fig. 11 the part of the non-penetrating trajectories terminated at 120 fs (blue dashed curve) for comparison. It is noteworthy that at least for the non-penetrating trajectories represented in Fig. 11, the energy loss spectrum is almost fully defined on this time scale. Of course under these incidence conditions, the role of penetrating collisions, which might require more time to re-emerge, is not large (see Table 1 and Fig. 5).

The differences between the force fields implemented by the two approaches are most likely responsible for the observed differences in the energy loss spectra. This reflects improvements that are still needed to the fitting procedure and to the treatment of lattice distortion. Nevertheless, the overall excellent agreement between two quite different methods gives us confidence that we have a semi-quantitative view of the scattering of H atom from Au(111) within the adiabatic approximation at least for the incidence conditions considered in this paper.

In summary, we have constructed a full dimensional PES for H atom interacting with Au(111). The PES is implemented for scattering calculations using classical MD.
Fig. 11. Non-penetrating contribution into angle integrated energy loss probability (per binning interval of 2.5 meV). Ab initio Molecular Dynamics (red with statistical error bars). Classical molecular dynamics on the full-dimensional potential energy surface with simulations times of 10 ps (black). The classical molecular dynamics results are also shown for the case when all trajectories are terminated after 120 fs (blue). Incidence conditions are: $E_i = 5$ eV and $T_s = 120$ K, $\theta_i = 60^\circ$ and $n_i = [10\bar{1}]$.

The single bounce trajectories can be identified and are an important contribution to the overall scattering at all incidence conditions. They exhibit an energy loss spectrum that can be understood from the attractive Baule limit. By controlling incidence angles and detecting energy and angle resolved scattering, it appears possible to resolve three kinds of collisions: single bounce atop, single bounce hollow and multiple (predominantly double) bounce non-penetrating collisions. We see penetrating collisions, and note that these are reduced in importance at more glancing scattering angles. Back scattered single bounce trajectories travelling nearly parallel to the surface, $\theta_s = 75^\circ$, transfer less than 2% of the H-atom incidence energy to Au atom motion. Double (and higher) bounce collisions are important at all incidence conditions examined in his work. The energy loss due to double bounce trajectories is consistent with a value twice the attractive Baule limit. We analyzed multiple bounce trajectories and find they are highly orderly. The fraction of multiple bounce collisions that occur with only two bounces is highest at normal incidence, where there are essentially no triples or higher. The majority of double bounce trajectories are H-atom collisions with two neighboring surface gold atoms; however, a remarkably large number of double bounce trajectories (25%) are long range in nature, where the second collision is farther away than the next nearest neighbor. Even these collisional events possess characteristic angle and energy scattering distributions that suggests they might be experimentally identified.

Finally, we emphasize that the results of these MD calculations carried out on a full dimensional semi-empirical PES should be viewed with some caution and require more
rigorous validation than is presently possible. More detailed comparisons to AIMD results and improvements in the fitting procedure and extension of the DFT-based structural and energetic input will, we believe, eventually lead to a highly accurate full dimensional PES in the form of an analytical function. This will allow highly informative calculations with meaningful comparisons to experiments to be carried out.
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