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Abstract

The robustness function of an optimization problem measures the maximum change in the value of its optimal solution that can be produced by changes of a given total magnitude on the values of the elements in its input. The problem of computing the robustness function of matroid optimization problems is studied under two cost models: the discrete model, which allows the removal of elements from the input, and the continuous model, which permits finite changes on the values of the elements in the input.

For the discrete model, an $O(\log k)$-approximation algorithm is presented for computing the robustness function of minimum spanning trees, where $k$ is the number of edges to be removed. The algorithm uses as key subroutine a 2-approximation algorithm for the problem of dividing a graph into the maximum number of components by removing $k$ edges from it.

For the continuous model, a number of results are presented. First, a general algorithm is given for computing the robustness function of any matroid. The algorithm runs in strongly polynomial time on matroids with a strongly polynomial time independence test. Faster algorithms are also presented for some particular classes of matroids: (1) an $O(n^3 m^2 \log(n^2/m))$-time algorithm for graphic matroids, where $m$ is the number of elements in the matroid and $n$ is its rank, (2) an $O(m(m+n^2)|E|\log(m^2/|E|+2))$-time algorithm for transversal matroids, where $|E|$ is a parameter of the matroid, (3) an $O(m^2 n^2)$-time algorithm for scheduling matroids, and (4) an $O(n \log m)$-time algorithm for partition matroids. For this last class of matroids an optimal algorithm is also presented for evaluating the robustness function at a single point.

1 INTRODUCTION

The robustness function of a (minimization) optimization problem measures the maximum increase in the value of the optimal solution that can be produced by changes of a given total “magnitude” on the values of the elements in its input. The robustness function of a maximization problem can be defined in a similar way. In this paper we are interested in computing the robustness functions of combinatorial optimization problems. Combinatorial optimization is an
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exciting branch of mathematics, whose importance derives from its large number of applications and from the elegant algorithmic techniques that have been developed to solve combinatorial optimization problems [21, 55, 83, 99]. A combinatorial optimization problem requires finding the maximum or minimum of a certain function, called the objective function. The input of the problem consists of a finite set of discrete "elements" each one having some associated value.

Consider a combinatorial optimization problem defined on a dynamic environment. The dynamic nature of the input might cause frequent changes on the value of the solution of the problem. Recomputing the solution could be expensive, and thus, one might desire to do it infrequently. The robustness function for the problem can help decide when the updates need to be performed. One might decide to compute the solution for the problem, and recompute it only after the robustness function indicates that the changes in the input have had a large effect on the value of the actual solution for the problem.

Similar sensitivity issues arise in the solution of a problem for which the exact values of the input data are not known, and hence estimates must be used. A measure of the quality of the solution computed with the estimates is given by determining how sensitive the solution is to changes in the values of the estimates.

Sensitivity analysis provides only a partial answer to the above questions. The sensitivity analysis of an optimization problem determines for each element of an optimal solution, the magnitude of the largest perturbation in the value of the element that would not affect the optimality of the solution [36, 88, 106, 111]. If simultaneous changes in the values of all the elements in the input are considered, like required in the above two situations, then sensitivity analysis does not suffice [36, 38, 42, 61, 100]. Our concept of robustness function of an optimization problem generalizes the notion of sensitivity analysis by considering changes in the values of all the elements in the input of the problem.

### 1.1 Matroid Optimization Problems

In this paper we focus on our study of robustness functions on the large class of matroid optimization problems. Matroids have an elegant and strikingly simple structure that captures the essence of many problems that can be solved using greedy algorithms [9, 83, 95, 98, 115]. Several fundamental problems in graph theory [1, 22, 54, 83, 90], scheduling [43, 83], mathematical programming [85, 98, 115], electrical networks [85, 103], mechanics [44, 85, 103], and operations research [8, 69, 85] have an inherent matroid structure, and can thus be solved using tools from matroid theory.

A matroid $M = (E, \mathcal{I})$ consists of a finite set of elements $E$ and a family $\mathcal{I}$ of independent subsets of $E$ satisfying well known axioms (see e.g. [115]). A fundamental property of a matroid is that all maximal independent sets, called bases, have the same cardinality, called the rank of the matroid. A base of a matroid (or a minimum or maximum weight base, if the elements have associated weights) can be found using a greedy algorithm (see e.g. [115]).

There is an important practical consequence for a problem to have a matroid structure: results from matroid theory can be used to discover structural properties of the set of possible
solutions of a problem that might be difficult to show otherwise. Many combinatorial optimization problems have been solved only after their connection with matroid theory was established [25, 103, 86], and efficient solutions to some other problems heavily rely on their inherent matroid structure [43, 46, 47, 85].

Some fundamental problems of diverse areas of research are matroid optimization problems that can be solved using the greedy algorithm. In graph theory two such problems are finding a minimum spanning tree and finding a maximum cardinality matching. In scheduling, a problem in this class is to find a largest set of unit-time jobs, with integer release times and deadlines, that can be scheduled for execution in a single processor. In mathematical programming, the problem of finding a pivot rule for the simplex method that avoids cycling. In mechanics, the problem of deciding if a structure formed by rods and joins is rigid. In electrical networks, the problem of selecting the smallest set of electrical equations that uniquely determine the values of the electrical currents in all branches of a circuit.

Other important prototypical matroid optimization problems are the assignment problem, the maximum weight matching problem, the problem of finding a minimum weight branching in a directed graph, finding a spanning tree with degree constraint on some vertices, and the problem of finding the maximum number of edge disjoint spanning trees in a graph. A fundamental problem in graph theory whose fastest known solution uses tools from matroid theory is the problem of computing the edge connectivity of a graph [47].

In the rest of this section we describe some specific matroids for which we have designed algorithms for computing their robustness functions. Throughout, we will let \( m \) be the number of elements in the ground set of a matroid and \( n \) be its rank. When describing graph algorithms, we denote by \( m \) the number of edges in the graph and by \( n \) the number of vertices. This use of \( m \) is consistent since in a graphic matroid the ground set is formed by all the edges in the graph. However, our use of \( n \) is inconsistent because the rank of a graphic matroid is one less than the number of vertices. The context will make it clear when \( n \) refers to the rank of a matroid or to the number of vertices in a graph.

1.1.1 Graphic Matroids

Given an undirected graph \( G = (V, E) \), a graphic matroid \( M = (E, \mathcal{I}) \) has ground set equal to the set of edges in \( G \), and its independent sets are the subsets of edges that do not form cycles. If the elements in \( E \) have non-negative weights, then a minimum weight base of \( M \) is a minimum spanning tree (forest) of \( G \).

Finding a minimum spanning tree is a fundamental problem in graph theory. This seminal problem has a long and rich history that goes back to the beginning of the century [11]. Graham and Hell have written an excellent survey paper on the history of the problem up to 1985 [54]. In the last 20 years many algorithms have been designed to compute efficiently a minimum spanning tree. The fastest sequential algorithm for the problem is due to Gabow et al. [45] and it runs in \( O(m \log \beta(m, n)) \) time, where \( \beta(m, n) = \min \{ i \mid \log^i n \leq m/n \} \). Karger et al. [72] have designed a randomized linear time algorithm for finding a minimum spanning tree.
Fredman and Willard [40] also discovered a linear time algorithm for the problem, but they consider a model of computation that allows bit manipulations on the binary representation of edge weights.

Minimum spanning trees find applications in areas as diverse as network design [1], numerical methods [12], image processing [54], data bases [54], biology [76], and archaeology [59]. The importance of minimum spanning trees comes not only from its wealth of applications, but from their structure, typical of matroid optimization problems [83]. Graphic matroids are among the first matroids that were ever studied [116, 113], and much of the early development in matroid theory came from the study of graphic matroids. As we mentioned above a fundamental property of matroids is that a minimum weight base can be found using a greedy strategy. This property was first discovered for minimum spanning trees [11, 81], and then extended by Rado to arbitrary matroids [102].

Many of the algorithmic techniques initially created to solve the minimum spanning tree problem have found applications in other problems as well. The desire for finding faster ways for computing minimum spanning trees has also led to the development of sophisticated data structures, some of which have been used to speed up the solutions to many other combinatorial optimization problems.

1.1.2 Transversal Matroids

A transversal matroid can be defined in terms of matchings in bipartite graphs. A bipartite graph \( G = (D \cup D', A) \) has its vertices divided in two disjoint sets \( D \) and \( D' \), and every edge \( e \in A \) has one endpoint in \( D \) and the other in \( D' \). A matching of \( G \) is a set of edges \( T \) such that no two edges in \( T \) share a common endpoint. Given a set of vertices \( S \subseteq D \) and a matching \( T \), we say that the set \( S \) is covered by matching \( T \) if \( T \) has one edge incident to every vertex in \( S \).

Given a bipartite graph \( G = (D \cup D', A) \), a transversal matroid \( M = (D, \mathcal{T}) \) is defined as having ground set equal to the set of vertices on one side of \( G \). A subset \( S \) of \( E \) is independent in \( M \) if and only if it can be covered by a matching. A matching of maximum cardinality in \( G \) defines a base of \( M \).

Finding a maximum cardinality matching in a graph is a classical problem in graph theory [112]. There is an interesting relationship between maximum cardinality matchings in bipartite graphs and maximum flows, that was first noticed by Ford and Fulkerson [33]. They showed that an integer maximum flow of a bipartite graph with unit capacity edges defines a maximum cardinality matching. This observation led to the first algorithm for finding maximum matchings in bipartite graphs. The algorithm was later improved by Hopcroft and Karp who gave an \( O(\sqrt{nm}) \) time algorithm [62] for the problem.

If the edges of the bipartite graph have non-negative weights, the minimum weight matching problem consists in finding a maximum cardinality matching in which the sum of the weights of the edges is minimum. This problem is equivalent to the assignment problem and it has applications in resource allocation problems.

Matchings in bipartite graphs are related to the so called systems of distinct representatives,
an important topic in combinatorial analysis. Typical of the viewpoint of combinatorial analysis is a classic theorem of P. Hall which states necessary and sufficient conditions for the existence of a system of distinct representatives, or equivalently of a matching of maximum cardinality in a bipartite graph. Given a bipartite graph \( G = (D \cup D', A) \), and a set \( S \subseteq D \), let \( \mathcal{N}(S) = \{ v \in D' \mid v \text{ is adjacent to some vertex in } S \} \) be the set of neighbors of vertices in \( S \). Hall’s Theorem states that \( G \) has a matching covering the vertices of \( S \) if and only if \( |\mathcal{N}(S')| \geq |S'| \) for all \( S' \subseteq S \). We use this result in our algorithm for computing the robustness function of a transversal matroid.

### 1.1.3 Scheduling Matroids

Consider the following scheduling problem. Let \( J = \{j_1, j_2, \ldots, j_m\} \) be a set of jobs. Each job \( j_i \) requires one unit of processing time and it cannot be preempted, i.e., the execution of the job cannot be interrupted. Job \( j_i \) has integer release time \( r_i \) and deadline \( d_i \), with \( d_i > r_i \). The problem is to select the largest set of jobs that can be executed on a single processor so that no job is started before its release time and all jobs are completed by their deadlines.

A convex bipartite graph \( G = (D \cup D', A) \) is a bipartite graph for which there is an indexing for the vertices in \( D' \) such that every vertex \( v \in D \) is adjacent to consecutively indexed vertices from \( D' \). Interestingly, the above scheduling problem can be reduce to a matching problem on a convex bipartite graph \( G_J = (J \cup J', A) \). We think of the \( i \)th vertex of \( J \) as job \( j_i \), and the \( i \)th vertex of \( J' \) as the unit time interval from \( i - 1 \) to \( i \). For each job \( j_i \), graph \( G_J \) has an edge from \( j_i \) to every unit time interval between \( r_i \) and \( d_i \). It can be proved that a maximum cardinality matching in \( G_J \) corresponds to a valid scheduling of a largest subset of jobs from the set of jobs \( J \) [43].

A scheduling matroid \( M = (J, I) \) has a set of jobs \( J \) as its ground set, and a subset of jobs is independent in \( M \) if and only if there is a valid non-preemptive scheduling for them on a single processor. By the previous discussion on convex bipartite graphs, it is clear that a scheduling matroid is a special kind of transversal matroid.

The above scheduling problem is perhaps the most fundamental problem in scheduling theory [18, 41, 94]. It can be solved with Jackson’s earliest deadline first rule [71]. This rule schedules at each unit time interval one job that has not been scheduled yet, has release time at least equal to the current time, and has smallest deadline. The fastest known algorithm to solve the problem is due to Frederickson [34] who showed how to solve it in \( O(m) \) time and using \( O(L+m) \) space, where \( L \) is the size of the largest deadline.

This problem is a special case of the problem in which arbitrary values are allowed for the release times and deadlines. This more complex problem can be solved in \( O(m \log n) \) time [50]. Another generalization of the problem considers different processing times for the jobs, instead of unit times. This version of the problem is NP-hard [49]. Many other scheduling problems can be defined by allowing the jobs to be preempted, i.e., the processing of a job can be interrupted later, or by having more than one processor for performing the jobs. Still more modalities arise when the processors have different speeds, or when some of the jobs can be
executed only by certain processors. Furthermore, the solution of a scheduling problem does not necessarily need to find a maximum set of jobs that can be scheduled for execution, but it might be desired to schedule jobs so as to minimize the maximum completion time of a job, or to minimize some penalty function that is activated when a job fails to be completed by its deadline [18, 73, 94].

1.1.4 Partition Matroids

A partition matroid $M = (E, I)$ is defined over a finite set of elements $E$ partitioned into $\ell$ disjoint blocks $E_1, E_2, \ldots, E_\ell$. Given a set of $\ell$ integer values $\{n_1, n_2, \ldots, n_\ell\}$, where $n_i \leq |E_i|$ for all $i = 1, \ldots, \ell$, a set $S \subseteq E$ is independent in $M$ if only if $|S \cap E_i| \leq n_i$ for all $i = 1, \ldots, \ell$. A uniform matroid is a partition matroid in which $\ell = 1$.

Despite their simplicity, partition matroids have interesting applications in graph theory [43] and resource allocation problems [83]. As an example of the use of the robustness function of a partition matroid consider the following situation. Suppose that you are considering investing your lifelong savings in the stock market. Your broker gives you the names of some very promising companies and, in order to minimize risk, he advises you to buy equal amounts of stock in a certain number of them. To help you make the best choice, the broker based on a financial analysis of the companies gives you the following information for each company: (a) an estimate of the profit that you would make if you buy stock in the company, hold the stock for one year, and sell it at the end of the year; and (b) a “coefficient of faith” which reflects how confident the broker feels about his prediction. The smaller the coefficient of faith is, the less confident the broker feels about his estimate, and the larger the variation on the real profit can be.

With this information you build the following model. An adversary is allowed to use a finite amount of resources to decrease the estimated profits of the companies. The cost of each unit decrease in the profit of a company is proportional to the value of the coefficient of faith for that company. The resources given to the adversary reflect your degree of incredulity with respect to the clairvoyant abilities of the broker.

Plotting the total profit that you hope to get versus the amount of resources given to the adversary, yields the robustness function of a partition matroid. The robustness function provides information that might help you decide whether it is worth risking your money in the stock market.

The importance of partition matroids is probably best appreciated when considering the large number of applications of matroid intersection algorithms. Some problems that can be modeled with the intersection of two matroids, one of which is a partition matroid are: the assignment problem, the problem of finding, in a graph with red and green edges, a spanning tree of minimum weight and having at most $k$ red edges, and the problem of finding a branching of minimum weight, where a branching of a digraph is a set of edges forming a spanning tree in the underlying undirected graph.
1.2 Continuous and Discrete Models

In this paper we study robustness functions for minimization matroid optimization problems only. It is easy to see how to extend our concepts and algorithms for maximization optimization problems.

Let $M = (E, I)$ be a matroid in which every element $e \in E$ has an associated weight $w(e)$. We study robustness functions of matroid optimization problems under two different models. The first model, that we call the continuous model, assigns to each element $e \in E$ a non-negative coefficient $c(e)$ that indicates the cost of each unit-increase in the weight of the element. If the weight of element $e$ is increased by some amount $\delta$, then the total cost of the increase is $c(e) \cdot \delta$. The robustness function in this model, that we call the continuous robustness function, measures the maximum increase in the weight of the minimum weight bases of $M$ caused by changes of a given total cost on the weights of its elements.

Consider, for example, a communications network in which information is broadcast through a minimum spanning tree. Traffic congestion might increase the time needed to send a message between the two endpoints of a link. This, in turn, might affect the weight of a minimum spanning tree of the network, and hence the quality of the broadcasting algorithm. The continuous robustness function can be used to quantify this decrease in performance.

The second model that we consider is called the discrete model. It assigns to each element $e \in E$ a cost $c(e)$ for removing the element from the input. In this case the robustness function, called the discrete robustness function, gives the maximum increase in the weight of the minimum weight bases of $M$ that can be obtained by removing elements of a given total cost from $E$. Consider the same communications network as above. Link failures might affect the performance of the broadcasting algorithm, and the discrete robustness function can be used to model this situation.

The problem of computing the robustness function of a matroid optimization problem in the continuous model is called the continuous robustness problem, and the problem of computing the robustness function in the discrete model is the discrete robustness problem.

1.3 Overview of Results

1.3.1 Discrete Robustness Problems

Let $G = (V, E)$ be an undirected graph with non-negative weights on the edges. Given an integer $k > 0$, the discrete robustness problem for minimum spanning trees is to select a set of $k$ edges that when removed from $G$ maximizes the weight of any minimum spanning tree in the resulting graph.

We prove that the discrete robustness problem for minimum spanning trees is NP-hard even if the weights of the edges are 0 or 1. This fact strongly suggests that there is no algorithm that can solve exactly the problem in polynomial time [49, 74]. One natural approach to deal with NP-hard problems is to compromise on the quality of the solution for the sake of efficiently computing a sub-optimal solution. Algorithms that compute sub-optimal solutions which can be
proved to be of value within some multiplicative factor of the value of the optimal solution are called approximation algorithms. Such multiplicative factor is called the performance guarantee, or performance ratio of the algorithm.

More formally, the performance ratio of an approximation algorithm for a minimization problem is the maximum value, over all instances of the input, of the ratio of the value of the solution computed by the algorithm to the value of the optimum solution for the instance. The performance ratio of an approximation algorithm for a maximization problem is defined as the reciprocal of this ratio. If an algorithm has a performance ratio of \( \alpha \), it sometimes will be referred to as an \( \alpha \)-approximation algorithm.

We present the first approximation algorithm for the discrete robustness problem for minimum spanning trees when the edges have arbitrary non-negative weights. The algorithm runs in \( O(k \log n(m + kn \log n)) \) time and finds a solution whose value is \( \Omega(1/\log k) \) times the optimal.

If the weights of the edges can only be 0 or 1, the problem is equivalent to the maximum components problem. This latter problem consists in selecting a set of \( k \) edges, for some given \( k > 0 \), that when removed from an undirected graph divides it into the maximum possible number of connected components. We give a simple 2-approximation algorithm for this problem, that runs in \( O(km + k^2 n \log n) \) time.

The maximum components problem is in some sense the dual of the minimum \( k \)-cut problem, defined as follows [53]. Given an undirected graph \( G \), and an integer \( k > 0 \) the problem is to select the smallest subset of edges whose removal from \( G \) divides it into \( k \) components. We show that the maximum components problem is NP-hard by a simple reduction from the minimum \( k \)-cut problem. Despite the seemingly equivalence between these two problems, an approximation algorithm for one does not translate into an approximation algorithm with a similar performance ratio for the other.

We have also studied the more general version of the discrete robustness problem for minimum spanning trees in which the edges have a non-negative destruction cost. Given a positive budget \( b > 0 \) the problem is to find a set of edges of total destruction cost at most \( b \) whose removal from the graph maximizes the weight of any minimum spanning tree in the resulting graph. We have designed an \( O(\log n) \)-approximation algorithm for this problem by extending our algorithms for the restricted version of the problem in which the edges have unit destruction cost.

The discrete robustness problem for partition matroids can be formulated as a discrete version of the optimal distribution of effort problem [31, 75]. If the elements of the matroid have arbitrary destruction costs, then the problem is NP-hard even for uniform matroids. To see this, note that any instance \((E, p, v, b)\) of the knapsack problem (the instance consists of a set \( E \), weight and value functions \( w \) and \( v \), and bound \( b \) on the total value of the solution) corresponds to an instance of the discrete robustness problem for a uniform matroid \( M_V = (E_V, I_V) \). Set \( E_V \) has \( n + k \) elements, \( k \) of them have very large weight \( L \) and cost \( L \). Each one of the other elements \( e \) corresponds to an element \( e' \) of the knapsack problem; the cost of \( e \) is \( c(e) = v(e') \) and its weight is \( w(e) = L - p(e') \).
If the elements have unit destruction cost, a simple dynamic programming algorithm solves the problem in $O(mk)$ time, where $k$ is the number of elements to be removed from the matroid.

1.3.2 Continuous Robustness Problems

Given a matroid $M = (E, I)$, we show that its robustness function $F_M$ is piecewise linear and non-decreasing. Moreover, we prove that $F_M$ has at most $mn$ breakpoints. We present a general algorithm for computing all the breakpoints in the robustness function of an arbitrary matroid. The algorithm incrementally modifies the weights of the elements in the ground set in such a way that it actually "marches" along the curve $F_M$.

The algorithm runs in strongly polynomial time for any matroid with a strongly polynomial time independence test, i.e., a matroid for which it can be decided whether a set is independent in strongly polynomial time. The algorithm requires time $O(m^5n^2 + m^4n^4\tau)$, where $\tau$ is the time needed by an oracle to test independence for a set of at most $n$ elements.

There are two key ideas in this algorithm. The first is a reduction from the problem of computing the robustness function of a weighted matroid to that of computing the robustness function of some family $\mathcal{F}$ of minors of the matroid (for the definition of minor of a matroid see Chapter 3. This family $\mathcal{F}$ has the nice property that each minor in it is formed by elements of the same weight. The second key idea is a transformation from the latter problem to the membership problem on a matroid polyhedron (see Chapter 3), for which there are several known algorithms that solve it in strongly polynomial time [23, 96].

We also consider particular classes of matroids that have interesting applications in graph theory, scheduling, and operations research. Specifically we have studied the problem of computing the continuous robustness function for graphic, transversal, scheduling, and partition matroids. All of this algorithms have the same general structure as our general robustness algorithm. However, we take advantage of the special structure of these kinds of matroids to design very efficient algorithms for the key subroutines.

For the case of graphic matroids, we present an algorithm that computes the set of breakpoints of the robustness function in $O(n^3m^2\log(n^2/m))$ time. The core of the algorithm is a procedure for selecting a subset $S$ of edges that maximizes the ratio of the increase in the weight of the minimum spanning trees of $G$ to the cost of modifying the weights of the edges in $S$. This selection can be made efficiently by a careful combination of edge contractions and graph strength [16, 46] computations.

Since computing the robustness function of a minimum spanning tree might require increasing the weights of an exponential number of minimum spanning trees, it is somewhat surprising that this version of the problem is not NP-hard as its discrete counterpart.

For transversal matroids, we give an algorithm that computes the robustness function in $O(mn(m + n^2)|E|\log(m^2/|E| + 2))$ time, where $E$ is the set of edges in the bipartite graph that defines the transversal matroid. We prove an extension of Hall's Theorem for the class of minors that constitute the family $\mathcal{F}$. This extended theorem allows us to solve the membership problem for the matroid polyhedron associated with each submatroid in $\mathcal{F}$ by performing a
single minimum-cut computation over a bipartite graph.

Our algorithm for scheduling matroids finds all the breakpoints of the robustness function in $O(m^2n^2)$ time. Each breakpoint is computed by solving a series of scheduling-with-preemption subproblems in which some subset of elements of the matroid must be scheduled to completion. We present a formulation for these scheduling subproblems that corresponds to a generalization of the off-line min problem defined in [1]. This reformulation allows us to solve optimally each scheduling subproblem.

For partition matroids, we have designed an algorithm that computes all the breakpoints of the robustness function in $O(m \log m)$ time. As the algorithm computes the breakpoints, it identifies increasingly larger clusters of elements that must undergo the same weight increases in the computation of the remaining breakpoints. These clusters have a certain "convexity" property that we exploit to compute each breakpoint in $O(\log m)$ time. The increasing size of the clusters allows us to prove that the robustness function of a partition matroid has only $O(m)$ breakpoints.

If we do not want to compute all the breakpoints of the robustness function of a matroid $M$, but wish only to evaluate it at a certain given point then it might be possible to design faster algorithms. Stated in a different way, suppose that for a given fixed value $b$ we only want to know the maximum increase that can be expected in the weight of the minimum weight bases of a matroid when changes of a total fixed cost $b$ are allowed. The above algorithms compute one by one the breakpoints of the robustness function, and so if $b$ is large they might require a long time to give the desired answer. In this paper we have also studied the problem of designing faster algorithms that evaluate the robustness function at only a required point.

For the case of a partition matroid $M$, the problem of evaluating $F_M$ at a fixed point $b$ can be formulated as an optimal distribution of effort problem (see e.g. [75]). Under this formulation, the problem is to split the budget $b$ among the blocks $E_i$ so that when the partial budget $b_i$ assigned to block $E_i$ is optimally used, the weight of a minimum weight base of $M$ is maximized. Methods of solution for the optimal distribution of effort problem [31, 75] assume that it is possible to compute efficiently the optimal way of spending each partial budget $b_i$ increasing the weights of the elements in block $E_i$. But we do not know how to do this. Hence, instead of using those methods we present a new approach that optimally solves the problem by a sophisticated application of a linear-time selection algorithm [10], that interleaves searches on weights with searches on costs.

1.4 Related Work

1.4.1 Discrete Robustness Problems

The discrete robustness problem for minimum spanning trees has appeared in the literature under the name of "the most vital edges for a minimum spanning tree" [63, 64, 70, 89]. In [89] it is shown that when the edges of a graph have arbitrary destruction costs, the problem of computing the maximum increase in the weight of the minimum spanning trees achievable by
removing edges of a certain total destruction cost is NP-hard. In [63, 64, 70, 110] algorithms are given for finding the single edge that when removed from a graph causes the largest possible increase in the weight of the minimum spanning trees of the resulting graph.

Several related problems have also been studied. The problem of finding the $k$ most vital edges in the shortest path problem consists in selecting the $k$ edges that when removed from an undirected graph $G$ maximize the shortest distance between two distinguished vertices $s$ and $t$ [4, 91]. In [77] it is proved that this problem is NP-hard even if all edges in $G$ have the same weight. In [77, 91] exponential time branch and bound algorithms are given for solving the problem.

Given a capacitated network with destruction costs on the edges, the problem of spending a given budget destroying edges so as to minimize the maximum flow that the network can transport from a vertex $s$ to a vertex $t$, is shown to be NP-hard in [100]. In [100] it is also given a fully polynomial time approximation scheme for the problem on planar networks. This algorithm uses the properties of the dual of a planar graph to cast the problem in terms of shortest paths instead of maximum flows. This formulation of the problem allows an approximate solution to be obtained with a dynamic programming approach.

### 1.4.2 Continuous Robustness Problems

The concept of continuous robustness function in combinatorial optimization can be seen as a generalization of that of sensitivity analysis [56, 106, 110], since it deals with simultaneous changes in the weights of all the elements in the input. Although the name “continuous robustness function” has not been used before, the concept has been previously studied. In [42, 52] algorithms are given for computing the continuous robustness function for the problem of finding the shortest distance between two points. These algorithms are based on a linear programming formulation for the problem which shows that it is equivalent to a minimum cost flow problem.

In [100] a fully polynomial time approximation scheme is given for the continuous robustness function for maximum flows on planar graphs. Like the algorithm for the discrete robustness function for maximum flows, this algorithm also relies on the properties of the dual of a planar graph.

Some other related problems that have been considered are the following. In [28] a constant-approximation algorithm is given for the problem of spending a fixed budget reducing the weights of the edges in a given graph to minimize the weight of its minimum spanning trees. In this problem every edge $e$ has a lower bound $\ell(e)$ below which the weight of the edge cannot be reduced. Interestingly, this minimization version of the continuous robustness problem for minimum spanning trees is NP-hard, as opposed to our version that is solvable in strongly polynomial time. The algorithm in [28] assigns to every edge $e$ in the graph a modified weight $w'(e)$ that depends on its original weight $w(e)$ and cost $c(e)$. Specifically, for a parameter $\alpha \geq 0$, $w'(e) = \min\{w(e), w(e) + (w(e) - \ell(e))(\alpha c(e) - 1)\}$. The core of the algorithm is a result showing that for some value of $\alpha$ a minimum spanning tree $T$ computed with the modified weights is such that if the weights of the edges in $T$ are reduced to their lower bounds, then the weight of
a minimum spanning tree computed with these new weights is close to the value of the optimal solution.

In [28] constant-approximation algorithms are also given for the problems of reducing edge weights so as to minimize the diameter of a graph, and for minimizing the weight of an optimal Steiner tree. The algorithms are similar to that for minimum spanning trees. In [6] a simple algorithm is given for optimally shortening the lengths of edges in a given rooted tree to minimize the sum of the distances from the root to all of the other vertices in the tree. This algorithm heavily relies on the fact that the underlying graph is a tree.

1.5 Presentation Overview

In Section 2 we prove that the maximum components problem is NP-hard and present a 2-approximation algorithm for it. This algorithm serves as the key subroutine for our $O(\log k)$-approximation algorithm for the discrete robustness problem for minimum spanning trees. The approximation algorithm runs in $O(km(m + kn \log n))$ time, but we show that by preprocessing the graph our algorithm can be made to run in only $O(k \log n(m + kn) \log n)$ time. Finally, we show that the discrete robustness problem for minimum spanning trees is NP-hard even if the weights of the edges are 0 or 1.

In Section 3 we present some definitions and results from matroid theory needed to understand our algorithms for computing the continuous robustness functions of matroid optimization problems.

In Section 4 we present our general algorithm for computing the continuous robustness function of an arbitrary matroid. We prove that the robustness function is piecewise linear and that it has at most $mn$ breakpoints. We also specialize the algorithm for the case of graphic matroids and design a faster algorithm that runs in $O(n^3 m^2 \log(n^2/m))$ time. As we show our algorithms can compute all the breakpoints of the robustness function.

In Section 5 we give the algorithm for computing the continuous robustness function for transversal matroids. We formulate the problem first in terms of matroid and polymatroid theory, and then bring it to the realm of parametric maximum flows. We also present an algorithm for computing the robustness function for scheduling matroids. For this class of matroids, the problem is formulated as a series of scheduling with-preemption subproblems. We introduce an interesting generalization of the off-line min problem defined in [1] which allows us to design an $O(m^2 n^2)$ time algorithm for computing the breakpoints in the robustness function of a scheduling matroid.

In Section 6 we give an $O(m \log m)$ time algorithm for computing the continuous robustness function for partition matroids. An algorithm is presented first for uniform matroids, and then we show how to generalize it for arbitrary partition matroids. In the second part of the section we describe an algorithm for evaluating the robustness function at only a given point in $O(m)$ time.

In Section 7 we present our conclusions and directions for future research.
2 Discrete Robustness Problem for Minimum Spanning Trees

In this section we study the effect that the removal of a given number of edges from a graph has over the weight of its minimum spanning trees. We show that the discrete robustness problem for minimum spanning trees is NP-hard and present an $O(\log k)$-approximation algorithm for it, where $k$ is the number of edges to be removed. This algorithm uses as key-subroutine a 2-approximation algorithm for the problem of removing a given number of edges from a graph so as to maximize the number of its connected components.

The discrete robustness problem for minimum spanning trees consists in selecting a set of $k$ edges, for a given value $k > 0$, that when removed from a graph $G$ maximizes the weight of its minimum spanning trees. Consider for example the graph shown in Figure 1. For $k = 2$, the maximum increase in the weight of the minimum spanning trees of this graph is achieved by removing the edges shown in bold. By doing this, the edge of weight 1 shown in bold in Figure 1 is replaced in every minimum spanning tree by an edge of weight 4. Furthermore, in some minimum spanning trees the edge in bold of weight 2 is also replaced by some other edge of weight 2. The weight of the minimum spanning trees increases from 8 to 11.

To motivate this problem, consider a packet-switching network in which periodic information has to be sent from a distinguished vertex to the rest of the network. Suppose that this network is used in a real time application, and that the broadcast information has to be delivered in a timely manner. The solution chosen is to use a virtual circuit formed with the edges of a minimum spanning tree [7, 5]. To find a minimum spanning tree, every edge of the network is assigned a weight that indicates the time needed to send a packet between its two endpoints. In the event that some of the links in the network fail, the virtual circuit has to be changed and this might affect the performance of the broadcasting algorithm. The discrete robustness problem for minimum spanning trees can be used to model this situation.

Minimum spanning trees are used to approximate minimum Steiner trees [66, 67, 117] and minimum weight Hamiltonian circuits [84, 17]. The solution to the discrete robustness problem
for minimum spanning trees can be used to approximate the maximum increase on the weight of a minimum Steiner tree or on the weight of a minimum Hamiltonian cycle that can be produced by the removal of a certain number of edges from a graph.

In this section we present an $O(\log k)$-approximation for the discrete robustness problem for minimum spanning trees. The algorithm is based in the following property of minimum spanning trees.

**Property 2.1** Let $G = (V, E)$ be an undirected graph, and let $w_1 < w_2 < \ldots < w_p$ be its different edge weights. Let $G_{\leq w_i} = (V, E_{\leq w_i})$ be the subgraph of $G$ formed by all edges of weight at most $w_i$, for $w_1 \leq w_i \leq w_p$. A minimum spanning tree of $G$ induces a spanning tree in every connected component of $G_{\leq w_i}$. Therefore, the maximum number of edges of weight larger than $w_i$ in any minimum spanning tree of $G$ is equal to the number of connected components in $G_{\leq w_i}$ minus one.

**Proof.** Let $T$ be a minimum spanning tree of $G$. Suppose that in some connected component of $G_{\leq w_i}$, $T$ does not induce a spanning tree but a forest $\{F_1, F_2, \ldots, F_q\}$, $q > 1$. Let $e \in E_{\leq w_i}$ be an edge that connects a vertex from $F_i$ with a vertex from $F_j$, $1 \leq i, j \leq q$. Include $e$ in $T$ to form a unique cycle, and then remove the edge of largest weight in that cycle to get a new tree $T'$. Clearly, this tree $T'$ has smaller weight than $T$, which is a contradiction. $\Box$

We use the following approach to find an approximate solution for the discrete robustness problem for minimum spanning trees. For every edge weight $w_i$, remove from $G_{\leq w_i}$ a subset $S_i$ of $k$ edges that partitions $G_{\leq w_i}$ into the maximum possible number of connected components, $n_i$. By Property 2.1, if the edges in $S_i$ are removed from $G$, then every minimum spanning tree of $G$ will have at least $n_i - 1$ edges of weight larger than $w_i$. We choose as our approximation the set $S_i$ that causes the largest increase in the weight of the minimum spanning trees of $G$.

An essential component of this algorithm is a procedure for selecting a set of $k$ edges that splits a graph into the maximum number of connected components. We study this problem in the following section.

### 2.1 The Maximum Components Problem

A $k$-cut of a graph $G = (V, E)$ is a set of edges that when removed from $G$ partitions it into $k$ connected components. The minimum $k$-cut problem [53] consists in finding a $k$-cut of minimum cardinality. This problem is similar to the maximum components problem, except that in the latter problem we want to maximize the number of components created by the removal of a given number of edges.

It is easy to see that an algorithm to solve the maximum components problem could be used to solve the minimum $k$-cut problem. Simply run the algorithm over the values $i = 1, 2, \ldots, m$ until we find the smallest value $i$ for which the number of components created by removing $i$ edges from the graph is at least $k$. Since the minimum $k$-cut problem is NP-hard [53], the above reduction implies the NP-hardness of the maximum components problem.
Algorithm *dice* \((G, k)\)

```
repeat
    Remove from \(G\) the edges in a smallest cut that divides
    one of the connected components of \(G\).
until \(k' < k\) edges have been removed and no additional cut can be made
with the remaining \(k - k'\) edges
Output the set of edges that were removed from \(G\).
```

Figure 2: Algorithm *dice*.

We modify an algorithm by Saran and Vazirani [104] to obtain a 2-approximation algorithm
for the maximum components problem. Our algorithm, described in Figure 2, uses a greedy
approach to chop up a graph into as many pieces as possible by removing \(k\) edges from it.

**Theorem 2.1** Given an undirected graph \(G\), algorithm *dice* finds a set \(S\) of at most \(k\) edges
whose removal from \(G\) partitions it into \(d > a/2\) components, where \(a\) is the maximum number
of components that can be formed by removing any set of \(k\) edges from \(G\).

Before proving the theorem, we prove the following Lemma for connected graphs. Assume
that we run algorithm *dice* on a connected graph \(G\). Let \(D = \{D_1, D_2, ..., D_{d-1}\}\) be the set of
cuts selected by *dice* indexed in the order in which they were chosen. We assume that \(a > d\),
because otherwise \(D\) would be an optimal solution and hence Theorem 2.1 would follow trivially.
For convenience, let \(D_d\) denote the \(d\)-th cut that *dice* would choose. Let \(A\) be a set of \(k\) edges that
divides \(G\) into the maximum possible number of connected components, and let \(V_1, V_2, ..., V_a\)
be such components. For all \(1 \leq i \leq a\), let \(A_i\) be the cut that separates \(V_i\) from \(V - V_i\). We
assume that the cuts \(A_i\) are indexed in non-decreasing order of size.

**Lemma 2.1** \(|D_i| \leq |A_i|\) for all \(1 \leq i \leq d\).

**Proof.** The proof is by induction on \(i\).

**Basis.** Clearly \(|D_1| \leq |A_1|\) because \(D_1\) is a minimum cut of \(G\).

**Induction step.** Assume as induction hypothesis that \(|D_i| \leq |A_i|\) for all \(1 \leq i < d\). Note
that since \(a > d\), the cuts \(A_1, A_2, ..., A_d\) divide \(G\) into at least \(d + 1\) components. This means
that \(\bigcup_{i=1}^{d} A_i \subset \bigcup_{i=1}^{d-1} D_i\) because the cuts \(D_1, D_2, ..., D_{d-1}\) divide \(G\) into only \(d\) components, say
\(V_1', V_2', ..., V_d'\). Hence, there must be some cut \(A_j, 1 \leq j \leq d\), that partitions at least one of the
components \(V_1', V_2', ..., V_d'\). Such a cut has size \(|A_j| \geq |D_d|\) because algorithm *dice* would choose
in the \(d\)-th iteration the smallest cut that splits any one of the existing components. Since the
cuts \(A_j\) are indexed in non-decreasing order of size, then \(|A_j| \leq |A_d|\) and, so, \(|D_d| \leq |A_d|\).

**Proof of Theorem 2.1.** To simplify the proof we assume first that the graph \(G\) is connected.
Then we show that the Theorem also holds for disconnected graphs.

Let \(D\) and \(A\) be as above. The cuts in \(D\) are pairwise disjoint, and hence \(\sum_{i=1}^{d-1} |D_i| = k' \leq k\).
Combining this inequality with Lemma 2.1 we get \(\sum_{i=1}^{d} |A_i| \geq \sum_{i=1}^{d} |D_i| = k' + |D_d| > k\). Every
edge \( e \in A \) appears in exactly two of the cuts \( A_i \) and, therefore, \( \sum_{i=1}^{n} |A_i| \leq 2k \). From these last two inequalities it follows that \( \sum_{i=1}^{n} |A_i| \leq 2k - \sum_{i=1}^{n} |A_i| < k < \sum_{i=1}^{n} |A_i| \). Since the cuts \( A_i \) are indexed in non-decreasing order of size, then the number of cuts in the set \( \{A_{d+1}, A_{d+2}, \ldots, A_d\} \) is smaller than the number of cuts in the set \( \{A_1, A_2, \ldots, A_d\} \). This means that \( a - d < d \) and thus that the value of \( d \) is larger than \( a/2 \).

Now we consider the case when \( G \) is disconnected. Suppose that \( G \) consists of \( j+1 \) connected components. Add \( j \) edges to connect these components in a tree-like fashion and call the resulting graph \( G' \). It is clear that if we use algorithm \( \text{dice} \) to remove \( k \) edges from \( G \) and to remove \( k + j \) edges from \( G' \), the number of components created in both cases is equal to \( d \). Similarly, the maximum number of components that can be formed by removing \( k \) edges from \( G \) and \( k + j \) edges from \( G' \) is \( a \). Since the graph \( G' \) is connected, by the above argument it follows that \( d > a/2 \). \( \square \)

**Theorem 2.2** Algorithm \( \text{dice} \) runs in \( O(km + k^2 n \log n) \) time.

**Proof.** We can implement algorithm \( \text{dice} \) so that in each iteration, except the first one, it only computes connectivity cuts for the two components that were created in the preceding iteration. Gabow’s algorithm [47] finds the edge connectivity \( \lambda \) and a connectivity cut for a given graph in \( O(m + \lambda^2 n \log(n/\lambda)) \) time. Furthermore, if \( k < \lambda \) this algorithm only needs \( O(m + k^2 n \log(n/k)) \) time to check that the graph does not have a cut of size \( k \). A simple calculation shows that algorithm \( \text{dice} \) runs in \( O(km + k^2 n \log n) \) time when implemented with Gabow’s algorithm. \( \square \)

### 2.2 The Discrete Robustness Problem

As we mentioned earlier, the approach that we follow to approximate the solution of the discrete robustness problem for minimum spanning trees consists in forcing into every minimum spanning tree of \( G \) as many edges of “large” weight as possible. By Property 2.1, an edge \( e \in E \) belongs to a minimum spanning tree of \( G \) if and only if \( e \) is the smallest weight edge in some cut of \( G \). This means that if some edge \( e' \) does not belong to any minimum spanning tree of \( G \), by deleting the edges of weight smaller than \( w(e') \) in some cut that separates the endpoints of \( e' \) we get a new graph in which \( e' \) belongs to at least one minimum spanning tree. Since all minimum spanning trees of a graph have the same number of edges of a given weight, the process just described can be used to add an edge of weight \( w(e') \) into every minimum spanning tree of \( G \).

Our approximation algorithm for the discrete robustness problem for minimum spanning trees is described in Figure 3. The algorithm outputs both, the selected set \( S_{k,d} \) and the weight of the minimum spanning trees that can be achieved by removing those edges from the graph. We note that the sequence of graphs \( G_{\leq w_i} \) is not well-behaved in the sense that we could not perform binary search on the weights \( w_i \) to find the set \( S_{k,d} \). The algorithm performs at most \( m \) iterations, and the time complexity of \( \text{dice} \) dominates each one of them, hence \( \text{slice} \_\text{n} \_\text{dice} \) runs in \( O(km^2 + k^2 mn \log n) \) time.
Algorithm slice-n-dice \((G = (V, E), k)\)

\[
\text{max}_w \text{mst}_wgt \leftarrow 0 \\
\text{for each distinct edge weight } w_i \text{ in } G \text{ do} \\
\quad S \leftarrow \text{dice} (G \leq w_i, k) \\
\quad \text{mst}_wgt \leftarrow \text{weight of a minimum spanning tree of } (V, E - S) \\
\quad \text{if } \text{mst}_wgt > \text{max}_w \text{mst}_wgt \text{ then} \\
\quad\quad \text{max}_w \text{mst}_wgt \leftarrow \text{mst}_wgt \\
\quad S_{s, d} \leftarrow S \\
\text{end if} \\
\text{end for} \\
\text{Output } S_{s, d} \text{ and } \text{max}_w \text{mst}_wgt.
\]

Figure 3: Algorithm slice-n-dice.

Figure 4 shows the solution found by the algorithm for the graph of Figure 1 when \(k = 2\). For graph \(G_{\leq 1}\), the algorithm removes the two edges shown in bold in Figure 4(a). This increases the weight of the minimum spanning trees from 8 to 10. For graph \(G_{\leq 2}\), the algorithm might choose to discard the edges shown in bold in Figure 4(b). The removal of these edges increases the weight of the minimum spanning trees to 10. Graph \(G_{\leq 4}\) has connectivity 3 and so no cut can be made by deleting two edges. Algorithm slice-n-dice might either choose the edges discarded in \(G_{\leq 1}\) or those removed from \(G_{\leq 2}\), increasing the weight of the minimum spanning trees by 2.

2.2.1 Performance Ratio of the Algorithm

To simplify the analysis of the performance ratio of slice-n-dice we assume first that all the edges in \(G\) have weights of the form \(2^i\), where \(i\) is an integer. Let \(S^*\) be a set of \(k\) edges whose removal from \(G\) causes the largest possible increase in the weight of its minimum spanning trees. Let \(T, T^*, \text{ and } T_{s, d}\) denote minimum spanning trees of \(G, (V, E - S^*), \text{ and } (V, E - S_{s, d})\) respectively. Given a subset of edges \(S \subseteq E\), we denote by \(w(S)\) the sum of the weights of its edges.

Lemma 2.2 If the edges of \(G\) have weights of the form \(2^i\), where \(i\) is an integer, then the performance ratio of slice-n-dice is \(r = w(T_{s, d})/w(T^*) \geq 1/(1 + 2 \log(k + 1))\).

Proof. Let the smallest and largest edge weights in \(G\) be \(2^s\) and \(2^u\) respectively. We can write the weight of the optimal tree \(T^*\) as

\[
w(T^*) = w(T) + \sum_{i=s+1}^{u} a_i 2^i - \sum_{i=s}^{u-1} b_i 2^i
\]

where \(a_i\) (\(b_i\)) is the number of edges of weight \(2^i\) that are added to (taken off) every minimum spanning tree of \(G\) after the removal of the edges in \(S^*\). It is easy to see that, for every \(s < i \leq u\), \(a_i\) is no larger than the maximum number of new components that can be formed in \(G_{\leq 2^{i-1}}\).
by removing \( k \) edges from it. Let \( a_t 2^t = \max \{ a_i 2^i \mid s < i \leq u \} \). From the description of slice.n_dice it follows that \( w(T_{s,d}) \geq w(T) \) and that \( w(T_{s,d}) \geq a^t 2^t / 2 \) (the factor 1/2 comes from the fact that algorithm dice gives a (1/2)-approximation to the solution of the maximum components problem). Combining these inequalities we get

\[
\frac{1}{r} = \frac{w(T^*)}{w(T_{s,d})} \leq \frac{w(T) + \sum_{i=s+1}^u a_i 2^i}{w(T_{s,d})} \\
\leq 1 + \frac{2 \sum_{i=s+1}^u a_i 2^i}{a_t 2^t}
\]

Since at most \( k \) edges are removed from \( G \), then at most \( k \) new edges can be included in any minimum spanning tree. This means that no more than \( k \) of the coefficients \( a_i \) in the above summation can be non-zero. Let such non-zero coefficients be \( a_{\pi_0}, a_{\pi_1}, \ldots, a_{\pi_t}, \ t < k \). Since \( a_{\pi_i} 2^{\pi_i} \leq a_t 2^t \) for all \( 0 \leq i \leq t \), the performance ratio \( r \) achieves its minimum possible value when \( a_{\pi_i} 2^{\pi_i} = a_t 2^t \) for all \( 0 \leq i \leq t \). Without loss of generality assume that \( \pi_0 > \pi_1 > \ldots > \pi_t \), then

\[
k \geq \sum_{i=0}^t a_{\pi_i} = a_{\pi_0} \sum_{i=0}^t 2^{\pi_0 - \pi_i} \geq a_{\pi_0} \sum_{i=0}^t 2^i \geq 2^{t+1} - 1
\]

Figure 4: Figure showing an execution of algorithm slice.n_dice.
Taking logarithms we get \( t < \log(k+1) \). Thus at most \( \log(k+1) \) of the coefficients \( a_t \) can be different from zero and therefore \( r \geq 1/(1 + 2 \log(k+1)) \).

**Lemma 2.3** The maximum weight of the minimum spanning trees of a graph \( G = (V, E) \) that can be achieved by the removal of \( k \) edges from \( G \) is no larger than \( 2 \) times the corresponding optimal value for the graph \( G' = (V, E) \) formed by rounding down the weight of every edge in \( E \) to its nearest integer power of \( 2 \).

**Proof.** For every \( e \in E \), let \( w'(e) \) be equal to the value of \( w(e) \) rounded down to its nearest integer power of \( 2 \). Let \( T^* \) and \( T' \) be minimum spanning trees having the maximum possible weight that can be achieved by removing \( k \) edges from \( G \) and \( G' \) respectively. It is easy to see that for any \( S \subseteq E \), \( w(S)/2 < w'(S) \leq w(S) \).

By the definition of \( T' \) it follows that \( w'(T^*) \leq w'(T') \) and, therefore, that \( w(T^*) < 2w'(T^*) \leq 2w'(T') \leq 2w(T') \).

Lemmas 2.2 and 2.3 allow us to state the following result.

**Theorem 2.3** The performance ratio of \textit{slice\_n\_dice} when the input graph has edges with arbitrary non-negative weights is \( r = w(T_{a})/w(T^*) \geq 1/(2 + 4 \log(k+1)) \).

The bound stated in Lemma 2.2 for the performance ratio of \textit{slice\_n\_dice} is tight to within a constant factor. To prove this, construct the following graph \( G \). Let \( \hat{k} \) be the largest power of \( 2 \) no larger than \( k \). Let \( N_i \), for \( i = 0, 1, \ldots, \hat{k}/2 \), be a clique of size \( k+2 \). Every edge of clique \( N_i \) has weight \( \varepsilon = 2^{-L} \) for some \( L \gg 1 \). For all \( 0 \leq i < \hat{k}/2 \), add an edge of weight \( \varepsilon \) between one of the vertices of \( N_i \) and one of the vertices of \( N_{i+1} \). For all \( 1 \leq j \leq \log \hat{k} \), add an edge of weight \( 2^j \) between one vertex of \( N_i \) and one of \( N_{i+1} \) for all \( 0 \leq i < \hat{k}/2 \). To increase the edge connectivity of \( G \) above \( k \), we add \( k \) edges of weight \( 2^{\log \hat{k} - [\log i] - 1} \) between \( N_i \) and \( N_{i+1} \) for each \( 1 \leq i < \hat{k}/2 \), and we also add \( k \) edges of weight \( k \) between \( N_0 \) and \( N_1 \) (see Figure 5).

The set of \( k \) edges whose removal from \( G \) maximizes the weight of its minimum spanning trees includes all the edges of weight \( \varepsilon \) and the edges of weight smaller than \( 2^{\log \hat{k} - [\log i] - 1} \) between \( N_i \) and \( N_{i+1} \), for all \( 1 \leq i < \hat{k}/2 \). If these edges are removed from \( G \), a minimum spanning tree of the resulting graph has weight \( w(T^*) = 2\hat{k}/2^2 + 2^2\hat{k}/2^3 + 2^3\hat{k}/2^4 + \ldots + 2^{\log \hat{k}-1}k/2^{\log \hat{k}} + 2^{\log \hat{k}} = \hat{k}(\log \hat{k} + 1)/2 \).

Algorithm \textit{slice\_n\_dice} chooses the edges of weight smaller than \( 2^{\log \hat{k}} \) placed between \( N_0 \) and \( N_1 \). The weight of a minimum spanning tree in the graph obtained after removing the set of edges chosen by the algorithm has weight \( w(T_{a}) = \hat{k} + (\hat{k}/2 - 1)\varepsilon \). Hence \( w(T^*)/w(T_{a}) > \log \hat{k}/2 \).

### 2.2.2 Graphs with Arbitrary Destruction Costs on the Edges

We consider now the following more general version of the problem. Assume that the edges in a graph \( G \) have arbitrary destruction costs and that we are given a positive budget \( B \) to remove edges from \( G \) so as to maximize the weight of its minimum spanning trees. We modify algorithm \textit{dice} so that in each iteration of the repeat-loop it removes from \( G \) the edges in a cut with smallest destruction cost. The repeat-loop is performed until all the budget is used
up, or no cut can be made with the remaining budget. With these changes on dice, algorithm slice.n.dice can be used to approximate the solution to this version of the problem.

**Lemma 2.4** The performance ratio of slice.n.dice is $r \geq 1/(1 + 4 \log m)$ when the edges of the input graph have arbitrary destruction costs and edges of a total given destruction cost are to be removed.

**Proof.** We can modify the proof of Theorem 2.1 to show that the performance ratio of algorithm dice is still 2 when the edges have arbitrary destruction costs. The only change that we need to make in the proof is to replace, in each inequality involving cuts, the cardinality of a cut by the sum of the destruction costs of its edges.

To find the performance ratio of slice.n.dice, assume first that the edges of $G$ have weights of the form $2^i$, where $i$ is integer. Proceeding similarly as in the proof of Lemma 2.2 we get

$$\frac{1}{r} \leq 1 + \frac{2 \sum_{i=0}^{m-n+1} a_i 2^i}{a_i 2^{i+1}}.$$ 

Up to $m - n + 1$ edges can be removed from $G$, and thus at most $m - n + 1$ of the coefficients $a_i$ in the above summation can be non-zero. This implies that $r \geq 1/(1 + 2\log(m - n + 1))$. From this and Lemma 2.3 we get the desired bound for the performance ratio of the algorithm on graphs with arbitrary destruction costs on the edges. \qed
2.3 A Faster Algorithm

In this section we show how to improve the time complexity of slice\_n\_dice by reducing the number of iterations that it has to perform to at most $\lceil \log k \rceil$. The idea is to modify the algorithm so that it does not build all the subgraphs $G_{\leq w_i}$, but only those for “large” weights $w_i$. The intuition behind this approach is that the cuts made on $G_{\leq w_i}$ can be guaranteed to force edges of large weight into a minimum spanning tree only if $w_i$ is large. Note that it might happen that for a small weight $w_i$, the cuts made by slice\_n\_dice on $G_{\leq w_i}$ add a large weight edge to the minimum spanning trees of $G$. This situation causes no trouble since the same large weight edge can be included in the minimum spanning trees by making cuts in a subgraph $G_{\leq w_j}$ for some larger weight $w_j$.

While we wish to build subgraphs only for large weights, we need to be aware that some edges of large weight might not possibly be part of a solution. Given an undirected graph $G$ and a value $k$, an edge $e$ is said to be redundant if it is not possible to remove $k$ edges from $G$ in such a way that $e$ belongs to some minimum spanning tree of the resulting graph. Clearly slice\_n\_dice can ignore the redundant edges of a graph without affecting the quality of the solution that it computes. This observation is essential to design a faster version of slice\_n\_dice.

To simplify the following discussion, we assume that the weights of the edges in a graph $G$ are integer powers of 2. Let a largest non-redundant edge of $G$ have weight $2^L$. Let $T_{s_k,d}$ be the minimum spanning tree found by slice\_n\_dice for graph $G$ when it is desired to remove $k$ edges. We modify slice\_n\_dice so that it forms only the graphs $G_{\leq w_i}$ for all $2^{L-\lceil \log k \rceil} \leq w_i \leq 2^L$. Let $T'_{s_k,d}$ be the minimum spanning tree found by this modified algorithm.

Lemma 2.5 $w(T_{s_k,d})/w(T'_{s_k,d}) < 2$.

Proof. Let $T$ be a minimum spanning tree of $G$. We assume that $L > \lceil \log k \rceil$ and that the solution chosen by the original algorithm slice\_n\_dice comes from removing $k$ edges from some graph $G_{\leq w_i}$ with $w_i < 2^{L-\lceil \log k \rceil}$, because otherwise $T_{s_k,d}$ and $T'_{s_k,d}$ would be the same.

From these assumptions it is clear that $w(T_{s_k,d}) \leq w(T) + k_0 2^{L-\lceil \log k \rceil} + \Delta - k_1$, where $k_0 \leq k$ is the number of edges of weight at most $2^{L-\lceil \log k \rceil}$ added to the minimum spanning trees of $G$, $\Delta$ is the increase in the weight of the minimum spanning trees caused by the inclusion of edges of weight larger than $2^{L-\lceil \log k \rceil}$ into them, and $k_1 \leq k$ is the number of edges that were replaced in the minimum spanning trees. It is easy to see that $w(T'_{s_k,d}) \geq w(T) + \Delta - k_1$. Note also that $w(T'_{s_k,d}) \geq 2^L$ because at least one non-redundant edge has weight $2^L$. From these inequalities we get

$$\frac{w(T_{s_k,d})}{w(T'_{s_k,d})} \leq \frac{w(T) + \Delta - k_1 + k_0 2^{L-\lceil \log k \rceil}}{w(T'_{s_k,d})} \leq 1 + \frac{k_0 2^{L-\lceil \log k \rceil}}{2^L} \leq 1 + \frac{k_0}{2^{\lceil \log k \rceil}} \leq 2.$$ 

For a graph $G = (V, E)$ with arbitrary non-negative weights, our modified algorithm slice\_n\_dice first rounds down the weight of every edge to its nearest power of 2. If any edge has weight
smaller than 1, then it multiplies all the weights by $2^a$, where $2^{-a}$ is the smallest edge weight resulting after the rounding. This scaling does not affect the performance ratio of the algorithm and leaves edge weights that are integer powers of 2.

**Theorem 2.4** The performance ratio of the modified algorithm slice-n-dice described above is $r \geq 1/(4 + 8\log(k+1))$.

*Proof.* The Theorem follows from Lemmas 2.2, 2.3, and 2.5. □

We turn our attention now to the problem of computing the weight $w_i$ of a largest non-redundant edge in a graph $G$. An edge $e$ is non-redundant if there is a cut separating its endpoints that has at most $k$ edges of weight smaller than $w(e)$. Hence, the desired weight $w_i$ can be found by sorting the edges non-decreasingly by weight and then performing a binary search over the weights to find the smallest weight $w_i$ for which $G_{\leq w_i}$ has a minimum cut of size larger than $k$.

If we use Gabow's algorithm [47] to perform the connectivity computations in this binary search, then the weight of a largest non-redundant edge can be found in $O(m \log m + k^2 n \log(n/k) \log m)$ time.

**Theorem 2.5** The modified slice-n-dice algorithm runs in $O(km \log n + k^2 n \log^2 n)$ time. □

### 2.4 NP-completeness

In this section we prove that the problem of selecting $k$ edges that when removed from a graph maximize the weight of its minimum spanning trees is NP-hard even if the weights of the edges are either 0 or 1. The reduction is from the minimum $k$-cut problem.

**Theorem 2.6** Let $G = (V, E)$ be a graph whose edges have a weight of value either 0 or 1, and let $\ell$ be a non-negative integer value. The problem of deciding if there is a set $S$ of at most $k$ edges such that any minimum spanning tree of the graph $(V, E - S)$ has weight at least $\ell$, is NP-complete.

*Proof.*

The problem is clearly in NP. To show that it is NP-hard we give a reduction from the minimum $k$-cut problem. Given an undirected graph $G_H = (V_H, E_H)$, build a graph $G = (V, E)$ by combining $G_H$ and a clique $G_Z = (V_Z, E_Z)$ of size $k + 2$ as follows: $V = V_H \cup V_Z$ and $E = E_H \cup E_Z \cup \{(z_i, v_j) \mid z_i \in V_Z \text{ and } v_j \in V_H\}$. Assign weight 0 to the edges in $E_H$ and weight 1 to the other edges in $E$ (see Figure 6). Observe that any cut of $G$ has at least $k + 1$ edges.

We now prove that $G_H$ can be partitioned into $j$ connected components by deleting $k$ edges from it if and only if it is possible to remove $k$ edges from $G$ in such a way that any minimum spanning tree of the resulting graph has weight $j + k + 1$.

Suppose first that there is a set $S$ of $k$ edges that partitions $G_H$ into $j$ components. If the edges in $S$ are removed from $G$, then any minimum spanning tree of the resulting graph has to use $j$ edges of weight 1 to connect the $j$ components of $G_H$ to $V_Z$, and it has to use $k + 1$ edges of weight 1 to connect the vertices of $V_Z$ among themselves.
Figure 6: Construction of the graph $G$.

Suppose now that there is a set $S$ of $k$ edges that when removed from $G$ causes any minimum spanning tree $T$ of the resulting graph to have weight $j + k + 1$. Observe that at least $j$ of the edges of weight 1 in $T$ have to be incident to vertices in $G_H$ and, thus, that the set $S$ must split $G_H$ into $j$ components.

\[ Q.E.D. \]

3 Matroid Preliminaries

3.1 Definitions

A matroid $M = (E, I)$ consists of a finite set $E$ of elements and a collection $I$ of subsets of $E$ that satisfy the following three axioms:

1. $\emptyset \in I$,
2. if $S \in I$ and $T \subseteq S$, then $T \in I$,
3. if $S, T \in I$ and $|S| = |T| + 1$ then there exists an element $x \in S - T$ such that $T \cup \{x\} \in I$.

Set $E$ is called the ground set of the matroid, and $I$ is called the family of independent sets of $M$. Consider for example a graphic matroid $M = (E, I)$. It is easy to see that, the independent sets of $M$ (subsets of edges that do not form any cycles) satisfy these properties,

1. the empty set does not have any cycles,
2. any subset of edges taken from a forest cannot form cycles, and
3. given two forests $S$ and $T$ with $|S| = |T| + 1$, some edge of $G$ must be incident to a vertex of zero degree in $T$. Adding such an edge to $T$ does not create any cycles.

A maximal independent set in a matroid is called a base. All bases of a matroid have the same cardinality, and the number of elements in a base is called the rank of the matroid. A cycle or dependent set is a subset of $E$ that is not independent. For the case of a graphic matroid, a base is a spanning tree of $G$ if $G$ is connected, or a spanning forest of $G$ if $G$ is not connected.
Algorithm greedy (M)

Let $e_1, e_2, \ldots, e_m$ be the elements of $M$ indexed non-decreasingly by weight.

$B \leftarrow \emptyset$

for $i = 1$ to $m$

if $B \cup \{e_i\}$ does not have any cycles then $B \leftarrow B \cup \{e_i\}$

end for

Output $B$

Figure 7: Algorithm greedy.

There are two functions defined on the elements of a matroid. Function $w$ assigns a non-negative weight to each element in $E$, and function $c$ gives the cost for a unit decrease in the weight of each element. We denote a matroid $M$ as $M = (E, I, w, c)$ when we want to emphasize that the elements of the matroid have weight and cost. The most well-known algorithmic property of matroids is that a base of minimum weight can be found using the greedy algorithm described in Figure 7. or the case of a graphic matroid, the above algorithm is just Kruskal’s algorithm [81] for finding a minimum spanning tree.

3.2 Matroid Operations

In this section we describe two operations that can be used to form “smaller” matroids from a given matroid $M$. These “smaller” matroids are called submatroids of $M$ or minors of $M$.

Let $M = (E, I)$ be a matroid. For any set $T \subseteq E$, the restriction of $M$ to $T$, denoted as $M[T]$, is the matroid whose ground set is $T$ and whose independent sets are $\{S \mid S \in I \text{ and } S \subseteq T\}$. Consider for example the graph $G = (V, E)$ shown in Figure 8 (a). The graphic matroid $M_G(E, I)$ for this graph has as independent sets all forests of $G$. Let $T = \{a, c, d\}$. Matroid $M[T$ has as independent sets $\{\emptyset, \{a\}, \{c\}, \{d\}, \{a, c\}, \{a, d\}, \{c, d\}\}$.

The contraction of $T$ from $M$, denoted as $M/T$, is the matroid with ground set $E - T$ and

Figure 8: Figure to illustrate the matroid operations of restriction and contraction.
independent sets \( \{ S \mid S \subseteq E - T \text{ and } S \cup Y \in \mathcal{I} \} \), where \( Y \) is any base of \( M[T] \). For the same example as above, the contraction of \( T \) from \( M \) is the graphic matroid corresponding to the graph \( G' \) obtained by contracting in \( G \) the endpoints of edges \( \{a, c, d\} \) to a single vertex. We show graph \( G' \) in Figure 8 (b). The independent sets of submatroid \( M/T \) are the forests of the multi-graph \( G' \).

### 3.3 Continuous Robustness Function

The continuous robustness function \( F_M \) of a matroid \( M \) gives the maximum increase in the weight of the minimum weight bases of \( M \) that can be caused by increases of a given total cost on the weights of its elements. Consider for example the graphic matroid \( M_G \) corresponding to the graph \( G \) shown in Figure 9. Every edge \( e \) in the graph is labeled by an ordered pair consisting of its weight \( w(e) \) and its cost \( c(e) \). We want to evaluate \( F_{M_G}(4) \), i.e. we desire to find the maximum increase in the weight of the minimum spanning trees of \( G \) that can be caused by increases of total cost 4 on the weights of its edges. The largest increase in the weight of the minimum spanning trees is obtained by raising from 1 to 2 the weights of the edges shown in bold in Figure 9. Note that as long as the weights of the edges shown in bold are smaller than 2, at least two of them must be in every minimum spanning tree. Thus, the weight of the minimum spanning trees increases from 8 to 10, and so \( F_{M_G}(4) = 2 \).

Consider a matroid \( M = (E, \mathcal{I}, w, c) \). Fix a subset \( S \subseteq E \). The weight of \( S \), denoted as \( w(S) \), is equal to the sum of the weights of the elements in \( S \). The cost of \( S \), \( c(S) \), is defined in a similar way. Let \( \text{rank}(S, M) \) denote the size of the largest independent subset of \( S \). We define \( \text{coverage} \ (S, M) \) as the minimum number of edges that any minimum weight base of \( M \) shares with \( S \). Let \( S \), for example, be the set of edges shown in bold in Figure 9. This set of edges does not form any cycles, so \( \text{rank} \ (S, M_G) = 3 \). Note that every minimum spanning tree of the graph \( G \) shown in Figure 9 includes at least 2 edges from \( S \) since these are the smallest weight edges incident to the two vertices drawn at the top of the figure. Therefore, \( \text{coverage} \ (S, M_G) = 2 \).
We say that the weights of the edges in set $S$ are lifted when the weight of every edge in $S$ is increased by the same amount. We define $\text{tolerance}(S, M)$ as the maximum amount by which the weights of the edges in $S$ can be lifted until $\text{coverage}(S, M)$ decreases. For the same example as before, the value of $\text{tolerance}(S, M_G)$ is 1 because if the weights of the edges in $S$ are lifted above 2, then only the leftmost vertex at the top of Figure 9 must use the edges from $S$ to be connected to a minimum spanning tree.

Define the rate of $S$ in $M$, denoted as $\text{rate}(S, M)$, as $\text{c}(S)/\text{coverage}(S, M)$. For any value $\varepsilon \leq \text{tolerance}(S, M) * \text{coverage}(S, M)$, the cost of increasing the weight of all minimum weight bases of $M$ by at least $\varepsilon$ when only the weights of the edges in $S$ are raised is $\varepsilon * \text{rate}(S, M)$. For the same set $S$ of edges shown in bold in Figure 9, $\text{rate}(S, M_G) = (1 + 1 + 2)/2 = 2$. If the weight of the edges in $S$ are lifted by 1, the weight of every minimum spanning tree is increased by 2. The total cost of these increases is $2 * 2 = 4$.

### 3.4 Polymatroids

Given a finite set $E$, let $f : 2^E \rightarrow \mathbb{R}$ be a function that assigns a real value to each subset of $E$. Function $f$ is said to be submodular if $f(A) + f(B) \geq f(A \cup B) + f(A \cap B)$ for all $A, B \subseteq E$. It is well known that the function $\text{rank}(S, M)$ giving the size of the largest independent set in any subset $S$ of elements of a matroid $M$ is a submodular function.

Let $\mathbb{R}_+$ denote the set of nonnegative real numbers. Given a set function $f$ on $E$, we let $\mathcal{P}(f)$ denote the polyhedron $\{ x \in \mathbb{R}_+^E \mid x(A) \leq f(A) \text{ for all } A \subseteq E \}$, where $x(A) = \sum_{e \in A} x(e)$. A polymatroid is a polyhedron of the form $\mathcal{P}(f)$ where $f$ is submodular and non-negative. If $f$ is the rank function of a matroid, then $\mathcal{P}(f)$ is called a matroid polyhedron.

Consider a matroid $M = (E, I)$. Let $E = \{e_1, e_2, \ldots, e_{|E|}\}$. Let $S$ be an independent set of $M$ and $x_S$ be an $|E|$ dimensional vector with components $x_S(e_i) = 1$ for all $e_i \in S$, and $x_S(e_j) = 0$ for all $e_j \not\in S$. Vector $x_S$ is called the incidence vector or the characteristic vector of the independent set $S$.

It is well known that the convex hull of incidence vectors of the independent subsets of a matroid $M$ form the matroid polyhedron $\mathcal{P}(M)$. Thus, an explicit representation for the matroid polyhedron of a matroid $M$ is $\mathcal{P}(M) = \{ z \in \mathbb{R}_+^E \mid z(S) \leq \text{rank}(S, M) \text{ for all } S \subseteq E \}$. Given a vector $y \in \mathbb{R}_+^E$, a base of $y$ is a maximal vector $x \in \mathcal{P}(M)$ such that $x(e) \leq y(e)$ for all $e \in E$.

We need the following result [9] in our algorithm for computing the continuous robustness function of a matroid.

**Theorem 3.1** Let $y \in \mathbb{R}_+^E$ be an $|E|$-dimensional vector, and $x$ be a base of $y$ in $\mathcal{P}(M)$. Then $x(E) = \min \{ \text{rank}(S, M) + y(E - S) \mid S \subseteq E \}$.

**Proof.** Observe that for any $S \subseteq E$, $x(E) = x(S) + x(E - S) \leq \text{rank}(S, M) + y(E - S)$. Therefore it is enough to prove that there is a set $S'$ for which equality holds. Let $e$ be an element of $E$. If $x(e) \neq y(e)$ then by maximality of $x$ there is a set $S_i \subseteq E$ such that $x(S_i) = \text{rank}(S_i, M)$. Therefore it is enough to prove that there is a set $S'$ for which equality holds. Let $e$ be an element of $E$. If $x(e) \neq y(e)$ then by maximality of $x$ there is a set $S_i \subseteq E$ such that $x(S_i) = \text{rank}(S_i, M)$.
Algorithm \texttt{poly\_greedy} $(M = (E, T), y)$
\begin{algorithmic}
\State $x(e_i) \leftarrow 0$ for all $e_i \in E$
\For {each $e_i \in E$}
\State $\delta \leftarrow \min \{\text{rank} (T, M) - x(T) \mid e_i \in T \subseteq E\}$
\State $x(e_i) \leftarrow \min \{\delta, y(e_i)\}$
\EndFor
\State Output $x$
\end{algorithmic}

Figure 10: Algorithm \texttt{poly\_greedy}.

Set $S$ is called a \textit{tight set}. Let $A, B$ be tight sets, then
\[
x(A \cup B) + x(A \cap B) \leq \text{rank} (A \cup B, M) + \text{rank} (A \cap B, M) \quad \text{since } x \in \mathcal{P}(M)
\]
\[
\leq \text{rank} (A, M) + \text{rank} (B, M), \quad \text{by submodularity}
\]
\[
= x(A) + x(B), \quad \text{because } A \text{ and } B \text{ are tight}
\]
\[
= x(A \cup B) + x(A \cap B)
\]

Since $x(A \cup B) \leq \text{rank} (A \cup B, M)$ and $x(A \cap B) \leq \text{rank} (A \cap B, M)$, it follows that $x(A \cup B) = \text{rank} (A \cup B, M)$ and $x(A \cap B) = \text{rank} (A \cap B, M)$. Thus the union and intersection of tight sets are tight. Let $S^*$ be the union of all tight sets. Then $x(S^*) = \text{rank} (S^*, M)$, $x(E - S^*) = y(E - S^*)$, and so $x(E) = \text{rank} (S^*, M) + y(E - S^*)$. \hfill \qed

A corollary of Theorem 3.1 is that all bases of a vector $y \in \mathbb{R}^E_+$ have the same component-sum. Another consequence of the theorem is that a base $x$ of a vector $y$ can be found using the “polygreedy” algorithm. This algorithm begins with $x = 0$, and for each element $e \in E$ increases the component $x(e)$ as much as possible but maintaining $x$ in $\mathcal{P}(M)$. The algorithm is described in Figure 10.

\section{Continuous Robustness Function of a Matroid}

In Section 2 we studied the discrete robustness problem for minimum spanning trees. Now we study robustness functions in the continuous model, i.e. we are interested in how the optimal solution of a matroid optimization problem changes when the weights of the elements are increased by finite amounts.

We present a general algorithm for computing the continuous robustness function of an arbitrary matroid. This algorithm is mainly of theoretical interest due to its high time complexity. Then, we show how to exploit the special structure of graphic matroids to design a faster algorithm for computing the robustness function for this class of matroids.
4.1 The General Algorithm

Our approach for computing the robustness function $F_M$ of a matroid $M = (E, I, w, c)$ consists in raising the weights of the elements in a set $S$ of smallest rate in $M$ up to the point where coverage $(S, M)$ decreases. Then a new set $S$ of smallest rate is chosen and the process is repeated until the total cost of the weight increases reaches a desired value, $b$. The algorithm is shown in Figure 11.

Consider the execution of algorithm uplift on the graphic matroid $M_G$ corresponding to the graph shown in Figure 9 when the budget is $b = 10$. In the first iteration of the while-loop the set $S$ of smallest rate includes the edges shown in bold in Figure 9. This set has a coverage of value 2 and rate of 2. Algorithm uplift increases the weights of these edges from 1 to 2. At this point, the coverage of $S$ decreases to 1, and its rate goes up to 4. In the second iteration, uplift selects the edges shown in bold in Figure 12, since they have a coverage of value 1 and rate of only $(1 + 1)/1 = 2$. Note that as long as the weight of each one of these edges is smaller than 4, one of them must belong to every minimum spanning tree of the graph. By lifting the weights of these edges to 4 the total cost of the weight increases is 10, and the weight of the minimum spanning trees goes up from 8 to 12.

4.1.1 Correctness of the General Algorithm

Given a matroid $M = (E, I, w, c)$ and a budget value $b^*$, consider an optimal solution $w^*$ for this instance of the continuous robustness problem for $M$. Let $w^*(e)$ denote the weight of element $e$ in the optimal solution. Assume that $A$ is an algorithm that finds this optimal solution and that $A$ builds it in several stages. In each stage $A$ selects some set of elements and lifts their weights by a certain amount, in such a way that at the end of all stages the weight of every element $e \in E$ is $w^*(e)$.

We show that the increase in the weight of the minimum weight bases of $M$ produced by uplift is the same as that produced by $A$. For this purpose only, it is convenient to imagine that whenever $A$ or uplift increases the weight of an element $e$ by some amount $\Delta$, it does not

<table>
<thead>
<tr>
<th>Algorithm uplift($M, b$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$balance \leftarrow b$</td>
</tr>
<tr>
<td>$orig_wgt \leftarrow$ weight of a minimum weight base of $M$</td>
</tr>
<tr>
<td><strong>while</strong> $balance &gt; 0$ <strong>do</strong></td>
</tr>
<tr>
<td>Find a set $S \subseteq E$ of smallest rate in $M$.</td>
</tr>
<tr>
<td>Lift the weights of the elements in $S$ by $\Delta = \min {tolerance (S, M), balance/c(S)}$.</td>
</tr>
<tr>
<td>$balance \leftarrow balance - \Delta * c(S)$</td>
</tr>
<tr>
<td><strong>end while</strong></td>
</tr>
<tr>
<td>$new_wgt \leftarrow$ weight of a minimum weight base of $M$</td>
</tr>
<tr>
<td>Output ($new_wgt - orig_wgt$)</td>
</tr>
</tbody>
</table>

Figure 11: Algorithm uplift.
just add $\Delta$ to $w(e)$, but gradually raises the weight from $w(e)$ to $w(e) + \Delta$. This allows us to consider the partial solutions built by the algorithms when any fraction $b$ of the budget $b^*$ has been spent by them increasing element weights. For any value $b$, $0 \leq b \leq b^*$, let $S_b$ be the set of elements whose weights are being lifted by uplift when the budget spent by it reaches value $b$ and $M(b) = (E, I, w_b, e)$ describe the matroid at that precise moment. Similarly, let $S_b^*$, $0 \leq b \leq b^*$, be the set of elements whose weights are being lifted by $A$ when the budget spent by it reaches value $b$ and $M^*(b) = (E, I, w^*_b, e)$ be the matroid at that moment.

To show that uplift finds an optimal solution, we only have to prove that $\text{rate}(S_b, M(b)) = \text{rate}(S_b^*, M^*(b))$, for all $0 \leq b \leq b^*$. Let $\text{sm}_{eq}(x, M)$ be the subset of elements in $M$ of weight no larger than $x$.

**Lemma 4.1** Let $M = (E, I, w, e), M' = (E, I, w', e)$ be matroids and $S$ be a subset of $E$. If for every element $e \in S$, $\text{sm}_{eq}(w'(e), M') \subseteq \text{sm}_{eq}(w(e), M)$ then $\text{coverage}(S, M) \leq \text{coverage}(S, M')$.

**Proof.** Let $T'$ be a minimum weight base of $M'$ for which $|T' \cap S| = \text{coverage}(S, M')$. If $T'$ is not a minimum weight base of $M$, it can be transformed into one by taking every element $e \in E - T'$, one at a time, including $e$ in $T'$ and removing the element of largest weight in the unique cycle that is formed.

Note that by including in $T'$ any element $e \in S - T'$, we create a cycle $C$ in which all elements $a \in C$ have weights $w'(a) \leq w'(e)$ because $T'$ is a minimum weight base of $M'$. Moreover, since $a \in \text{sm}_{eq}(w'(e), M') \subseteq \text{sm}_{eq}(w(e), M)$ then $w(a) \leq w(e)$, and thus it is possible to construct a minimum weight base of $M$ that does not include any element from $S - T'$. This implies that $\text{coverage}(S, M) \leq \text{coverage}(S, M')$.

Lemma 4.1 suggests a way in which $A$ can select the sets $S_b^*$ that makes it easy to compare their rates with those of the sets $S_b$. We would like that during the construction of the optimal solution, $A$ always chooses $S_b^*$ to include only elements $e$ for which $\text{sm}_{eq}(w_b(e), M(b)) \subseteq \text{sm}_{eq}(w^*_b(e), M^*(b))$. If this is possible, then by Lemma 3.1, $\text{rate}(S_b^*, M(b)) \leq \text{rate}(S_b^*, M^*(b))$. Since uplift always chooses the set $S_b$ with smallest rate in $M(b)$, then it would follow that
Let us specify how \( \mathcal{A} \) can select the sets \( S_b^* \). Define \( w_b^*(e) = \min\{w^*(e), w_b(e) + \Delta_b\} \) for all \( e \in E \), where \( \Delta_b \) is a constant selected so that the total cost of bringing the weight of every element \( e \) from its initial value \( w(e) \) up to \( w_b^*(e) \) is exactly \( b \). Note that \( w_b^*(e) \leq w^*(e) \) and so \( w_b^*(e) = w_b(e) + \Delta_b \leq w^*(e) \) and \( w_b^*(e) < w^*(e) \) for all \( b \geq e > 0 \).

**Theorem 4.1** Algorithm uplift finds the maximum increase in the weight of the minimum weight bases of a matroid \( M \) that can be attained by spending a finite budget \( b^* \) augmenting element weights.

**Proof.** Consider any value \( b, 0 \leq b \leq b^* \). Let \( e_1 \in S_b^* \) and \( e_2 \in E \). By definition of \( S_b^* \) and \( w_b^*(e) \) it follows that \( w_b^*(e_1) = w_b(e_1) + \Delta_b \) and \( w_b^*(e_2) \leq w_b(e_2) + \Delta_b \). Hence if \( w_b(e_2) \leq w_b(e_1) \) then \( w_b^*(e_2) \leq w_b^*(e_1) \). Therefore, \( sm شب(w_b(e_1), M(b)) \subseteq sm شب(w_b^*(e_1), M^*(b)) \), and by the above discussion \( \text{rate}(S_b, M(b)) \leq \text{rate}(S_b^*, M^*(b)) \).

**Lemma 4.2** Algorithm uplift performs at most \( mn \) iterations.

**Proof.** Consider any iteration of the while-loop of uplift. Suppose that in that iteration the algorithm selects set \( S \), and that it increases the weights of its elements up to \( w_i \). Note that \( S \) intersects every minimum weight base of \( M \), and so the above weight increases augment by at least one the number of elements of weight \( w_i \) in every minimum weight base of the matroid. Hence in at most \( n \) iterations the weights of the elements in the sets selected by uplift can be increased up to \( w_i \). There are at most \( m \) different element weights, and thus the algorithm performs at most \( mn \) iterations.

**Lemma 4.3** The robustness function \( F_M \) is piece-wise linear, concave and nondecreasing.

**Proof.** The proof of Theorem 4.1 shows that any partial solution constructed by uplift is optimal for some budget value. Hence, uplift “marches” along the whole curve \( F_M \) when given as input an infinite budget value. In each iteration of the while-loop, algorithm uplift “traverses” a linear segment of \( F_M \) of slope equal to the inverse of the rate of the set \( S \) selected during that iteration. Since the slope of \( F_M \) can only change when algorithm uplift selects a different set, then \( F_M \) is piecewise linear.

To show that \( F_M \) is concave and nondecreasing, suppose that in some iteration uplift selects a set \( S_1 \) with \( \text{rate}(S_1, M) = r \) and that in the next iteration it chooses a set \( S_2 \) with \( \text{rate}(S_2, M) < r \). This would mean that \( S_1 \) was not the set of smallest rate in the previous iteration since \( S_1 \cup S_2 \) would have smaller rate. Therefore, the slope of \( F_M \) is non-decreasing, and so \( F_M \) is concave and non-decreasing.

### 4.1.2 Finding a Set of Smallest Rate in \( M \)

In this section we describe an algorithm for finding a set of smallest rate in a matroid \( M \). Our approach consists of two stages. In the first stage we form a family of submatroids of \( M \), each
formed by elements of the same weight. We show that at least one of these submatroids $M_j$ is such that any subset of elements with smallest rate in $M_j$ also has smallest rate in $M$. In the second stage we exploit the fact that all elements in $M_j$ have the same weight to find a set of smallest rate in it.

Fix a matroid $M = (E, I, w, c)$. Let $w_1, w_2, \ldots, w_p$ be the different element weights in $M$. For a given subset $S \subseteq E$, let $S_{< w_i}, S_{= w_i}, S_{\leq w_i}$, and $S_{> w_i}$ denote, respectively, the sets formed by all elements in $S$ of weight smaller than $w_i$, equal to $w_i$, at most $w_i$, and larger than $w_i$.

**Lemma 4.4** Let $B$ be a minimum weight base of $M$, and $B_{= w_i} \neq \emptyset$ for some element weight $w_i$. Set $B_{= w_i}$ is a minimum weight base of the submatroid $M_i = (M | E_{\leq w_i}) / E_{< w_i}$.

**Proof.** It is clear that $B_{< w_i}$ is a minimum weight base of $(M | E_{\leq w_i}) | E_{< w_i}$. Thus, by definition of the contraction operation, $B_{= w_i}$ is a base of $(M | E_{\leq w_i}) / E_{< w_i}$. Moreover, $B_{= w_i}$ has minimum weight since all elements in $M_i$ have weight $w_i$.

**Lemma 4.5** Let $B$ be a minimum weight base of $M$, and $B_{= w_i} \neq \emptyset$ for some element weight $w_i$. If $A$ is a minimum weight base of the submatroid $M_i = (M | E_{\leq w_i}) / E_{< w_i}$, then $B_{< w_i} \cup A \cup B_{> w_i}$ is a minimum weight base of $M$.

**Proof.** Let $A'$ be a base of $M | E_{\leq w_i}$ such that $A \subseteq A'$. For every $y \in B_{= w_i} - A$ there is an element $x \in A' - B_{\leq w_i}$ such that $S = B_{\leq w_i} - \{y\} \cup \{x\}$ is a base of $M | E_{\leq w_i}$. Since $w(y) = w_i$ is the largest weight of any element in $M | E_{\leq w_i}$, then $w(x) = w(y)$ because $B_{\leq w_i}$ is a minimum weight base of $M | E_{\leq w_i}$. It follows that $x \in A$ and that $S$ is a minimum weight base of $M | E_{\leq w_i}$. This process can be repeated for all other elements $y \in B_{= w_i} - A$ to show that $B_{< w_i} \cup A \cup B_{> w_i}$ is a minimum weight base of $M$.

The above two Lemmas allow us to prove that a set of smallest rate in $M$ can be found by considering only the submatroids $M_i$.

**Lemma 4.6** If $S \subseteq E$ is a set of smallest rate in matroid $M$, and $w_i$ is the weight of some element in $S$, then

1. $S_{= w_i}$ is a set of smallest rate in $M$, and
2. any set of smallest rate in $M_i = (M | E_{\leq w_i}) / E_{< w_i}$ has also smallest rate in $M$.

**Proof.** We prove (1) first. Let $B^j$, for all $j = 1, 2, \ldots, p$, be minimum weight bases of $M$ such that $\text{coverage} (S_{= w_i}, M) = |B^j \cap S_{= w_i}|$. By Lemma 4.5, $B = \cup_{j=1}^p B^j_{= w_i}$ is a minimum weight base of $M$. Thus $\text{coverage} (S, M) = |S \cap B| = \sum_{j=1}^p \text{coverage} (S_{= w_i}, M)$. Since $S$ has smallest rate in $M$, then $\text{rate} (S, M) = \frac{\sum_{j=1}^p c(S_{= w_i})}{\sum_{j=1}^p \text{coverage} (S_{= w_i}, M)} = \frac{c(S_{= w_i})}{\text{coverage} (S_{= w_i}, M)} = \text{rate} (S_{= w_i}, M)$ for any $S_{= w_i} \neq \emptyset$.

We now prove (2). By Lemmas 4.4 and 4.5, the set of minimum weight bases of $M_i$ is $\{ A_{= w_i} | A \text{ is a minimum weight base of } M \}$. Hence, for any set $T \subseteq E_{= w_i}$, $\text{coverage} (T, M_i) = \text{coverage} (T, M)$, and $\text{rate} (T, M_i) = \text{rate} (T, M)$. It follows that any set of smallest rate in $M_i$ has also smallest rate in $M$.

\[ \square \]
Lemma 4.6 states that we can find a set of smallest rate in a matroid $M$ with arbitrary element weights by finding a set $S_i$ of smallest rate in each submatroid $M_i = (M[E_{\leq w_i}])/E_{< w_i}$, and selecting the set $S_j$ for which the rate is minimum. All elements in the submatroid $M_i$ have the same weight, and thus, every base of $M_i$ has minimum weight. This means that for the purpose of computing a set of smallest rate in $M$, we can consider that $M_i$ is an unweighted matroid. This observation greatly simplifies the problem of computing a set of smallest rate in $M_i$.

Consider an unweighted matroid $M_i = (E_i, \mathcal{I}_i)$ with rank $n_i$ and $m_i = |E_i|$. Let $\sigma_i$ be the smallest rate of any subset of $E_i$. Define the function $g_i(\lambda) = \min \{ c(T) - \lambda \cdot \text{coverage} (T, M_i) \mid T \subseteq E_i \}$, for every $\lambda \geq 0$. Then, $\sigma_i$ is equal to the largest value of $\lambda$ for which $g_i(\lambda) = 0$. Note that the slope of the curve $g_i$ at any given point $\lambda$ is equal to $\text{coverage} (S, M_i)$ for some set $S \subseteq E_i$, and thus $g_i$ is piecewise linear and has at most $n_i$ breakpoints. Furthermore, function $g_i$ is non-increasing and its leftmost linear piece has slope 0. The value of $\sigma_i$ is, then, equal to the value $\lambda$ of the first breakpoint of $g_i$.

Since $\sigma_i \leq c(E_i)/n_i$, we compute the value of $\sigma_i$ by starting at the point $\lambda = c(E_i)/n_i$ and moving backwards along the curve $g_i$ using Newton’s method. This procedure for computing the value of $\sigma_i$ needs to solve at most $n_i$ parametric problems of the form: $\min \{ c(T)/\lambda - \text{coverage} (T, M_i) \mid T \subseteq E_i \}$. Since $M_i$ is an unweighted matroid, $\text{coverage} (S, M_i) = \text{rank} (E_i, M_i) - \text{rank} (E_i - S, M_i)$ for any set $S \subseteq E_i$. Hence, the above parametric problem is equivalent to

$$\min \{ c(T)/\lambda + \text{rank} (E_i - T, M_i) \mid T \subseteq E_i \}. \quad (1)$$

Cunningham [23] (see Theorem 3.1), shows that problem (1) is equivalent to the problem of finding a base for the vector $c/\lambda$ in the matroid polyhedron $P(M_i)$. The fastest known algorithm for solving this latter problem is due to Narayanan [96].

**Lemma 4.7** A set of smallest rate in an unweighted matroid $M_i = (E_i, \mathcal{I}_i)$ can be computed in $O(m_i^4 n_i + m_i^3 n_i^2 \tau)$ time, where $\tau$ is the time required to test whether a set of at most $n_i$ elements is independent in $M_i$.

**Proof.** We use Narayanan’s algorithm [96] to solve problem (1) in $O(m_i^4 + m_i^3 n_i^2 \tau)$ time. Since at most $n_i$ problems of the form (1) have to be solved to find a set of smallest rate in $M_i$, the total time needed to solve the latter problem is $O(m_i^4 n_i + m_i^3 n_i^2 \tau)$.

The process that we have described finds a set $S$ of smallest rate in $M$ such that all the elements in $S$ have the same weight, say $w_j$. To compute tolerance $(S, M)$ we just find the smallest weight $w_j$ to which the weights of the elements in $S$ must be lifted in order to decrease coverage $(S, M)$. If such a weight $w_j$ exists, then $\text{tolerance} (S, M) = w_j - w_i$; otherwise $\text{tolerance} (S, M) = \infty$. Note that since all elements in $S$ have weight $w_i$, then $\text{coverage} (S, M) = \text{coverage} (S, (M[E_{\leq w_i}])/E_{< w_i})$. Also, since $M_i = (M[E_{\leq w_i}])/E_{< w_i}$ is an unweighted matroid, then $\text{coverage} (S, M_i) = \text{rank} (E_{= w_i}, M_i) - \text{rank} (E_{= w_i}, S, M_i)$. Hence, $\text{coverage} (S, M_i)$ can be computed by performing at most $|E_{= w_i}|$ independence tests in $M_i$. 
To test if a set $T \subseteq E_{w_i}$ is independent in $M_i$, find a minimum weight base $B$ of $M_i$, and test if $(B - B_{=w_i}) \cup T$ is independent in $M$. Since independence in $M_i$ can be tested within the same time needed to test independence in $M$, then coverage $(S, M_i)$ can be computed in $O(|E| \tau)$ time, and tolerance $(S, M)$ in $O(|E|^2 \tau)$ time.

**Theorem 4.2** The robustness function of a matroid $M = (E, I, w, c)$ can be computed in $O(m^5 n^2 + m^4 n^4 \tau)$ time.

*Proof.* A set of smallest rate in $M$ is computed by finding sets of smallest rate in the submatroids $(M|E_{\leq w_i})/E_{<w_i}$, for all $1 \leq i \leq p$. By Lemma 4.7, the total time required to solve these subproblems is $\sum_{i=1}^{p} O(|E_{=w_i}|n + |E_{=w_i}|^3 n^3 \tau) = O(m^4 n + m^3 n^3 \tau)$. This time dominates each iteration of uplift, and since uplift performs at most $mn$ iterations the total time needed to compute the robustness function is $O(m^5 n^2 + m^4 n^4 \tau)$.

**Corollary 4.1** The breakpoints of the robustness function of a matroid $M$ can be computed in $O(m^5 n^2 + m^4 n^4 \tau)$ time. 

### 4.2 Continuous Robustness Problem for Minimum Spanning Trees

We use algorithm uplift to compute the robustness function for the minimum spanning trees of a graph. However, we take advantage of the special structure of graphic matroids to design a faster algorithm for computing a set of smallest rate.

#### 4.2.1 Finding a Set of Edges of Smallest Rate

We consider first the problem of finding a set of edges of smallest rate in a connected graph $G = (V, E)$ assuming that all the edges have the same weight. Since in this graph every spanning tree has minimum weight, then any set $S \subseteq E$ with coverage $(S, G) > 0$ must partition the graph into coverage $(S, G) + 1$ components. So, what we want to do is to find a set $S$ that minimizes the ratio $c(S)/(\text{comps}(S) - 1)$, where $\text{comps}(S, G)$ is the number of connected components of the graph $(V, E - S)$. This ratio is called the strength of the graph [25] and is denoted as $\text{strength}(G)$.

The concept of strength of a graph was introduced by Cunningham [25], who gave an $O(mnM_F)$ time algorithm for computing the strength of a graph $G$, where $M_F$ is the time for computing a maximum flow in $G$. Gusfield [57] later reduced this time to $O(mM_F)$, and recently Cunningham and Cheng [16] and Gabow [16] independently improved the time to $O(nM_F)$.

For the case when the graph $G$ has arbitrary edge weights we can still use the above graph strength algorithms to compute a set of smallest rate in $G$. But first, we need the following property of the minimum spanning trees of $G$. Let $w_1, w_3, \ldots, w_p$ be the different edge weights in $G$. Let $\tilde{G}_{=w_i} = (\tilde{V}_{=w_i}, \tilde{E}_{=w_i})$ be the graph obtained by contracting from $G_{\leq w_i}$ all edges of weight smaller than $w_i$. To contract an edge $(u, v)$, its two endpoints are replaced by a single vertex $uv$. All edges incident to $u$ or $v$ are made incident to $uv$. Self-loops are removed, and if there are multiple edges between $uv$ and some vertex $w$, then only the edge of smallest weight
Algorithm \textit{optimal\_subset} ($G$)

\begin{algorithmic}
\State $s_{min} \leftarrow \infty$
\While{there is at least one edge in $G$}
\State Let $w_i$ be the weight of a smallest weight edge in $G$.
\If{strength($G \leq w_i$) $< s_{min}$}
\State $s_{min} \leftarrow \text{strength}(G \leq w_i)$
\State $S$ $\leftarrow$ any set of edges for which rate($S,G \leq w_i$) = strength($G \leq w_i$)
\EndIf
\State Contract every edge of weight $w_i$ in $G$ and remove self loops.
\State Let $G$ be the resulting graph.
\EndWhile
\State \textbf{Output} $S$.
\end{algorithmic}

Figure 13: Algorithm \textit{optimal\_subset}.

is retained. If several edges have smallest weight, they are replaced by a single edge with the same weight and cost equal to the sum of their costs.

**Property 4.1** Let $T$ be a spanning tree of graph $G$. Tree $T$ is a minimum spanning tree of $G$ if and only if it contains a spanning tree for every non-trivial component of each $\tilde{G}_{=w_i}$.

**Proof.** Follows from Property 2.1 \hfill \Box

By Property 4.1, for any subset of edges $S \subseteq E$, the value of coverage ($S,G$) is equal to $\sum_{i=1}^{p} \text{coverage} (S,\tilde{G}_{=w_i})$. This means that if set $S$ has smallest rate in $G$ then rate ($S,G$) = $\sum_{i=1}^{p} e(S \cap \tilde{E}_{=w_i}) / \sum_{i=1}^{p} \text{coverage}(S,\tilde{G}_{=w_i}) = e(S \cap \tilde{E}_{=w_i}) / \text{coverage}(S,\tilde{G}_{=w_i})$ for any $w_j$ such that $S \cap \tilde{E}_{=w_j} \neq \emptyset$. Therefore, every graph has a subset of edges of smallest rate in which all of the edges have the same weight.

Suppose that $S \subseteq E$ is a set of smallest rate in $G$ and that every edge of $S$ has weight $w_i$. By the above discussion we know that rate ($S,G$) = $e(S) / \text{comps}(S,\tilde{G}_{=w_i}) = \text{strength}(\tilde{G}_{=w_i})$. Hence we can find a set of smallest rate in $S$ by computing the strength of each graph $\tilde{G}_{=w_i}$ and selecting the set corresponding to the minimum overall strength value. The algorithm is described in Figure 13.

**Lemma 4.8** Algorithm \textit{optimal\_subset} runs in $O(n^2 m \log(n^2/m))$ time.

**Proof.** Algorithm \textit{optimal\_subset} solves at most $m$ graph strength subproblems. In each one of these subproblems a subgraph of $m_i$ edges and $n_i$ vertices is considered, where $m_i \leq |E_{\leq w_i}|$ and $n_i$ is the number of vertices of non-zero degree in $G_{\leq w_i}$. Let $p$ be the number of different edge weights in $G$. In the contraction step of the $i$-th iteration of the while-loop at least $n_i/2$ vertices are removed from $G$, hence $\sum_{i=1}^{p} n_i \leq 2m$. The $O(m)$ graph strength subproblems created by \textit{optimal\_subset} can be solved in the same time required to find the strength of the graph $\tilde{G}$ formed by the union of the graphs $G_{\leq w_i}$ considered by \textit{optimal\_subset}. Since $\tilde{G}$ has
at most $2n$ vertices and $m$ edges, we can use the graph strength algorithm in [16] or in [46] to implement \textit{optimal} \textit{subset} in $O(n^2m\log(n^2/m))$ time.

The only thing that remains to be done to have a faster algorithm for computing the robustness function of a graphic matroid is to show how to compute efficiently \textit{tolerance} $(S, G)$ for any set $S$ of smallest rate in $G$. If all of the edges in set $S$ have the same weight, say $w_i$, then \textit{coverage} $(S, G)$ is equal to $\text{comps} (S, G_{\leq w_i}) - 1$. This fact makes it possible to compute $\text{tolerance} (S, G)$ efficiently for a set $S$ of edges of the same weight. Simply find the smallest edge weight $w_j > w_i$ for which $\text{comps} (S, G_{\leq w_j}) < \text{comps} (S, G_{\leq w_i})$. If such a weight exists then $\text{tolerance} (S, G) = w_j - w_i$; otherwise $\text{tolerance} (S, G) = \infty$. To find $w_j$ we proceed as follows.

Build a graph $G'$ by removing the edges in $S$ from $G_{\leq w_i}$. Take, one by one, the edges of weight larger than $w_i$ until we find an edge, of weight $w_j$, that connects two components of $G'$. If the edges of $G$ are sorted non-decreasingly by weight, then we can compute $\text{tolerance} (S, G)$ in $O(m)$ time.

\textbf{Theorem 4.3} Algorithm \textit{uplift} computes the robustness function of a graphic matroid in $O(n^3m^2\log(n^2/m))$ time.

\section{Transversal and Scheduling Matroids}

In this section we study the problem of computing the robustness function of transversal and scheduling matroids. We use again algorithm \textit{uplift} to compute the robustness function for these classes of matroids. However, we take advantage of the special structure of transversal and scheduling matroids to design efficient algorithms for finding a set of smallest rate.

\subsection{Transversal Matroids}

Given a bipartite graph $G = (D \cup D', E)$, a \textit{transversal matroid} can be defined in terms of matchings in $G$. A transversal matroid $M = (D, \mathcal{I}, w, e)$ has as ground set, $D$, the set of vertices in one side of the bipartite graph $G$, and a subset of $D$ is independent in $M$ if and only if it can be covered by a matching of $G$. Let $w_1, w_2, \ldots, w_n$ be the different element weights in $M$.

Fix a transversal matroid $M = (D, \mathcal{I}, w, e)$ and an element weight $w_i$. Let $M_i = (D_i, \mathcal{I}_i) = (M|D_{\leq w_i})/D_{\leq w_i}$ be the submatroid of $M$ whose independent sets are the sets of elements of weight $w_i$ that belong to some minimum weight base of $M$. For any set $S \subseteq D_i$ and vector $x \in \mathbb{R}^{D_i}$ we let $x(S) = \sum_{e \in S} x(e)$. Let $\mathcal{P} (M_i)$ be the matroid polyhedron for submatroid $M_i$. It is well known [23, 29] (also see Section 3.4) that for any vector $x \in \mathbb{R}^{D_i}$,

$$\min \{ x(S) + \text{rank} (D_i - S, M_i) \mid S \subseteq D_i \} = \max \{ y(D_i) \mid y \in \mathcal{P} (M_i) \text{ and } y \leq x \} .$$

(2)

We exploit this relationship between the rank function of a matroid and the base of a vector in its matroid polyhedron to design an algorithm for finding a set of smallest rate that is more efficient than the general algorithm presented in Chapter 4. Following the same approach of
the previous section, we reduce the problem of computing a set of smallest rate in a transversal matroid to a sequence of \( n \) parametric problems of the form (1). Using identity (2) problem (1) can be formulated as

\[
\max \{ y(D_i) \mid y \in \mathcal{P}(M_i) \text{ and } y \leq c/\lambda \}. \tag{3}
\]

We derive below an expression for the polyhedron \( \mathcal{P}(M_i) \) that allows us to solve efficiently problem (3). Consider again the bipartite graph \( G = (D \cup D', A) \) that defines transversal matroid \( M \). For any set \( S \subseteq D \), let \( \mathcal{N}(S) = \{ v \in D' \mid v \text{ is adjacent to some vertex of } S \} \) be the set of neighbors of vertices in \( S \). By Hall's Theorem (see e.g. [115]), graph \( G \) has a matching covering some set of vertices \( S \subseteq D \) if and only if \( |\mathcal{N}(S')| \geq |S'| \) for all \( S' \subseteq S \). Our expression for the matroid polyhedron \( \mathcal{P}(M_i) \) will come from a description of the independent sets of the submatroids \( M_i \) of the same flavor as that provided by Hall’s Theorem.

Let \( B \) be a maximum weight base of \( M \), and let \( \tilde{B}_{=w_i} = B - B_{=w_i} \). For any set \( T \subseteq D_i \), we define the function

\[
f(T) = \min \{ |\mathcal{N}(T \cup S)| - |S| : S \subseteq \tilde{B}_{=w_i} \}. \tag{4}
\]

This function can be used to characterize the independent sets of the submatroid \( M_i \).

**Lemma 5.1** A set \( S \subseteq D_i \) is independent in \( M_i \) if and only if \( |S \cap T| \leq f(T) \) for all \( T \subseteq D_i \).

**Proof.** Suppose that set \( S \subseteq D_i \) is independent in \( M_i \). Then, \( S \cup \tilde{B}_{=w_i} \) is an independent set of \( M \), and by Hall’s Theorem, \( |\mathcal{N}(S')| \geq |S'| \) for all \( S' \subseteq (S \cup \tilde{B}_{=w_i}) \). Let \( T \subseteq D_i \) and \( F \subseteq \tilde{B}_{=w_i} \). Clearly \( (S \cap T) \cup F \subseteq (S \cup \tilde{B}_{=w_i}) \), and thus \( |\mathcal{N}((S \cap T) \cup F)| \geq |(S \cap T) \cup F| = |S \cap T| + |F| \). Since \( |\mathcal{N}(T \cup F)| \geq |\mathcal{N}((S \cap T) \cup F)| \), then \( |S \cap T| \leq |\mathcal{N}(T \cup F)| - |F| \), and therefore, \( |S \cap T| \leq f(T) \) for all \( T \subseteq D_i \).

Suppose now that for some set \( S \subseteq D_i \), it holds that \( |S \cap T| \leq f(T) \) for all sets \( T \subseteq D_i \). This means that \( |S \cap T| \leq |\mathcal{N}(T \cup F)| - |F| \) for all \( T \subseteq D_i \) and \( F \subseteq \tilde{B}_{=w_i} \). In particular, by choosing \( T \) to be a subset of \( S \) we get \( |\mathcal{N}(T \cup F)| \geq |T| + |F| \). Thus, \( |\mathcal{N}(T \cup F)| \geq |T \cup F| \) for all \( (T \cup F) \subseteq (S \cup \tilde{B}_{=w_i}) \), and hence, by Hall’s Theorem, \( S \cup \tilde{B}_{=w_i} \) is independent in \( M \). \( \square \)

This result and the following property of function \( f \) will provide the desired formulation for the polyhedron \( \mathcal{P}(M_i) \). A set function \( h : 2^H \rightarrow \mathbb{R} \) is said to be submodular if \( h(S) + h(T) \geq h(S \cup T) + h(S \cap T) \) holds for all \( S, T \subseteq H \).

**Lemma 5.2** Function \( f \) is submodular.

**Proof.** Let \( T \) and \( T' \) be subsets of \( D_i \). Let \( S \subseteq \tilde{B}_{=w_i} \) and \( S' \subseteq \tilde{B}_{=w_i} \) be such that \( f(T) = |\mathcal{N}(T \cup S)| - |S| \) and \( f(T') = |\mathcal{N}(T' \cup S')| - |S'| \). Then (see Figure 14),

\[
f(T) + f(T') = |\mathcal{N}(T \cup S)| + |\mathcal{N}(T' \cup S')| - |S| - |S'|
\]

\[
= |\mathcal{N}(T \cup S)| + |\mathcal{N}(T' \cup S')| - |\mathcal{N}(T \cup S)| + |\mathcal{N}(T' \cup S')| - |\mathcal{N}(T' \cup S')| = |\mathcal{N}(T \cup S)| - |S \cup S'| - |S \cap S'|
\]

\[
= |\mathcal{N}(T \cup S)| - |S \cup S'| - |S \cap S'|
\]
Figure 14: Auxiliary diagram to show that function $f$ is submodular.

\[
\begin{align*}
\Delta_i & \left\{ \begin{array}{c}
D_i \\
\bar{R}_{w_i} \\
T \\
T' \\
S \\
S' \\
D \\
D'
\end{array} \right\} \\
& \xrightarrow{\Delta_i} \left\{ \begin{array}{c}
\mathcal{N}(T \cup S) \\
\mathcal{N}(T \cup S') \\
\mathcal{N}(T \cup S) \\
\mathcal{N}(T \cup S')
\end{array} \right\}
\end{align*}
\]

We now use the following result by Edmonds [29, 24] to give explicit representations for the independent sets of $M_i$ and for its matroid polyhedron $\mathcal{P}(M_i)$.

**Theorem 5.1 (Edmonds)** Let $h : 2^H \mapsto \mathbb{R}$ be a submodular function and $\mathcal{J} = \{ S \mid S \subseteq H \text{ such that } |S \cap F'| \leq h(F') \text{ for all } F' \subseteq H \}$. Then $\mathcal{J}$ is the family of independent sets of a matroid on $H$, and the convex hull of incidence vectors of members of $\mathcal{J}$ is $\mathcal{C} = \{ y = (y_1, y_2, \ldots, y_{|H|}) \mid 0 \leq y_i \leq 1 \text{ for all } 1 \leq i \leq |H| \text{ and } y(F') \leq h(F') \text{ for all } F' \subseteq H \}$.

From this Theorem, Lemma 5.2, and Lemma 5.1 we derive the following expression for $\mathcal{P}(M_i)$.

**Theorem 5.2** The family of independent sets of $M_i = (D_i, \mathcal{I}_i) = (M|D_{\leq w_i})/D_{\leq w_i}$ is $\mathcal{I}_i = \{ S \mid S \subseteq D_i \text{ and } |S \cap F| \leq f(F) \text{ for all } F \subseteq D_i \}$ and its matroid polyhedron is $\mathcal{P}(M_i) = \{ z = (z_1, z_2, \ldots, z_{|D_i|}) \mid 0 \leq z_i \leq 1 \text{ for all } 1 \leq i \leq |D_i| \text{ and } z(F) \leq f(F) \text{ for all } F \subseteq D_i \}$.

By Theorem 5.2, we can solve problem (3) using a slight modification of the polymatroid greedy-algorithm (see e.g. Chapter 3) since function $f$ can be used as the rank function for submatroid $M_i$. The algorithm is described in Figure 15.

Algorithm **poly-greedy** can be implemented with a single maximum flow computation on a bipartite graph. To see how, consider an iteration of the for-loop of algorithm **poly-greedy**. Using the definition of $f$, the value of $\delta_i$ can be rewritten as $\min \{ |\mathcal{N}(T \cup F)| - |F| - y(T) \mid \epsilon_i \in T \subseteq D_i \text{ and } F \subseteq \bar{B}_{=w_i} \}$. This minimization problem can be solved by computing a minimum cut in
Algorithm $\mathsf{poly\text{-}greedy}(\mathcal{M}_i, f, c, \lambda)$

1. $y(\epsilon_i) \leftarrow 0$ for all $\epsilon_i \in D_i$
2. for each $\epsilon_i \in D_i$, do
   3. $\delta_i \leftarrow \min\{ f(T) - y(T) \mid \epsilon_i \in T \subseteq D_i \}$
   4. $y(\epsilon_i) \leftarrow \min\{ 1, \delta_i, c(\epsilon_i) / \lambda \}$
3. end for
4. Output $y$

Figure 15: Modified polymatroid greedy-algorithm.

an auxiliary graph $\tilde{G}_t = (\{s, t\} \cup D_i \cup \tilde{B}_w \cup D', E_t)$ (see Figure 16). Graph $\tilde{G}_t$ has an edge of infinite capacity from $s$ to $\epsilon_i$, and an edge of capacity $y(\epsilon_i)$ from $s$ to each $\epsilon_i \in D_i - \{\epsilon_i\}$. It also has an edge of capacity 1 from $s$ to every vertex in $\tilde{B}_w$, and an edge of infinite capacity from $v \in D_i \cup \tilde{B}_w$ to $w \in D'$ whenever the edge $(v, w)$ belongs to the bipartite graph $G$. Finally, $\tilde{G}_t$ has an edge of capacity 1 from each vertex in $D'$ to $t$.

**Lemma 5.3** Let $(R, \tilde{R})$ be a minimum cut of $\tilde{G}_t$ separating $s$ from $t$, and $c(R, \tilde{R})$ be its capacity. Then, $c(R, \tilde{R}) - y(D_i) - |\tilde{B}_w| = \min\{ |\mathcal{N}(T \cup F)| - |F| - y(T) \mid \epsilon_i \in T \subseteq D_i \text{ and } F \subseteq \tilde{B}_w \}$.

**Proof.** Without loss of generality assume that $s \in R$. Clearly vertex $\epsilon_i$ has to be in $R$. Observe that for any $v \in R$, $\mathcal{N}(v) \subseteq R$ because otherwise the minimum cut would have infinite capacity, and from Figure 16 it is apparent that a minimum cut of $\tilde{G}_t$ has finite capacity. Let $R_{D_i} = R \cap D_i$ and $R_{\tilde{B}_w} = R \cap \tilde{B}_w$. From Figure 16 we can see that $c(R, \tilde{R}) = |\mathcal{N}(R_{D_i} \cup R_{\tilde{B}_w})| + \sum_{\epsilon \in (D_i - R_{D_i})} y(\epsilon) + |\tilde{B}_w - R_{\tilde{B}_w}|$. Therefore,

$$c(R, \tilde{R}) = \sum_{\epsilon \in D_i} y(\epsilon) - |\tilde{B}_w|$$

$$= |\mathcal{N}(R_{D_i} \cup R_{\tilde{B}_w})| - \sum_{\epsilon \in R_{D_i}} y(\epsilon) - |R_{\tilde{B}_w}|$$

$$= \min\{ |\mathcal{N}(T \cup F)| - \sum_{\epsilon \in T} y(\epsilon) - |F| \mid \epsilon_i \in T \subseteq D_i \text{ and } F \subseteq \tilde{B}_w \} \quad \Box$$

By Lemma 5.3, we can implement $\mathsf{poly\text{-}greedy}$ by performing $|D_i|$ maximum flow computations on auxiliary graphs $\tilde{G}_t$. However, we can do better than that. Note that in each iteration of the for-loop of $\mathsf{poly\text{-}greedy}$ the value of $\delta_i$ can be computed by finding a maximum flow of $\tilde{G}_t$ that saturates every edge leaving $s$, except the edge $(s, \epsilon_i)$ of infinite capacity. By Lemma 5.3, $\delta_i$ is equal to the value of the flow going through edge $(s, \epsilon_i)$ in this maximum flow. If the value of the flow on edge $(s, \epsilon_i)$ is larger than min$\{1, c(\epsilon_i) / \lambda\}$, then $\mathsf{poly\text{-}greedy}$ reduces it to min$\{1, c(\epsilon_i) / \lambda\}$. Thus, since in each iteration of the for-loop $\mathsf{poly\text{-}greedy}$ essentially computes the maximum flow that can be sent through edge $(s, \epsilon_i)$, we can modify the auxiliary graphs so that the all values $\delta_i$ can be determined with a single maximum flow computation on a new auxiliary graph $G_t$. 
This new auxiliary graph $G_i = (\{s,t\} \cup D_i \cup \check{B}_{w_i} \cup D', E_i)$ is built with the same topology and edge capacities as any of the graphs $\tilde{G}_r$, except that each edge from $s$ to $e_j \in D_i$ has capacity $\min\{1, c(e_j)/\lambda\}$ (there is no edge of infinite capacity incident to $s$). Let $z$ be a maximum flow for $G_i$ that saturates every edge from $s$ to $\check{B}_{w_i}$. (Such a flow must exist since the elements in $\check{B}_{w_i}$ form an independent set of the transversal matroid $M$, and hence, there has to be a matching in $G_i$ covering them.) Let $z'$ be the vector giving the value of the flow $z$ through the edges from $s$ to vertices in $D_i$.

**Lemma 5.4** The vector $z'$ is a maximizer for problem (3).

*Proof.* It is clear that $z'(s, e_j) \leq c(e_j)/\lambda$ for every $e_j \in D_i$. We need only prove that $z'$ is a maximal vector in $P(M_i)$ with this property. Let $F$ and $S$ be, respectively, subsets of $D_i$ and $\check{B}_{w_i}$. Since $z$ is a valid flow function for $G_i$, then it follows that $z(F \cup S) \leq \mathcal{N}(F \cup S)$. Also, $z(F \cup S) = z(F) + |S|$ because $z$ saturates every edge from $s$ to $\check{B}_{w_i}$. Combining these
two inequalities we get that \( z'(F) \leq N'(F \cup S) - |S| \) for any \( F \subseteq D_i \) and \( S \subseteq \tilde{B}_{=w_i} \). Therefore, by Theorem 5.2, \( z' \in \mathcal{P}(M_i) \).

Vector \( z' \) is maximal because the vector \( y \) computed by poly-greedy forms a flow function for the edges from \( s \) to \( D_i \) of value no larger than the flow \( z' \).

**Lemma 5.5** A set of smallest rate in the submatroid \( M_i = (D_i, T_i) \) can be computed in \( O(|D_i \cup \tilde{B}_{=w_i}| + |E_i| \log(|D_i \cup \tilde{B}_{=w_i}|^2/|E_i| + 2)) \) time.

**Proof.** We compute a set of smallest rate in \( M_i \) using Newton’s method to find the largest value \( \sigma_i \) for which \( g_i(\sigma_i) = 0 \), as described in the previous section. Note that each iteration of Newton’s method decreases the value of the parameter \( \lambda \) of problem (1) and increases the value of vector \( c/\lambda \) that defines the capacities of the edges from \( s \) to \( D_i \) in \( G_i \). Hence in two successive iterations of Newton’s method, the only change in \( G_i \) is an increase in the capacities of some edges leaving the source vertex. Using parametric flow techniques, all iterations of Newton’s method can be performed in \( O(|D_i \cup \tilde{B}_{=w_i}| \cdot |E_i| \log(|D_i \cup \tilde{B}_{=w_i}|^2/|E_i| + 2)) \) time using the algorithm FIFO with dynamic trees described in [2].

This algorithm gives only the value of the rate of a set of smallest rate, we show now how to find such a set. Let \( z' \) be the vector giving the value of the final flow through the edges from \( s \) to vertices in \( D_i \). Let \( \lambda_i \) be the rate of a set of smallest rate in \( M_i \). We show that the set \( S \subseteq D_i \) formed by all elements \( e \in D_i \) such that \( z'(s, e) = c(e)/\lambda_i \) is a set of smallest rate in \( M_i \). To see this note that \( \min \{ c(T)/\lambda_i + \text{rank}(D_i - T, M_i) \mid T \subseteq D_i \} = \max \{ y(D_i) \mid y \in \mathcal{P}(M_i) \text{ and } y \leq c/\lambda_i \} = z'(D_i) \), hence \( z'(D_i) = c(S)/\lambda_i + \text{rank}(D_i - S, M_i) \), and therefore \( S \) is a set of smallest rate in \( M_i \).

**Theorem 5.3** The breakpoints of the robustness function of a transversal matroid \( M \) can be computed in \( O(mn(m+n^2)|E| \log(m^2/|E| + 2)) \) time, where \( E \) is the set of edges in its bipartite graph.

**Proof.** By the previous lemma, the total time required to find a set of smallest rate in \( M \) is \( O(\sum_{i=1}^p |D_i \cup \tilde{B}_{=w_i}| \cdot |E_i| \log(|D_i \cup \tilde{B}_{=w_i}|^2/|E_i| + 2)) = O(|E| \log(m^2/|E| + 2) \sum_{i=1}^p |D_i \cup \tilde{B}_{=w_i}|). \)

Observe that the sets \( D_i \) and \( \tilde{B}_{=w_i} \) are disjoint and that \( \sum_{i=1}^p |D_i| = |D| = m \). Furthermore, note that at most \( n \) of the matroids \( M_i \) have to be considered when computing a set of smallest rate in \( M \). To see why, consider a minimum weight base \( B \) of \( M \). Let \( w_i \) be the weight of some element in \( M \) such that no element of \( B \) has weight \( w_i \). Then, the only independent set in matroid \( M_k = (M|E_{\leq w_i})/E_{>w_i} \) is the empty set. Therefore, \( \sum_{i=1}^p |\tilde{B}_{=w_i}| \leq n^2 \), and the total time needed to compute a set of smallest rate in matroid \( M \) is \( O((m+n^2)|E| \log(m^2/|E| + 2)) \).

Algorithm uplift adds an additional factor \( mn \) to this time.

### 5.2 Scheduling Matroids

Scheduling matroids arise in the following class of scheduling problems. Let \( J = \{ j_1, j_2, \ldots, j_m \} \), be a set of unit-time jobs. Each job \( j_i \) has a weight \( w(j_i) \), and integer release time \( r_i \) and deadline
The problem is to select a largest subset of jobs of minimum total weight that can be executed on a single processor. Without loss of generality we assume that the largest deadline has value at most \( m \).

This problem is equivalent to a weighted matching problem on a convex bipartite graph \( G = (J \cup T, A) \) (see e.g., [43]). To build \( G \) we think of the \( i \)th vertex of \( J \) as job \( j_i \), and the \( i \)th vertex of \( T \) as the time interval from \( i - 1 \) to \( i \). For each job \( j_i \), graph \( G \) has edges of weight \( w(j_i) \) from \( j_i \) to each time interval between \( r_i \) and \( d_i \). A maximum cardinality matching of minimum weight in \( G \) defines a scheduling of a largest subset of \( J \) of minimum total weight.

A scheduling matroid \( M = (J, I, w, c) \) has a set \( J \) of jobs as its ground set and a subset of jobs is independent if and only if there is a valid scheduling for them. By the above discussion, the class of scheduling matroids is a proper subset of the class of transversal matroids. Let \( w_1, w_2, \ldots, w_p \) be the different weights of elements in \( M \).

In the previous section we showed how to find a set of smallest rate in a transversal matroid by performing a series of minimum-cut computations over auxiliary bipartite graphs \( G_k \). We use this same approach here, but now we can design a faster algorithm by taking advantage of the fact that the auxiliary graphs \( G_k \) are convex bipartite.

Fix an auxiliary graph \( G_k \). Let \( M_k = (J_{=w_k}, I_k) = (M|J_{\leq w_k})/J_{<w_k} \). For reasons that will be apparent later, we explicitly perform all the maximum flow computations on auxiliary graph \( G_k \) needed to find the largest value \( \sigma_k \) for which \( g_k(\sigma_k) = 0 \), instead of using parametric flow techniques as we did for transversal matroids. We show that at most \( |B_{=w_k}| \) maximum flow computations have to be performed on \( G_k \), where \( B \) is a minimum weight base of \( M \). For convenience we show graph \( G_k \) in Figure 17.

In the sequence of maximum flow computations that have to be performed over \( G_k \) the value of the parameter \( \lambda \) is monotonically decreased, and so the capacities of the edges form \( s \) to \( J_{=w_k} \) are monotonically increased. Let \( f_k(1/\lambda) \) denote the value of a maximum flow in \( G_k \) as a function of \( 1/\lambda \). It is well known [30, 107] that in an \( s-t \) graph in which the capacities of the edges leaving the source are linear functions of a parameter \( 1/\lambda \), the value of a maximum flow is a piecewise-linear concave function of \( 1/\lambda \).

By definition of \( B \), there is a matching of maximum cardinality in \( G \) that covers the vertices in \( B \). Therefore, for any value of the parameter \( 1/\lambda \) there is a maximum flow of \( G_k \) that saturates at least \( |\tilde{B}_{=w_k}| \) edges incident to vertex \( t \). Let us consider this maximum flow. Note that if \( \lambda \) is decreased, the value of the flow increases linearly with \( 1/\lambda \) until one more edge incident to \( t \) is saturated. Since a maximum matching of \( G \) has size \( |B| \), then for any value of \( 1/\lambda \) at most \( |B| \) of the edges incident to \( t \) can be saturated by a flow. This implies that \( f_k(1/\lambda) \) has at most \( |B_{=w_k}| \) breakpoints.

It is easy to see that a set of smallest rate in a scheduling matroid \( M = (J, I, w, c) \) has rate \( \lambda^* \leq c(J)/n \). To compute the value of \( \lambda^* \), we use Newton’s method on each function \( f_k(1/\lambda) \) to find the largest value \( \lambda_k \) for which \( f_k(1/\lambda_k) = |B| \). By the above discussion, the value of \( \lambda_k \) can be found by performing at most \( |B_{=w_k}| \) maximum flow computations on \( G_k \). The value of \( \lambda^* \) is equal to the smallest \( \lambda_k \), for \( k = 1, 2, \ldots, p \).
We show that a maximum flow of $G_k$ that saturates all edges from $s_k$ to $B_{=w_k}$ can be computed in $O(|J_{=w_k} \cup B_{=w_k}|)$ time, whereas the previous best algorithm for finding a maximum flow in a bipartite graph $G_k$ needs $O(|J_{=w_k} \cup B_{=w_k}| \log(|J_{=w_k} \cup B_{=w_k}|^2/|E_k|) + 2)$ time [2].

We describe first how to find in linear time a maximum flow for $G_k$, and then we show how to modify it so that it saturates all edges from $s_k$ to $B_{=w_k}$ as required by Lemma 5.4.

Consider one of the auxiliary graphs $G_k = (\{s, t\} \cup J_{=w_k} \cup B_{=w_k} \cup J', E_k)$. The problem of computing a maximum flow of $G_k$ can be interpreted as a scheduling-with-preemption problem on a single processor. Let the vertices $\tau_k \in J'$ be time slots and the vertices $j_i \in J_{=w_k} \cup B_{=w_k}$ be jobs. The capacity of edge $(s, j_i)$ is the processing time required by job $j_i$, and each infinite capacity edge $(j_i, \tau_k)$ identifies a time slot $\tau_k$ where job $j_i$ can be scheduled. Under this interpretation, any flow function for $G_k$ defines a feasible preemptive schedule for various portions of the jobs in $J_{=w_k} \cup B_{=w_k}$: the value of the flow on edge $(s, j_i)$ determines the total time that job $j_i$ is scheduled for execution, and the flow on edge $(j_i, \tau_k)$ defines the portion of job $j_i$ that is scheduled in time interval $\tau_k$. The converse of this statement is also true, i.e., a preemptive schedule that specifies the execution order of portions of the jobs in $J_{=w_k} \cup B_{=w_k}$.
on a single processor defines a valid flow for $G_k$.

By the previous discussion, any algorithm that finds a preemptive schedule for the jobs in $\bar{B}=w_k \cup J=\omega_k$ that maximizes the amount of time that the jobs are executed on a single processor, also computes a maximum flow for $G_k$. We present below an efficient implementation of the preemptive earliest deadline first rule [71], which finds in linear time an optimal preemptive schedule for the jobs $\bar{B}=w_k \cup J=\omega_k$, and thus, a maximum flow for $G_k$.

We assume that the largest deadline among the jobs in $J=\omega_k \cup \bar{B}=w_k$ is at most $|J=\omega_k \cup \bar{B}=w_k|$. If this condition does not hold, we use the techniques in [34] to modify the deadlines so that this condition is satisfied. This preprocessing step requires $O(|J=\omega_k \cup \bar{B}=w_k|)$ time. The extra time required by this step does not affect the overall time complexity of our algorithm.

A straightforward implementation of the preemptive earliest deadline first rule uses an initially empty set $T$ to store all those jobs that can be scheduled at a given time. Starting at the earliest release time, and moving forward in time, a schedule is generated as follows. A job is added into $T$ whenever it becomes available for scheduling, and in each time interval (a fraction of) the job with smallest deadline in $T$ is scheduled.

Our scheduling problem can be seen as an extension of the off-line min problem defined in [1]. In this latter problem we are given a set of integers $\{1, 2, \ldots, i\}$, an initially empty set $T$, and two operations: insert, that adds an integer to $T$, and extract min, that removes the smallest integer from $T$. It is desired to maintain $T$ under a given sequence of insert and extract min operations, assuming that each integer is inserted in $T$ only once.

As in an off-line min problem, we want to maintain in our scheduling problem a set of jobs $T$ under some sequence $S$ of two operations: insertion of all the jobs with a particular release time, and extraction of a job with smallest deadline. However, contrary to the off-line min problem, we might have several jobs with the same deadline, and we do not know in advance how many jobs will be extracted between two consecutive insertion operations. We define the generalized off-line min problem over a set of elements $\{\epsilon_1, \epsilon_2, \ldots, \epsilon_m\}$ as follows. Each element has two attributes, an integral value from the domain $\{1, 2, \ldots, m\}$, and a positive real magnitude no larger than 1. There is an initially empty set $T$ over which two operations are defined, insert and retrieve. Operation insert adds an element to $T$. Operation retrieve extracts from $T$ elements of smallest value until either $T$ is empty or total magnitude 1 is achieved, splitting the magnitude of the last element before extraction, as necessary. Given a sequence $S$ of insert and retrieve operations, the generalized off-line min problem consists in finding which portions of what elements are removed by each retrieve operation.

Consider the following instance of the generalized off-line min problem defined over the set $\{a, b, c, d, e\}$. The values of the elements are 1, 1, 3, 4, and 2, respectively, and their magnitudes are 0.3, 0.5, 0.4, 0.8, and 1.0. The sequence $S$ is: insert a, insert b, insert c, retrieve, insert d, insert e, retrieve, retrieve. The first retrieve operation extracts from $T$ elements $a$ and $b$, and half of element $c$ (so it leaves in $T$ the rest of element $c$ with magnitude 0.2). The second retrieve operation extracts element $e$, while the third retrieve extracts the remaining of $e$ plus element $d$. 

Algorithm \textit{generalized\_off-line}(S, \{e_1, e_2, \ldots, e_m\})

Initialize each \(Q(i)\) to \(\emptyset\), and set \(j \leftarrow 1\).

\begin{verbatim}
while \(j < m\) do
    \(i \leftarrow \text{FIND}(e_j)\).
    Add \(e_j\) to the end of list \(Q(i)\).
    Find \(S_m\), the sum of magnitudes of the elements in \(Q(i)\).
    if \(S_m \geq 1\) then
        \(\text{UNION}(i, \text{succ}(i), \text{succ}(i))\)
        \(\text{magnitude}(e_j) \leftarrow S_m - 1\)
    end if
    if \(S_m \leq 1\) then \(j \leftarrow j + 1\) end if
end while
Output \(Q\)
\end{verbatim}

Figure 18: Algorithm \textit{generalized\_off-line}

To solve the generalized off-line min problem, it is convenient to write the sequence \(S\) as \(I_1, R, I_2, R, \ldots, I_q, R\), where \(R\) is a \textit{retrieve} operation and each \(I_i\) is a sequence of \textit{insert} operations. Let \(i\) be the set of elements inserted by \(I_i\). As in [1], we use disjoint-set data structures to represent each set \(i\); these sets are stored in a doubly linked list with \(\text{succ}(i)\) the successor of \(i\). We use an array \(Q\), and store in \(Q(i)\) a list with the elements extracted by the \(i\)th \textit{retrieve} operation. Let the elements be indexed non-decreasingly by value. The algorithm to solve the generalized off-line min problem is described in Figure 18. Function FIND\((x)\) returns the set to which element \(x\) belongs and function UNION\((x, y, y)\) on sets \(x\) and \(y\), makes \(y \leftarrow x \cup y\).

\textbf{Lemma 5.6} Algorithm \textit{generalized\_off-line} runs in \(O(m)\) time.

\textit{Proof.} We can use counting sort (see e.g. [22]) to index the elements non-decreasingly by value, as required by \textit{generalized\_off-line}, in \(O(m)\) time. Note that the only UNION operations that the algorithm performs are of the form UNION\((i, \text{succ}(i), \text{succ}(i))\). This special order of the UNION operations allows us to use the algorithm of Gabow and Tarjan [44] to perform all the UNION and FIND operations in \(O(m)\) time. \qed

We use algorithm \textit{generalized\_off-line} to find an optimal scheduling for the jobs in \(J_{=w_k} \cup \hat{B}_{=w_k}\) as follows. We initialize the data structures of \textit{generalized\_off-line} by storing in set \(i\) all jobs with the \(i\)th smallest release time. The attribute magnitude of each job is set equal to the processing time for the job and the attribute value is equal to the deadline of the job. The jobs are indexed non-decreasingly by deadline. Run algorithm \textit{generalized\_off-line} with the following slight change: in each iteration of the while-loop, after finding the set \(i\) containing job \(e_j\), \textit{generalized\_off-line} inserts \(e_j\) in \(Q(i)\) only if its deadline is at least \(i\) (otherwise job \(e_j\) cannot be scheduled in the \(i\)th time slot). The schedule can easily be obtained from the information that \textit{generalized\_off-line} stores in \(Q\).
Lemma 5.7 An optimal scheduling for the jobs $J_{w_k} \cup \bar{B}_{w_k}$ can be computed in $O(|J_{w_k} \cup \bar{B}_{w_k}|)$ time and $O(|J_{w_k} \cup \bar{B}_{w_k}|)$ space.

The maximum flow of the auxiliary graph $G_k$ corresponding to the schedule generated by generalized-off-line might not saturate all edges from $s_k$ to $\bar{B}_{w_k}$. We show below how to find a flow that complies with this condition.

First, modify the deadlines of the jobs in $\bar{B}_{w_k}$ so that no two of them have the same deadline. To do this, find an optimal schedule for the jobs in $\bar{B}_{w_k}$ using a time-reversed version of the preemptive earliest deadline first rule. This new rule schedules jobs by starting at the largest deadline and moving backwards in time towards the smallest release time. The rule schedules in each interval the job with latest release time that is available. The correctness of this rule can be easily established. Let $S'$ be the schedule for the jobs in $\bar{B}_{w_k}$ obtained with this rule. Modify the deadline of each job $j_i \in \bar{B}_{w_k}$ by making it equal to the completion time of job $j_i$ in $S'$. Let $d'_i$ be the modified deadline for job $j_i$.

Then, modify algorithm generalized-off-line so that whenever two or more jobs have the same modified deadline, it chooses to schedule first the jobs from $\bar{B}_{w_k}$. (The only change that we actually need to make is to index the jobs so that if several jobs have the same modified deadline, the jobs from $\bar{B}_{w_k}$ are indexed first.) Use this modified generalized-off-line algorithm to find a schedule $S^*$ for the jobs in $J_{w_k} \cup \bar{B}_{w_k}$.

Lemma 5.8 The schedule $S^*$ maximizes the amount of time that the jobs in $J_{w_k} \cup \bar{B}_{w_k}$ are executed on a single processor, and it schedules to completion all jobs from $\bar{B}_{w_k}$.

Proof. We need only prove that there is an optimal schedule $\hat{S}$ for the jobs in $J_{w_k} \cup \bar{B}_{w_k}$ in which all jobs from $\bar{B}_{w_k}$ are scheduled to completion, and such that no job $j_i \in \bar{B}_{w_k}$ is scheduled after its modified deadline $d'_i$. The proof is by contradiction.

Let $S'$ be the schedule used to determine the modified deadlines $d'_i$. Suppose there is no optimal schedule $\hat{S}$ for the modified deadlines, but there is one for the original deadlines. Choose $S$ to be an optimal schedule for the original deadlines that schedules to completion all jobs from $\bar{B}_{w_k}$, such that the first job $j_i \in \bar{B}_{w_k}$ that is not completed by its modified deadline has $d'_i$ as large as possible. Since jobs are scheduled in $S'$ as late as possible, there must be at least one job $j_k \in \bar{B}_{w_k}$ with $d'_k > d'_i$ and $r_k \geq r_i$ that is scheduled in $S$ to be completed at a time $l_k < d'_i$. Clearly, we can modify $S$ so that $j_i$ is scheduled within the portions of time allotted to $j_k$, and $j_k$ is scheduled in the time intervals assigned to $j_i$. This modification to $S$ produces a new optimal scheduling in which the completion time for $j_i$ does not exceed $d'_i$. This is a contradiction.

Theorem 5.4 The robustness function of a scheduling matroid $M = (J, \mathcal{I}, w, c)$ can be computed in $O(m^2 n^2)$ time, where $m = |J|$ and $n = |\mathcal{B}|$ is the size of a maximum independent set in $\mathcal{I}$.

Proof. In each auxiliary graph $G_k$, the largest value $\lambda_k$ for which a maximum flow has value $|\mathcal{B}|$ can be computed in $O(|\mathcal{B}_{w_k}| |J_{w_k} \cup \bar{B}_{w_k}|)$ time. Hence, the total time used to find a set of smallest rate in the scheduling matroid $M$ is $O\left(\sum_{i=1}^{p} |\mathcal{B}_{w_k}| |J_{w_k} \cup \bar{B}_{w_k}|\right) = \ldots$
\( O(B||D| + |B|^2) = O(mn) \). Since algorithm uplift computes \( O(mn) \) sets of smallest rate, the total time needed to compute all the breakpoints in the robustness function in \( O(m^2n^2) \). \( \square \)

6 Partition Matroids

In this section we study the problem of computing the robustness function of a partition matroid. As for transversal and scheduling matroids, we use algorithm uplift to compute the robustness function. But, we show how to exploit the simple structure of partition matroids in the design of a very efficient algorithm for finding a set of smallest rate. Furthermore, we show that for partition matroids, algorithm uplift needs to perform at most \( O(m) \) iterations.

We also study the problem of evaluating the robustness function at a single point, instead of generating all the breakpoints. For this version of the problem we design a sophisticated prune-and-search algorithm that optimally solves it.

6.1 Robustness Function for Partition Matroids

A partition matroid \( P = (E, \mathcal{I}, w, c) \) is defined over a finite set \( E \) of \( m \) elements, partitioned into \( \ell \) disjoint blocks \( E_1, E_2, \ldots, E_{\ell} \). Given a set of \( \ell \) positive integers \( n_i \leq |E_i|, i = 1, \ldots, \ell \), a set \( S \subseteq E \) is independent in \( P \) if and only if \( |S \cap E_i| \leq n_i \), for all \( 1 \leq i \leq \ell \). A minimum weight base of \( P \) is a minimum weight subset \( B \) of \( E \) such that \( |B \cap E_i| = n_i \), for all \( 1 \leq i \leq \ell \).

Consider a partition matroid \( P = (E, \mathcal{I}, w, c) \). The blocks \( E_i \) of \( E \) are independent in the sense that any change in the weights of the elements in some block \( E_i \) does not affect the set of elements of another block \( E_j \) that might belong to a minimum weight base. Hence, there must be at least one block \( E_i \) that contains a subset of elements having the smallest rate in \( P \). This observation simplifies the problem of finding a set of smallest rate since we need only show how to compute a set of smallest rate in one of the blocks \( E_i \), or equivalently, how to find a set of smallest rate in a uniform matroid. A uniform matroid is a partition matroid in which \( \ell = 1 \). In a uniform matroid \( P = (E, \mathcal{I}, w, c) \) of rank \( n \) a set \( S \subseteq E \) is independent if and only if \( |S| \leq n \).

Fix a uniform matroid \( U = (E, \mathcal{I}, w, c) \) with rank \( n \). Let \( w_n \) be the weight of the \( n \)th smallest element in \( E \). Note that the only elements of \( E \) that can belong to a minimum weight base of \( U \) are those elements of weight at most \( w_n \). Let \( E_{<w_n}, E_{=w_n}, \) and \( E_{>w_n} \) denote the subsets of \( E \) formed by all elements of weight smaller than \( w_n \), equal to \( w_n \), and larger than \( w_n \), respectively.

Let \( \Delta = |E_{<w_n}| + |E_{=w_n}| - n \).

Lemma 6.1 If \( S \subseteq E \) is a set of smallest rate in \( U \) then

\[
\text{rate} (S, U) = \min \left\{ \min \left\{ c(e) \mid e \in E_{<w_n} \right\}, \min \left\{ c(T) / |T| - \Delta \mid T \subseteq E_{=w_n} \text{ and } |T| > \Delta \right\} \right\}
\]

Proof. For any set \( T \subseteq E_{<w_n} \), \( \text{coverage} (T, U) = |T| \) since all elements in \( E_{<w_n} \) belong to every minimum weight base of \( U \). Also, for any set \( T \subseteq E_{=w_n} \), \( \text{coverage} (T, U) = \max \{0, |T| - \Delta\} \).
Algorithm *descend* \( T_{w_n}, U \)

Let \( x \) be the root of \( T_{w_n} \).

while \( x \) is not a leaf do
  if \(|L(x)| \leq \Delta\), or rate \((L(x), U) > \text{rate} \((L(\text{next}(x)), U)\) then
    \( x \leftarrow \) right child of \( x \)
  else \( x \leftarrow \) left child of \( x \) end if
end while

if \((\text{cost of the element stored in node } x) = \text{rate} \((L(x), U)\) then
  Find the rightmost leaf \( y \) that stores an element of cost equal to \( \text{rate} \((L(x), U)\). Output the set of elements in \( L(y) \)
else Output the set of elements in \( L(x) \) end if

![Figure 19: Algorithm to find the largest set of smallest rate in \( E_{w_n} \)].

because there is a maximum weight base of \( U \) that contains \( \min(n - |E_{<w_n}|, |E_{=w_n}|-|T|) \) elements from \( E_{=w_n} - T \).

By Lemma 6.1, there is a set of smallest rate in \( U \) that either consists of a single element of smallest cost in \( E_{<w_n} \), or that is formed by the \( k \) elements of smallest cost in \( E_{=w_n} \), for some \( \Delta < k \leq |E_{=w_n}| \). The following observation allows us to compute efficiently the value of \( k \). Let \( \{e_1, e_2, \ldots, e_{|E_{=w_n}|}\} \) be the elements of \( E_{=w_n} \) indexed in non-decreasing order of cost.

Lemma 6.2 The discrete function \( f(i) = \sum_{j=1}^{i} c(e_j)/(i - \Delta) \) with integer argument \( i \) is strictly decreasing in the interval \( \Delta + 1 \leq i \leq k' \), and non-decreasing in the interval \( k' \leq i \leq |E_{=w_n}| \), where \( k' \) is the smallest integer where \( f \) reaches its minimum value.

Proof. Is it not difficult to show that if \( f(i) \geq f(i - 1) \) for any \( \Delta + 2 \leq i \leq |E_{=w_n}| - 1 \), then \( f(i + 1) \geq f(i) \). \( \Box \)

We use a balanced binary search tree \( T_{w_n} \) to compute efficiently the value of \( k \). The elements of \( E_{=w_n} \) are stored in the leaves of \( T_{w_n} \), maintaining a dictionary order on the costs. Given a node \( x \) of \( T_{w_n} \), let \( L(x) \) be the set of all elements stored in the leaves of \( T_{w_n} \) that appear before \( x \) in an in-order traversal of the tree. Let \( \text{next}(x) \) denote the first leaf of \( T_{w_n} \) that appears after \( x \) in an in-order traversal of the tree. The largest set of smallest rate in \( E_{=w_n} \) can be found by a search in \( T_{w_n} \) from the root to the leaves as described in Figure 19. The correctness of this algorithm follows from Lemma 6.2.

Lemma 6.3 Algorithm *descend* runs in \( O(\log |T_{w_n}|) \) time.

Proof. Since rate \((L(x), U) = c(L(x))/(|L(x)| - \Delta) \), then to compute rate \((L(x), U) \) we need to know in each iteration of *descend* the number of elements in \( L(x) \) and their total cost. This can easily be computed as the algorithm traverses the tree if each internal node \( x \) of \( T_{w_n} \) stores the number and total cost of all elements in the subtree rooted at \( x \), and the smallest cost of any element in that subtree. This information can also be used by the algorithm to compute...
are moved from $T_{\leq w_n}$ is a balanced tree, the algorithm runs in $O(\log |T_{=w_n}|)$ time.

Let $H_{<w_n}$ be a min-heap that stores the elements of $E_{<w_n}$ maintaining heap order on their costs. With this heap and algorithm descend, a set of smallest rate in $U$ can be found in $O(\log |T_{=w_n}|)$ time.

We describe now how our data structures need to be updated so that a set of smallest rate in $U$ can be computed efficiently in each iteration of algorithm uplift. We use an additional data structure, a list $L_{>w_n}$ containing the elements of $E_{>w_n}$ in non-decreasing order of weight. There are two cases that have to be considered: (1) if a singleton $\{e_s\} \subset E_{<w_n}$ is chosen as the subset of smallest rate in $U$, then uplift increases the weight of $e_s$ up to $w_n$ and moves $e_s$ from $H_{<w_n}$ into $T_{=w_n}$; (2) if a set $S \subset E_{=w_n}$ is the set of smallest rate in $U$, then algorithm uplift increases the weights of the elements in $S$ to $w_n$, the smallest element weight larger than $w_n$. Since then $w_n$ becomes the weight of the $n$th smallest element in $E$, all elements in $E_{=w_n} - S$ are moved from $T_{=w_n}$ to $H_{<w_n}$. Also each element of weight $w_n$ in $L_{>w_n}$ is removed from $L_{>w_n}$ and inserted in $T_{=w_n}$.

**Lemma 6.4** The robustness function of a uniform matroid $U = (E, I, w, c)$ can be computed in $O(|E| \log |E|)$ time and using $O(|E|)$ space.

**Proof.** We first show that uplift performs at most $2|E| - n$ iterations. In each iteration in which uplift selects some set $S \subset E_{=w_n}$ as the set of smallest rate in $U$, at least one element is removed from $L_{>w_n}$. This can happen at most $|E| - n$ times, since no element is ever inserted into $L_{>w_n}$ while updating the data structures. In each iteration in which uplift chooses a singleton $\{e_s\}$ as the set of smallest rate, the element $e_s$ is moved from $H_{<w_n}$ to $T_{=w_n}$, and it remains in $T_{=w_n}$ until the algorithm ends. To show this, suppose that in a later iteration $j$, element $e_s$ is moved back to $H_{<w_n}$. This means that in iteration $j$ a set $T \subset E_{=w_n}$, with $e_s \not\in T$, has the smallest rate in $U$. Since descend finds the largest set of smallest rate in $E_{=w_n}$, it follows that $c(e_s) > \text{rate}(T, U)$. But, this is not possible since the robustness function is non-decreasing. Therefore, the number of iterations in which a singleton is selected as a set of smallest rate is at most $|E|$, and hence the total number of iterations that uplift performs is at most $2|E| - n$.

A set $S$ of smallest rate in $U$ can be found in $O(\log |E|)$ time, and tolerance $(S, U)$ can be computed in constant time assuming that the weights of the elements are initially sorted non-decreasingly by weight.

It only remains to bound the time required to update the data structures. Removing the smallest element from $H_{<w_n}$ takes $O(\log |H_{<w_n}|)$ time, and removing the first element from $L_{>w_n}$ can be done in constant time. Inserting an element into $T_{=w_n}$ takes $O(\log |T_{=w_n}|)$ time. Since, by the above discussion, any element is removed from $H_{<w_n}$ or $L_{>w_n}$ at most once, and an element can be inserted into $T_{=w_n}$ at most twice, the total time required to update the data structures is $O(|E| \log |E|)$.

We now consider the complexity for computing the robustness function of a partition matroid $P = (E, I, w, c)$ with more than one block.
Theorem 6.1 The robustness function of a partition matroid $P = (E, I, w, c)$ can be computed in $O(|E| \log |E|)$ time and using $O(|E|)$ space.

Proof. Let $E_1, E_2, \ldots, E_\ell$ be the blocks of $E$. We have shown above how to compute efficiently a set of smallest rate in each block $E_i$. To find the set with overall smallest rate in $P$, we use a heap $H$ in which we store the rate of a set of smallest rate in each $E_i$, for all $i = 1, 2, \ldots, \ell$.

The arguments used in the proof of Lemma 6.4 can be extended to show that uplift performs only $O(|E|)$ iterations. Hence, uplift computes the robustness function of $P$ in $O(|E| \log |E|)$ time. The overall space used by our data structures is $O(|E|)$. \hfill \square

6.2 Evaluating the Robustness Function at One Point

In the previous section we presented an algorithm that computes all the breakpoints of the robustness function $F_P$ for a partition matroid $P$. If we do not want to compute all the breakpoints of $F_P$, but only wish to evaluate $F_P$ at a specific point $b$, then we can design an algorithm that requires linear time.

Consider a partition matroid $P = (E, I, w, c)$ with blocks $E_1, E_2, \ldots, E_\ell$. Let $P_i = (E_i, I_i, w_i, c_i)$ be the uniform matroid induced by block $E_i$, for $i = 1, 2, \ldots, \ell$. For some given budget $b$, the value of $F_P(b)$ can be computed by determining the optimal way of distributing the budget among the matroids $P_i$, and by optimally spending the fractional budget $b_i$ assigned to each $P_i$ increasing the weights of its elements. Therefore, we can write

$$F_P(b) = \max \{ \sum_{i=1}^{\ell} F_{P_i}(b_i) \mid b_i \geq 0 \text{ for all } 1 \leq i \leq \ell \text{ and } \sum_{i=1}^{\ell} b_i = b \}$$ (5)

For arbitrary functions $F_{P_i}$, problem (5) is known as the optimal distribution of effort problem [75] or as the convex knapsack problem [31]. There are several efficient algorithms to solve these problems [68, 31], but only under the assumption that the functions $F_{P_i}$ are given in an explicit form that make it possible to compute in constant time the value of $F_{P_i}(x)$ for any $x \geq 0$ and $1 \leq i \leq \ell$. Since we do not have an explicit representation of the robustness functions $F_{P_i}$, we do not know how to compute the value of $F_{P_i}(x)$ in constant time, and thus, we have not found efficient implementations of these algorithms for our problem. Instead, we present here a prune-and-search algorithm to compute $F_P(b)$ in $O(m)$ time.

Let $\delta = \delta_1, \delta_2, \ldots, \delta_\ell$ be a sequence of increases on the weights of the elements of a partition matroid $P$. We say that $\delta$ is a canonical sequence of increases if each $\delta_i$ increases only the weights of the elements in the largest set $S$ of smallest rate in $P$, and each element in $S$ has its weight increased by the same amount $\delta_i \leq \text{tolerance} (S, P)$. Algorithm uplift can be implemented to determine a canonical sequence of increases, and therefore, a canonical sequence of increases can be used to compute $F_P(b)$ for any $b \geq 0$.

The following property of the largest sets of smallest rate in $P$ plays a key role in our algorithm.
Property 6.1 Let \( \delta = \delta_1, \delta_2, \ldots, \delta_k \) be a canonical sequence of increases and \( S_i \) be the set chosen by some \( \delta_i, \ i < k \). In all subsequent increases \( \delta_j, \ j > i \), all elements of \( S_i \) will undergo the same weight changes.

Proof. Let \( e_1 \) and \( e_2 \) be elements of \( S_j \). Note that the cost of \( e_1 \) (\( e_2 \)) cannot be larger than the rate \( r_{S_j} \) of \( S_j \), because otherwise \( S_j - \{ e_1 \} \ (S_j - \{ e_2 \}) \) would have a smaller rate than \( S_j \). Suppose that \( \delta_j, \ j > i \), selects set \( S_j \subseteq E \), with rate \( r_{S_j} \), and that \( e_2 \in S_j \) but \( e_1 \notin S_j \). This means that \( r_{S_j} < c(e_1) \), because otherwise \( S_j \cup \{ e_1 \} \) would be a larger set with rate at most \( r_{S_j} \). But, then \( r_{S_j} < r_i \), since \( c(e_1) \leq r_i \). This contradicts that the robustness function of \( P \) is non-decreasing.

Property 6.1 can be used to design a slightly more efficient version of \( \text{uplift} \) than that presented in the previous section. The idea is that if in some iteration of \( \text{uplift} \), set \( S \subseteq E \) with \( |S| > 1 \) is selected as the set of smallest rate, then we can replace \( S \) by a single meta-element \( e_S \). We can do this, since in the succeeding iterations \( \text{uplift} \) does not need to keep track of the individual weight changes of the elements in \( S \). Although this modified algorithm is more efficient than the original one, its time complexity is still \( O(|E| \log |E|) \). We give below a different approach that exploits Property 6.1 to yield a linear time algorithm for computing \( F_P(b) \), for a fixed value \( b \geq 0 \). To introduce our basic strategy, we show first how to compute \( F_P(b) \) for a uniform matroid.

### 6.2.1 Uniform Matroid

Let \( \delta(w_i) \), for any value \( w_i \geq 0 \) be a canonical sequence of increases for the elements of a partition matroid \( P \) such that the weights of the elements are increased as much as possible without increasing the weight of any element above \( w_i \). Let \( \delta(r_i) \), for any value \( r_i \geq 0 \) be a canonical sequence of increases such that the weights of the elements in \( P \) are increased as much as possible without selecting a set of rate at least \( r_i \).

Given a uniform matroid \( U = (E, \mathcal{I}, w, c) \), our algorithm for evaluating \( F_U(b) \), for some \( b \geq 0 \), does not perform a linear search over the curve \( F_U \), as \( \text{uplift} \) does, but evaluates \( F_U \) at some sequence of probe values that converge to the desired one. The algorithm performs two different types of probes, each one implemented by a prune-and-search linear-time routine. The first routine, called \( \text{up \_to \_weight} \), takes a weight \( w_i \) and computes the weight increases corresponding to \( \delta(w_i) \). The routine determines the cost of the weight increases and the rate of a set of smallest rate according to the increased weights. The second routine, called \( \text{up \_to \_rate} \), takes a rate \( r_i \) and computes the weight increases corresponding to \( \delta(r_i) \). This routine determines the total cost of the weight increases and the weight of the \( n \)th smallest element according to the increased weights.

We present below linear time implementations for these routines. Routine \( \text{up \_to \_weight} \) described in Figure 20, receives as arguments a weight \( w_i \), the set of elements \( E \), and the weight and cost functions \( w \) and \( c \).

**Lemma 6.5** Algorithm \( \text{up \_to \_weight} \) finds in linear time the total cost of the weight increases
Algorithm $\text{up-to-weight}(w_i, E, w, c)$

Find the largest set $S$ of smallest rate in $E_{\leq w_i}$ assuming that all elements in $E_{\leq w_i}$ have the same weight.

Output the rate of $S$ and the cost of increasing the weights of the elements in $S$ to $w_i$.

Figure 20: Algorithm $\text{up-to-weight}$.

made by $\delta(w_i)$ and the rate of a set of smallest rate according to the increased weights.

Proof. We first describe how to compute in linear time the largest set of smallest rate in $E_{\leq w_i}$ assuming that all elements in $E_{\leq w_i}$ have the same weight. Perform a binary search on the costs of the elements to find the smallest cost $c'$ for which $c(T) / (|T| - |E_{\leq w_i}| + n) \leq (c(T) + c') / (|T| + 1 - |E_{\leq w_i}| + n)$, where $T \subseteq E_{\leq w_i}$ is formed by all elements in $E_{\leq w_i}$ of cost smaller than $c'$ and $|T| > |E_{\leq w_i}| - n$. If $c' = c(T) / (|T| - |E_{\leq w_i}| + n)$, then add to $T$ all those elements from $E_{\leq w_i}$ of cost $c'$. By Lemma 6.2, $T$ is the desired set. Using the linear-time algorithm of Blum et al. [10], the above binary search can be performed in $O(|E_{\leq w_i}|)$ time.

To show that algorithm $\text{up-to-weight}$ is correct we have to consider two different cases. Let $w_n$ be the weight of the $n$th smallest element in $E$. If $w_i < w_n$, then only the elements of smallest cost in $E_{\leq w_n}$ have their weights increased by $\delta(w_i)$. Note that the set $S$ computed by $\text{up-to-weight}$ contains exactly those elements. For the case when $w_i \geq w_n$, suppose that the weights of the elements have been increased by $\delta(w_i)$. Let $R$ be the largest set of smallest rate according to the increased weights, and let $r_R$ be its rate. Observe that all elements in $E_{\leq w_i} - R$ have cost no smaller than $r_R$. Hence, if we assume the same initial weight for all elements in $E_{\leq w_i}$, set $R$ would be the largest set of smallest rate in it. □

Algorithm $\text{up-to-rate}$, described in Figure 21, receives as input a rate $r$, the set of elements $E$, and the weight and cost functions $w$ and $c$. The algorithm performs a binary search on the weights, invoking $\text{up-to-weight}$ on each probe weight $\bar{w}$. If $\bar{w}$ is too large, $\text{up-to-rate}$ discards all elements of weight $\bar{w}$ or larger since their weights are not increased by $\tilde{\delta}(r)$. If $\bar{w}$ is too small, $\text{up-to-rate}$ tries a larger probe value, but first it reduces the size of $E$: since all elements of cost at least $r$ and weight at most $\bar{w}$ do not have their weights increased by $\tilde{\delta}(r)$, they can be ignored. Note that all elements of cost smaller than $r$ and weight at most $\bar{w}$ will have their weights increased by $\tilde{\delta}(r)$. Instead of keeping track of all the individual weight increases of these elements, $\text{up-to-rate}$ stores them in a set $T$. When the algorithm determines the maximum weight increase that those elements should have, it performs the increases in a single step.

Algorithm $\text{up-to-rate}$ maintains the invariant that the value of $w^*$ is an upper bound on the maximum weight $w_r$ that $\tilde{\delta}(r)$ can assign to an element of $E$ without selecting a set of rate at least $r$. In each iteration of the repeat-loop, either the value of $w^*$ is decreased to $\bar{w}$, or it is discovered that $\bar{w}$ is a lower bound for $w_r$. The gap between upper and lower bounds for $w_r$ decreases in each iteration of the repeat-loop. When the loop ends, the value of $w^*$ is equal to $w_r$. 
Algorithm $\text{up\_to\_rate}(r, E, w, c)$

$T \leftarrow \emptyset; \quad w^* \leftarrow \infty$

repeat

\begin{enumerate}
\item Find the weight $\bar{w}$ of the $\lceil \frac{1}{2}|E| \rceil$th smallest element in $E$. \smallskip
\item $(r_1, c_1) \leftarrow \text{up\_to\_weight}(\bar{w}, E, w, c)$ \smallskip
\item if $r_1 \geq r$ then \smallskip
\quad $E \leftarrow E_{<\bar{w}}$ \smallskip
\quad $w^* \leftarrow \bar{w}$ \smallskip
\else \smallskip
\quad $T \leftarrow T \cup \{e \mid w(e) \leq \bar{w} \text{ and } c(e) < r\}$ \smallskip
\quad $E \leftarrow E_{>\bar{w}}$ \smallskip
\end{enumerate}

end if

until $|E| = 0$

$c_T \leftarrow$ cost of increasing the weights of the elements in $T$ to $w^*$. \smallskip

$w_n \leftarrow$ weight of the $n$th smallest element in $E$ according to the modified weights \smallskip

Output $c_T$ and $w_n$.

Figure 21: Algorithm $\text{up\_to\_rate}$.

Lemma 6.6 Algorithm $\text{up\_to\_rate}$ finds in linear time the cost of the weight increases determined by $\bar{d}(r)$ and the weight of the $n$th smallest element according to the increased weights.

Proof. By the above discussion, $\text{up\_to\_rate}$ correctly computes the weight increases determined by $\bar{d}(r)$. Each iteration of the repeat-loop takes linear time, and in each iteration the size of $E$ is reduced by at least one half. Therefore, the total time needed by the algorithm is $O(|E|)$.

We describe in Figure 22 a recursive algorithm for evaluating the robustness function $F_U$ of a uniform matroid $U = (E, I, w, c)$ at a given budget value $b \geq 0$. We let $w_B$ be the weight of a minimum weight base of $U$ according to the initial weights. In each recursive call the algorithm reduces in linear time the number of elements in $E$ by a fraction of at least one third, hence the overall time complexity of the algorithm is linear in the number of elements. The essential component of each iteration is a pair of tests that allow the algorithm either to find at least one third of the elements in $E$ that have weights or costs that are too large (and, thus, that can be discarded), or to identify at least one third of the elements in $E$ that will end up having the same final weight (and, thus, that can be contracted to a single meta-element).

Function $\text{contract\_uniform}$, described in Figure 23, identifies a set $S \cup T \subseteq E$ of size at least $\lceil |E|/3 \rceil$ formed by elements that will experience exactly the same weight increases during the computation of $F_U(b)$. Instead of keeping track of the individual weight changes of these elements, they are contracted to a single meta-element $\hat{c}$ and the algorithm computes only the weight increases for $\hat{c}$. After $\text{robustness\_uniform}$ has computed the final weight increases, it is easy to expand the meta-elements to determine the final weight for each element in $E$.

Observe that every call that algorithm $\text{robustness\_uniform}$ makes to $\text{contract\_uniform}$ is preceded by a call to $\text{up\_to\_rate}$, which determines the cost $\hat{c}$ of optimally increasing the weights.
Algorithm \textit{robustness\textunderscore\textit{uniform}} \( (E, w, c, b) \)

\begin{algorithmic}
  \IF {\(|E| = 1\)}
    \STATE Let \( E = \{e\} \). Set \( w(e) \leftarrow w(e) + b/c(e) \).
    \STATE Let \( w_B^* \) be the weight of a minimum weight base of \( U \) according to the increased weights.
    \STATE Output \( w_B^* - w_B \).
  \ENDIF

  \STATE Compute \( w_t \), the weight of the \( \lfloor \frac{2}{3} |E| \rfloor \)th smallest element in \( E \).
  \STATE \((c_t, r_t) \leftarrow \text{up\textunderscore to\textunderscore weight}(w_t, E, w, c)\)
  \IF {\( c_t \geq b \)}
    \STATE \( E \leftarrow E - \{e \mid w(e) \geq w_t\} \)
    \STATE Output \((\textit{robustness\textunderscore\textit{uniform}} \( (E, w, c, b) \))\)
  \ENDIF

  \STATE Compute \( \bar{c} \), the upper median cost among the elements \( e \in E \) of weight \( w(e) \leq w_t \).
  \STATE \((\bar{c}, \bar{w}_n) \leftarrow \text{up\textunderscore to\textunderscore rate}(\bar{c}, E, w, c)\)
  \IF {\( \bar{c} \geq b \)}
    \STATE \( E \leftarrow E - \{e \mid w(e) \leq \bar{w}_n \text{ and } c(e) \geq \bar{c}\} \)
    \STATE \textbf{return} \((\textit{robustness\textunderscore\textit{uniform}} \( (E, w, c, b) \))\)
  \ENDIF

  \STATE \((E, w, b) \leftarrow \text{contract\textunderscore \textit{uniform}} \( (E, w, c, b, \bar{c}, \bar{w}_n, \bar{c}) \)\)
  \IF {\( b = 0 \)}
    \STATE Let \( w_B^* \) be the weight of a minimum weight base of \( U \) according to the increased weights.
    \STATE Output \( w_B^* - w_B \).
  \ELSE
    \STATE Output \((\textit{robustness\textunderscore\textit{uniform}} \( (E, w, c, b) \)) \textbf{end if} \)
  \ENDIF
\end{algorithmic}

Figure 22: Algorithm \textit{robustness\textunderscore\textit{uniform}}.
Algorithm $contract_{\text{uniform}}(E, w, c, b, \bar{c}, \bar{w}_n, \bar{c})$

Let $S = \{e | w(e) \leq \bar{w}_n \text{ and } c(e) < \bar{c}\}$, and $T = \{e | w(e) \leq \bar{w}_n \text{ and } c(e) = \bar{c}\}$.

for each $e \in S$ do $w(e) \leftarrow \bar{w}_n$ end for

$b \leftarrow b - \bar{c}$

for each $e \in T$ do

$(w(e), b) \leftarrow (\min\{\bar{w}_n, w(e) + b/c(e)\}, \max\{0, b - (\bar{w}_n - w(e)) \cdot c(e)\})$

if $b = 0$ then exit the for-loop end if

end for

if $b > 0$ then

$E \leftarrow (E - S - T) \cup \{\bar{c}\}$, where $\bar{c}$ is meta-element with $w(\bar{c}) = \bar{w}_n$ and $c(\bar{c}) = c(S \cup T)$.

end if

Output $(E, w, b)$.

Figure 23: Algorithm $contract_{\text{uniform}}$.

of the elements in $E$ to the point at which the following weight increase would be made over a set of rate at least $\bar{c}$. Algorithm $contract_{\text{uniform}}$ continues these optimal weight increases by lifting to $\bar{w}_n$ the weights of the elements in sets $S$ and $T$. If the budget is exhausted while performing these increases, then the algorithm stops since it has computed the weight function needed to determine $F_U(b)$. Otherwise, the budget is decreased to account for the new weight increases.

If any budget remains after increasing the weights of the elements in $S \cup T$, then all elements of weight at most $\bar{w}_n$ and cost at most $\bar{c}$ are contracted. Note that these elements belong to the first set formed by elements of weight $\bar{w}_n$ that a canonical sequence of increases would select, and thus, by Property 6.1, they can be replaced by a meta-element.

To illustrate how algorithm $robustness_{\text{uniform}}$ works, consider the following example. Let $U = (E, \mathcal{I}, w, e)$ be a uniform matroid of rank 4 with set $E = \{a, b, c, d, e, f, g\}$. The initial weights of the elements are 1, 1, 2, 3, 4, 5, and 6, respectively, and their costs are 1, 3, 5, 1, 3, 1, and 3. The value of $w_B$ is $1 + 1 + 2 + 3 = 7$. We wish to evaluate $F_U(9)$. The algorithm first computes $w_t = 4$, and invokes routine $up_{\text{to}}weight$. This routine returns $(c_t, r_t) = (4, 2)$. The value of $c_t$ is the cost of increasing the weights of the elements to 4, 1, 2, 4, 4, 5, and 6, respectively; with these weights the next set of smallest rate is $\{a, d\}$ and it has rate $r_t = 2$. Since $c_t < 9$, $robustness_{\text{uniform}}$ computes $\bar{c} = 3$, and invokes routine $up_{\text{to}}rate$. This routine returns $(\bar{c}, \bar{w}_n) = (6, 5)$. The value of $\bar{c}$ is the cost of increasing the weights of the elements to 5, 1, 2, 5, 4, 5, and 6. Since $\bar{c} < 9$, then $contract_{\text{uniform}}$ is invoked, and it exhausts the budget by increasing the weights of the elements to 5, 2, 2, 5, 4, 5, and 6. Since upon return from $contract_{\text{uniform}}$ $b$ is zero, $robustness_{\text{uniform}}$ outputs $F_U(9) = (2 + 2 + 4 + 5) - 7 = 6$.

Lemma 6.7 Algorithm $robustness_{\text{uniform}}$ computes $F_U(b)$, for any given $b \geq 0$, in $O(|E|)$ time.

Proof. Each call to algorithm $robustness_{\text{uniform}}$ takes linear time and, as we show below,
reduces the size of $E$ by at least a fraction of one third. Therefore, the overall time complexity is linear on the number of elements.

In each recursive call, $\text{robustness\_uniform}$ invokes routine $\text{up\_to\_weight}$, which computes the weight increases of the canonical sequence $\delta(w_i)$. If the cost of these weight increases exceeds $b$, then all elements with weight at least $w_i$ are discarded from $E$. There are at least $\lfloor \frac{4}{3} |E| \rfloor$ of these elements, and so, in this case the size of $E$ is reduced to at most $\lfloor \frac{2}{3} |E| \rfloor$.

If the cost of the weight increases is smaller than $b$, then $\text{robustness\_uniform}$ invokes $\text{up\_to\_rate}$ to find the weight increases defined by $\tilde{\delta}(\bar{c})$. If the cost of these new increases surpasses the budget, then all elements of weight at most $\bar{w}_n$ and cost at least $\bar{c}$ are discarded. Since $\bar{w}_n \geq w_t$, this step removes at least $\lfloor \frac{4}{3} |E| \rfloor$ elements from $E$. However, if the cost of the last weight increases is smaller than $b$, then $\text{robustness\_uniform}$ invokes routine $\text{contract\_uniform}$. This routine either makes optimal weight increases that exhaust the budget, or it replaces all elements of weight at most $\bar{w}_n$ and cost at most $\bar{c}$ by a meta-element. These elements represent at least one third of $E$. Note that if $|E| < 4$ the size of $E$ is still reduced by a fraction of at least one third, even when a meta-element is added to $E$. The reason for this is that either $\lfloor \frac{4}{3} |E| \rfloor$ rounds up (in the computation of $w_i$), or $\lfloor \frac{1}{2} \lfloor \frac{4}{3} |E| \rfloor \rfloor$ rounds up (in the computation of $\bar{c}$).

6.2.2 Partition Matroid

We turn our attention now to the problem of evaluating in linear time $F_P(b)$ for a partition matroid $P$ with $\ell$ blocks, and $\ell > 1$. This problem is more difficult than the problem for uniform matroids since we have to determine simultaneously how the weights of the elements change in all the blocks $E_i$. As for the case of a uniform matroid, we compute $F_P(b)$ by a recursive prune-and-search process that combines searches on weights with searches on costs. However, our new algorithm reduces the size $E$ by a fraction of only one tenth in each recursive call. This decrease in performance, compared to $\text{robustness\_uniform}$, is due to the additional difficulty that multiple blocks $E_i$ impose on finding good probe values.

The algorithm, described in Figure 24, uses an array $\text{upper}$ of size $\ell$, and it stores in $\text{upper}(i)$ an upper bound on the maximum weight that can be assigned to any element in $E_i$. Each entry of $\text{upper}$ is initialized to $\infty$. We let $w_B$ be the weight of a minimum weight base of $P$ according to the initial weights.

Note the correspondence between the structure of $\text{robustness\_uniform}$ and the structure of $\text{robustness\_partition}$. The part of $\text{robustness\_partition}$ preceding the test $\sum_{i=1}^{\ell} c'_i \geq b$ is more complex than the corresponding part of algorithm $\text{robustness\_uniform}$. The reason is that $\text{robustness\_partition}$ has to consider all blocks $E_i$, and the weights of the elements in all the blocks are not increased at the same rate. This makes the computation of good probe values more difficult than for the case of a uniform matroid. Observe also that the probe values $w_i$ and $\bar{c}$ are different from the corresponding probe values chosen by $\text{robustness\_uniform}$. These values were selected to ensure that each call to $\text{robustness\_partition}$ decreases the size of $E$ by a fixed fraction.
Algorithm \( \text{robustness\_partition}(E, w, c, b, \text{upper}) \)

if \( |E| = 1 \) then

Let \( E = \{ e \} \). Set \( w(e) \leftarrow w(e) + b/c(e) \).

Let \( w_B^* \) be the weight of a minimum weight base of \( P \) according to the increased weights.

Output \( w_B^* - w_B \).

else

for \( i = 1, 2, \ldots, \ell \) do

Compute \( w_i \), the weight of the \( \left\lceil \frac{4}{3}|E_i| \right\rceil \)th smallest element in \( E_i \).

\( (c_i, r_i) \leftarrow \text{up\_to\_weight}(w_i, E_i, w, c) \)

end for

Compute \( r' \), the weighted median of the rates \( r_i \) using, for each \( i, |E_i| \) as the weight for \( r_i \).

for \( i = 1, 2, \ldots, \ell \) do

\( (c'_i, w'_i) \leftarrow \text{up\_to\_rate}(r', E_i, w, c) \)

end for

if \( \sum_{i=1}^{\ell} c'_i \geq b \) then

for \( i = 1, 2, \ldots, \ell \) do

\( E_i \leftarrow E_i - \{ e \mid w(e) \geq w'_i \} \)

\( \text{upper}(i) \leftarrow w'_i \)

end for

Output (\( \text{robustness\_partition}(E, w, c, b, \text{upper}) \))

else

Let \( S = \bigcup \{ \{ e \mid w(e) < w'_i \} \mid i \} \).

Compute \( \bar{c} \), the cost of the \( \left\lceil \frac{4}{3}|S| \right\rceil \)th smallest cost element in \( S \).

for \( i = 1, 2, \ldots, \ell \) do

\( (\bar{c}_i, \bar{w}_i) \leftarrow \text{up\_to\_rate}(\bar{c}, E_i, w, c) \)

end for

if \( \sum_{i=1}^{\ell} \bar{c}_i \geq b \) then

for \( i = 1, 2, \ldots, \ell \) do \( E_i \leftarrow E_i - \{ e \mid w(e) \leq \bar{w}_i \text{ and } c(e) \geq \bar{c} \} \)

end for

Output (\( \text{robustness\_partition}(E, w, c, b, \text{upper}) \))

else

\( (E, w, b) \leftarrow \text{contract\_partition}(E, w, c, b, \sum_{i=1}^{\ell} \bar{c}_i, \{ \bar{w}_1, \ldots, \bar{w}_\ell \}, \bar{c}, \text{upper}) \)

if \( b = 0 \) then

Let \( w_B^* \) be the weight of a minimum weight base of \( P \) according to the increased weights.

Output \( w_B^* - w_B \).

else

Output (\( \text{robustness\_uniform}(E, w, c, b, \text{upper}) \))

end if

end if

end if

end if

end if

Figure 24: Algorithm \( \text{robustness\_partition} \).
Algorithm \textit{contract\_partition}(E, w, c, b, \bar{c}, \{\bar{w}_{n_1}, \ldots, \bar{w}_{n_l}\}, \bar{c}, \text{upper})

Let $S_i = \{e \mid e \in E_i, w(e) \leq \bar{w}_{n_i} \text{ and } c(e) < \bar{c}\}$, and $T_i = \{e \mid e \in E_i, w(e) < \bar{w}_{n_i} \text{ and } c(e) = \bar{c}\}$, for all $i = 1, 2, \ldots, \ell$.

\begin{algorithmic}
\For{$i = 1, 2, \ldots, \ell$}
\State Increase to $\bar{w}_{n_i}$ the weight of every element in $S_i$.
\EndFor
\State $b \leftarrow b - \bar{c}$
\For{$i = 1, 2, \ldots, \ell$}
\If{$|E_i| > 1$}
\For{every $e \in T_i$}
\State $(w(e), b) \leftarrow (\min\{\bar{w}_{n_i}, w(e) + b/c(e)\}, \max\{0, b - (\bar{w}_{n_i} - w(e)) \ast c(e)\})$
\If{$b = 0$} exit the inner for-loop \EndIf
\EndFor
\If{$b = 0$} exit the for-loop \EndIf
\Else
\State $E_i \leftarrow (E_i - S_i - T_i) \cup \{\bar{c}\}$, where meta-element $\bar{c}$ has $w(\bar{c}) = \bar{w}_{n_i}$, and $c(\bar{c}) = c(S_i \cup T_i)$.
\EndElse
\EndIf
\EndFor
\State Output $E, w$, and $b$.
\end{algorithmic}

Figure 25: algorithm \textit{contract\_partition}.

Algorithm \textit{contract\_partition}, shown in Figure 25, is similar to \textit{contract\_uniform}, but it has to deal with one situation that does not appear for the case of uniform matroids. If any set $E_i$ has only one element, then it cannot be further contracted. In this case, \textit{contract\_partition} does the following. If the unique element $e \in E_i$ has cost at most $\bar{c}$, then \textit{contract\_partition} increases its weight to $\text{upper}(i)$ if the budget is large enough and then it discards block $E_i$. This can be done, since the weight of $e$ cannot be increased above $\text{upper}(i)$, and when it reaches such weight \textit{robustness\_partition} does not have to consider it any more. But, if the remaining budget is too small to perform the weight increase, then the weight of $e$ is increased only as much as the budget allows. Since the budget is exhausted, no more weight increases are possible.

\textbf{Theorem 6.2} Given a partition matroid $P = (E, \mathcal{I}, w, c)$ and a positive budget $b$, the value of $F_P(b)$ can be computed in $O(|E|)$ time.

\textit{Proof.} To show that the algorithm runs in $O(|E|)$ time, it suffices to show that each it-
eration of the while-loop reduces the size of $E$ by at least $\frac{1}{10}|E|$. The value $r'$ computed by robustness\_partition is such that the weight increases defined by $\delta(r')$ do not affect the weights of at least $\frac{1}{2} + (1 - \frac{1}{b})|E| = \frac{1}{10}|E|$ elements of $E$. Hence, if the cost of these weight increases exceeds $b$, robustness\_partition discards those elements and reduces the size of $E$ by at least $\lceil \frac{1}{10}|E| \rceil$. If the cost of the weight increases is smaller than $b$, robustness\_partition makes a test on $\bar{c}$, the $\lceil \frac{1}{4}|S| \rceil$ smallest element cost in $S$. It is not difficult to see that $|S| \geq \frac{2}{3}|E|$. If the cost of the new weight increases is at least $b$, then robustness\_partition discards at least $\lceil \frac{1}{4}|S| \rceil \geq \lceil \frac{1}{10}|E| \rceil$ elements form $E$.

If $\sum_{i=1}^{k} \bar{c}_i < b$, then contract\_partition contracts in each $E_i$ all elements from $S$ of cost at most $\bar{c}$. Let $S_i = E_i \cap S$. There is one situation in which the algorithm cannot contract the elements in $S_i$ of cost at most $\bar{c}$. Suppose that set $S_i$ has only two elements, one of cost at most $\bar{c}$ and the other of cost larger than $\bar{c}$, then contract\_partition cannot reduce the size of $E_i$ (since it would try to contract the element of cost at most $\bar{c}$ to a meta-element). Since $\bar{c}$ is the $\lceil \frac{1}{4}|S| \rceil$th smallest element cost, then there are at most $\lceil \frac{1}{4}|S| \rceil$ elements of cost larger than $\bar{c}$. Hence, there are at most $\lceil \frac{1}{4}|S| \rceil$ sets $S_i$ of two elements for which the algorithm cannot contract their sizes as described above. These sets include at most $\lceil \frac{1}{4}|S| \rceil$ elements. The other $\lceil \frac{1}{2}|S| \rceil$ elements must belong to sets $S_j$ that contract\_partition contracts to at most half of their sizes. Therefore, contract\_partition contracts the size of $E$ by at least $\lceil \frac{1}{4}|S| \rceil \geq \lceil |E|/10 \rceil$ elements. [2]

7 Conclusions

7.1 Summary of results

We have developed the concept of a robustness function for combinatorial optimization problems, that generalizes the notion of sensitivity analysis. This function can be used to assess the quality of solutions when there are expected changes in the values of the parameters of the problem, or when such values are not known and estimates have to be used.

We have studied the concept of a robustness function using two different models. The discrete model that allows removals of elements from the input of the problem, and the continuous model that permits only finite changes in the weights of these elements. We have shown that the discrete robustness problem is NP-hard even for seemingly simple optimization problems, while the continuous version is polynomially solvable for a large class of combinatorial optimization problems.

We have presented a 2-approximation algorithm for the maximum components problem, that is used as a subroutine in the design of a $O(\log k)$-approximation algorithm for the discrete robustness problem for minimum spanning trees. Given a maximization optimization problem $P$ in which the weights of the elements are 0 or 1, let $A$ be an $\alpha$-approximation algorithm for it. The techniques presented here can be used to design an $O(\alpha \log n)$-approximation algorithm for problem $P$ when the elements have arbitrary non-negative weights. This algorithm uses $A$ as a key subroutine.
Interestingly, we have been able to design an algorithm for solving the continuous robustness problem for arbitrary matroids. This algorithm has the nice property that all partial solutions that it builds are optimal for some budget value. The complexity of the algorithm inherently depends on that of an oracle to test independence for the matroid. If such an oracle runs in strongly polynomial time, then our algorithm can compute all the breakpoints of its robustness function in strongly polynomial time.

We have studied some interesting classes of matroids. We have presented different techniques, that exploit the special structure of each one of these classes of matroids to design faster algorithms for computing their robustness functions. Specifically, we have designed an $O(n^3m^2\log(n^2/m))$ time algorithm for graphic matroids, an $O(mn(m + n^2)|E|\log(m^2/|E| + 2))$ time algorithm for transversal matroids, an $O(m^2n^2)$ time algorithm for scheduling matroids, and an $O(m\log m)$ time algorithm for partition matroids.

We have also studied the problem of evaluating the robustness function of a matroid at a single point, as opposed to generating all the breakpoints. For the case of partition matroids we have designed an optimal algorithm that solves the problem in $O(m)$ time.

### 7.2 Directions for Future Research

Some problems that remain open are the following. For the case of the discrete robustness problem for minimum spanning trees it would be interesting to find out if it is possible to design a constant factor approximation algorithm for it. A related problem is to find an approximation algorithm for computing the discrete robustness function for the shortest distance between two distinguished vertices. It is not difficult to find a $k$-approximation algorithm for the latter problem, but one would suspect the existence of an algorithm with a better performance ratio.

The problem of designing a general approximation algorithm for arbitrary matroids resisted our attempts for finding it. A starting point would be to design an approximation algorithm for the problem of finding the smallest number of elements that need to be removed from the ground set of a matroid to reduce its rank. This problem is an interesting generalization of the minimum cut problem.

We have proved that the discrete robustness problem for graphic matroids when the elements have unit destruction cost is NP-hard, but it is polynomially solvable for partition matroids. We also have some preliminary results showing that the problem on some classes of scheduling matroids can be solved efficiently. It would be interesting to find a characterization of the “simplest” matroid for which the problem is NP-hard. This characterization would give us insight on the inherent complexity of the problem.

Our algorithm for computing the continuous robustness function for minimum spanning trees uses as a subroutine an algorithm for computing the strength of a graph. The currently fastest algorithm for solving this latter problem needs to solve a maximum flow computations. It would be interesting to see if a faster algorithm can be designed for the problem.

Our bound for the number of breakpoints of a graphic matroid does not seem to be tight. So far we have not found an example in which the number of breakpoints exceeds $m$. A tight
bound for this number would be reflected in the corresponding reduction of the time complexity of the algorithm for finding the robustness function. The same can be said about the number of breakpoints in the robustness function of arbitrary matroids.

Another way of improving the time complexity of the algorithm for the continuous robustness function for minimum spanning trees would be to design algorithms for efficiently updating maximum flows when some edges of the graph are deleted or new edges are added. This is an interesting problem in its own right.
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