Synthesis of Reactive Distillation Processes

Dissertation

zur Erlangung des akademischen Grades

Doktoringenieur
(Dr.-Ing.)

von Dipl.-Ing. Erik Stein
geb. am 28. Miz 1970 in Ritlingen

genehmigt durch die Fakaltfiir Elektrotechnik und Informationstechnik
der Otto-von-Guericke-Universit Magdeburg

Gutachter:  Prof. Dr.-Ing. Achim Kienle
Prof. Dr.-Ing. habil. Kai Sundmacher

Promotionskolloquium am 14. Juli 2003






Forschungsberichte aus dem Max-Planck-Institut
fur Dynamik komplexer technischer Systeme

Band 6

Erik Stein

Synthesis of Reactive Distillation Processes

Shaker Verlag
Aachen 2003



Bibliographic information published by Die Deutsche Bibliothek
Die Deutsche Bibliothek lists this publication in the Deutsche
Nationalbibliografie; detailed bibliographic data is available in the internet at

http://dnb.ddb.de.

Zugl.: Magdeburg, Univ., Diss., 2003

Copyright Shaker Verlag 2003

Allrightsreserved. No part of this publication may be reproduced, storedina
retrieval system, ortransmitted, in any form or by any means, electronic,
mechanical, photocopying, recording or otherwise, without the prior permission
ofthe publishers.

Printedin Germany.

ISBN 3-8322-1969-2

ISSN 1439-4804

Shaker Verlag GmbH « P.O.BOX 101818 « D-52018 Aachen

Phone: 0049/2407/9596-0 « Telefax: 0049/2407/9596-9
Internet: www.shaker.de « eMail:info@shaker.de



Acknowledgements

This thesis originated while | was working as a research assistant at the Max-Planck-
Institute (MPI) for Dynamics of Complex Technical Systemsin Magdeburg. Several peo-
ple have contributed to the success of this work in one way or another.

| thank Prof. Dr.-Ing. Dr.h.c.mult. Ernst-Dieter Gilles for the possibility to work at the
Max-Planck-Institute with its outstanding working conditions.

Furthermore, | thank Prof. Dr.-Ing. habil. Kai Sundmacher as an expert in reactive
distillation for fruitful discussions and critical reading of the forthcoming text.

Above dl, | wish to thank Prof. Dr.-Ing. Achim Kienle for his continuous support and
many inspiring discussions. He has been my competent advisor from the very beginning
and introduced me to the fascinating world of reactive distillation.

| enjoyed to work at the MPI with its animating and agreeable atmosphere. Many col-
leagues are “responsible” for these circumstances with their readiness for technical dis-
cussions or just everyday questions. Among them, specia thanks | address to Martin
Héfele and Dr. Michael Mangold for the joint efforts to " settle in”.

Last but not least | would like to thank my parents for providing the basis, not only for my
professional life. | am very grateful to my wife Marion and our children Niklas, Finian
and Juniafor their love and encouragement during al these years.

Schifferstadt, August 2003 Erik Stein






Contents

1 Introduction 1
1.1 Reactive Distillation .. . . . ... ... ... 3
1.2 Optimization . . . . . . . .. . 5
2 Physico-chemical fundamentals 15
2.1 Nonreactive distillation. . . . . . . ... ... ... o 15
2.1.1 Residuecurvemaps . . . . .. ..o 15
2.1.2 Packedcolumnprofiles . . . ... ... ... . . ... ... ... 17
2.1.3 Stagedcolumnprofiles . . . ... ... ... .. ... ..., 18
2.1.4 Distillationlines . ... ... ... ... ... 0. 20
215 Designmethods. . . ... ... .. ... ... ... 21
2.2 Reactivedistillation . . . .. . ... . 23
221 Reactiveresiduecurves . . . . . . . ... 23
2.2.2 Transformed coordinates . . . . . ... ... ... ... ... 24
2.2.3 Packed reactive columnprofiles . . . ... ... ... .... 26
2.2.4 Staged reactive column profiles . . . ... ... ... .... 28
225 Reactive azeotropy . . . . . v v v v 29
226 Flashcascades . ... ... ... ... ... ... ... 34
227 Conclusions . . . . . . . 35



3 Applications 37

3.1 Isomerizationreaction . . .. ... ... .. 38
3.1.1 Fundamentals.. . .. . ... .. ... .. ... 38
3.1.2 Homogeneouslyatalyzed reactive distillation. . . . . .... .. 40
3.1.3 Comparison of process configurations . . . . . ... ... .... 44
3.2 ldealternarysystems . . . .. ... ... . ... ... 54
3.2.1 |Idealternary systeB <= A+C . .. ... ......... 55
3.2.2 ldealternary systeA <= B+C . .. ... ... .. .. .. 67
3.2.3 ldealternarysysteiC'<—= A+B . . ... .. ... ..... 74
3.24 |dealternarysystehA+ B« C . . ... ... ... .... 81
3.25 Idealternarysysteth+ B < C . ... .. ... ... .... 88
3.3 Reactiveseparation .... . . . .. .. ... 92
331 Fundamentals.. . .. . ... .. ... .. ... ... 92
3.3.2 IdealSystem . . ... ... ... ... 93
3.3.3 Reactive Separation by Etherification. . . . . ... ... ... 98
3.3.4 Reactive Separation by Hydration . . . ... ......... 116
335 Summary ... 122
4 Conclusions 123
A Model equations for a packed column 125
B Models for ideal ternary systems 129
B.1 FUGK shortcut method for the conventional process . . . . . . ... ... 129
B.2 Equilibriumstagemodel . ... ... ... ... ... ..., 131

Bibliography 135



Notation

In general, vectors are denoted as bold face symbolsxegv.
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Greek letters
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Subscripts
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Superscripts
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Abbreviations

Cy hydrocarbons with four carbon atoms
DIB diisobutene

DME dimethyl ether

elka extended line of kinetic azeotropy
H,O water

iB isobutene

MeOH methanol

MSS multiple steady states

MTBE methyltert-butyl ether

nB 1-butene {-butene)

RCM residue curve map

TBA tert-butyl alcohol






Kurzfassung

Stoffumwandlung und Stofftrennung sind Basisoperationen in der Verfahrenstechnik.
Werden diese Grundoperationen in einem Apparat vereint, so spricht man von einem
multifunktionellen Prozss. Ein Beispiel daff ist die Reaktivdestillation (RD), bei der
Reaktion und Destillatioruberlagert werden. Dieses Verfahrenskonzept kann einer-
seits zu deutlichen Einsparungarhfén, andererseits gestaltet sich das Design und die
Prozessihrung eines solchen multifunktionellérozesses schwierig. NeueaPbimene
treten auf, die bei den Einzelprozessen nicht vorkommen.

Ziel dieser Arbeit ist es, Kriterien zu identifizieren, bei welchen Stoffsystemen und Reak-
tionsklassen sich die RD lohnen kann, um eine Entscheidungthrefr'Stadium des
Prozessentwurfs zu erleichtern. Im Mitiahkt der Betrachtungen stehen einfache, ide-
ale Stoffsysteme, anhand derer grundlegendenBimene erkannt und adtert werden
konnen. Am Ende der Arbeit kommen die gewonnenen Erkenntnisse beim Design von
RD-Prozessen mit realen Stoffsystemen zum Tragen.

Zundchst werden die Grundlagen aufgearbeitet, diedEn Entwurf von RD-Prozessen
berdtigt werden. Zu nennen sind hier die KonzeptaitRstandskurve (Residue Curve)”,
“Reaktive kinetische Azeotrope” sowie verschiedene Designmethoden. Weiterhin werden
Grundlagen der mathematischen Modeillieg und Optimierung zusammengefasst.

Bei dem ersten Anwendungsbeispiel handelt es sich um eirdsnideales Stoffsys-
tem, bei dem in einer Isomerisierungsreaktion die Kompondritedie Komponente3
uberfihrt werden soll. Ausgehend von denéméiiten Systemeigenschaften, wie relative
Fluchtigkeit und Reaktionskinetik, werden unterschiedliche Prozessvarianten entwickelt
und verglichen. Dabei zeigt sich die Relevanz der prinzipiellen Untersuchuogeias”
konkrete Kolonnendesign.

Im néchsten Schritt werden teare ideale Systeme mit unterschiedlichen Reaktions-
schemata betrachtet. Analog zumduieri System werden adfist die Basiseigenschaften
wie kinetische Azeotrope ermittelt. Davon aligjig sind die unterschiedlichen Prozess-
varianten, die zum Teil mit Hilfe bekannter Auslegungsmethoden wie den Fenske-
Underwood-Gleichungenuf nichtreaktive Kolonnen bestimmt werden.urFdas De-

sign der RD-Prozesse wird auf mathematische Optimierungsmethodeckgagiiffen.

Es handelt sich dabei um Probleme der gahi-ganzzahligen nichtlinearen Program-
mierung (MINLP), die mit speziellen Werkzeugen g&lwerden. Im Vergleich zum
herkdmmlichen Prozess, bei dem Reaktion und Stofftrennung in verschiedenen Appa-

vii



raten stattfinden, sind RD-Prozesse —aigig vom jeweiligen Reaktionsschema — deut-
lich kostengihstiger bis absolut ungeeignet. Neben dem Reaktionsschema spielen auch
konkrete Stoffdaten eine entscheidende Rolle bei der Auswahlufessigsten Prozesses.

AbschlieBend werden zwei reale Stoffsysteme betrachtet. Es handelt sich dabei um
die reaktive Trennung von eng siedenden Gemischen, hier beispielhaft die Trennung
der Isomere Isobuten und 1-Buten. Im ersten Beispielsystem ist der Reaktionspartner
Methanol, wodurch sich als Zwischenprodukt Metksiit-Butyl Ether (MTBE) ergibt.

Im zweiten Beispielsystem wird Wasser eingesetzt, wagertButylalkohol (TBA)

als Zwischenproduktufirt. Die wesentlichen Nebesaktionen und -produkte werden
benicksichtigt, wodurch sich eine etwas andere Fragestellung als bei den idealen Stoff-
systemen ergibt. Es zeigt sich, dass das Prozessdesign auf der Basis mathematischer
Optimierung bei diesen komplexen Systemen schnell an seine Gremf&n weshalb

hier konzeptionelleUberlegungen und Simulationsstudiebeiwiegen. Um auch bei
solchen Systemen Optimierungswerkzeuge nutzbringend einzusetzen, werden Modell-
vereinfachungen vorgestellt und diskutiert.

Die Untersuchung der verschiedenen Beispielsysteme zeigt,utatasfDesign von RD-
Prozessen ein profundes Wissen um die komplexen Wechselwirkungen von Reaktion und
destillativer Trenung unabdingbar ist. Allerdingsi}t sich allein aus diesem Wissen
kein optimaler Prozess ableiten. Es erfordert weiterhin Methoden der mathematischen
Modellierung und Optimierunglie ausgehend von konzegmtiellen Studien zu einer op-
timalen Losung fihren. Die wesentliche Eins@nkung, die einen universellen Einsatz
dieser Methodik bei realen industriellen Pregen verbietet, besteht derzeit darin, dass
die verfigbaren Optimierungswerkzeuge solch komplexe Modelle nicht zufriedenstellend
Idsen lohnen. Unabarigig von der Weiterentwicklung auf der Werkzeugseite besteht die
Moglichkeit, bei der Modellierung Vereiathungen vorzunehmen und so den vielver-
sprechenden Einsatz von tpierungsmethoden beim Desigyon Reaktivdestillations-
prozessen voranzutreiben.

viii



Chapter 1
Introduction

The combination of the unit operatiorsactionandseparationn one apparatus is called
reactive distillation(RD). If the substances only react in the presence of a solid cata-
lyst, this process is also termedtalytic distillation Running reaction and separation
simultaneously provides considerably higeonomic benefits for some reaction sys-
tems compared to the conventional sequential processing. This is mainly due to a reduced
downstream processing as the products amaved from the reactants in situ. This is
also a main advantage of RD for systems where the conversion is limited by the chemical
equilibrium. The continuous removal of prodshifts the chemicatquilibrium to the
product side. Thus, in the ideal case, full conversion can be achieved in a RD column
in contrast to a conventional reactor. A further possible advantageous effect of RD is the
suppression of side reactions or consecutations leading to an increase in selectivity
and yield of the process. Furthermore, some difficult separation problems can be solved
using a selective reactive entrainer.

Possibly the most famous example for a successful implementation of RD technology
is the Eastman process for the production of methyl acetate [3]. For this esterification
reaction it was possible to substitute a cari@nal process consisting of a reactor and
nine separation columns by a single RD column. As methyl acetate is produced in high
guantities every gar, the economic benefit of this inventive process modification was
enormous. Another established process is the production of the fuel additive teethyl
butyl ether (MTBE) from isobutene and methanol. This process will be investigated in
more detail in section 3.3.3. Podrebarac et al. [50] provide an overview of implemented
and possible applications of the RD technology.



Despite all these advantages, there are some obstacles preventing a successful imple-
mentation of RD technology in some cases. Compared to a process flowsheet consisting
of separate reactors and columns, the process design for RD columns is more difficult
because of the additional degrees of freedom. (gelection of catalyst; number and posi-

tions of feed inputs; nubrer, lengths and positions of reaction zones). Additionally, new
phenomena like reactive azeotropes arise from the interaction of physico-chemical effects
which are separated in the conventional processes. Furthermore, the strongly nonlinear
behavior of some RD processes requires advanced process control methods.

Thus, the question arises for which reaction systems RD is a profitable alternative. This
thesis wants to contribute to enable a profound decision whether RD should be examined
or not in an early design stage. The goal is to provide theoretical approaches for a sys-
tematic development and design of reactivgitiation systems. Thee approaches will

be based on mathematical models of the processes with different degrees of detail. They
are optimized with mathematical prognaning algorithms. Design methods are already
established for reaction systems which are determined by the chemical equilibrium. The
focus in this thesis is on kinetically controlled reaction systems where the development of
design methods is in progress.

In the following, an overview of the current literature on different aspects of this thesis
is given. These aspects inde distillation synthgis methods, optimation methods (for
separation processes), phenomena in readistillation like kiretic azeotropes, etc.

Chapter 2 provides fundamental information about the thermodynamics of reaction-
separation systems, general phenomena like kinetic azeotropes, analogy between simple
reactive distillation and reactive distillatiorolamns, etc. These are necessary require-
ments for the following process design studies.

Chapter 3 deals with different applicationsrefctive distillation. Irsection 3.1, a simple

ideal isomerization reaction is considered. This simple system provides some fundamen-
tal insight, valid also for more complex systems. In section 3.2, different ideal ternary
systems are investigated. Feasible solutions are identified and different process config-
urations are compared. In section 3.3, rivactlistillation is useddr the separation of
closely boiling mixtures. Starting with an ideal system like in the previous sections, fi-
nally two real-world problems are examined in detail, and feasible process configurations
are developed for the two realistionideal multiomponent mixtures.



1.1 Reactive Distillation

In this thesis, focus is on design and dyegis of reactive distillation systems. Hence
in the following, the importat literature on these subjects is briefly revisited in chrono-
logical order. A nice overview on RD literature from the beginning of the 20th century
was written by Pyhlahti [51]. It includes different RD processes (spontaneous reac-
tions, homogeneously and heterogeneously ya¢al processes), column internals, and
modeling for design and optimization. Recently, Taylor and Krishna [69] reviewed reac-
tive distillation modeling approaches. While their focus is on the proper description of
physico-chemical effects, there is also a short summary on RD design methods.

Duprat et al [22] propose the optimizatioh & reactive separation system by the con-
struction of empirical formula. This method is efficient for the particular system under
consideration (picoline separation). In general, considerable effort is necessary to set up
the empirical formula.

Barbosa and Doherty [6, 7] describe a graphical design method for a single feed and
double feed reactive distillatiorotumn. The design procedeiis based on transformed
concentration variables forsaingle chemical equilibriumeaction. By trial and error the
minimum reflux ratio is obtained.

Doherty and Buzad [19] relax the assumption of chemical equilibrium and consider the
design of a single feed RDC with a single kinetically controlled reaction.Odmalchler
number Dais introduced as the design parameter related to reaction kinetics. For speci-
fied top and bottom product concentrations and giZen the reflux ratio is varied until a
feasible design is found.

Ciric and Gu [15] were the first to propose the optimization of a RD process with math-
ematical programming methods. The goal is to determine the optimal number of trays,
holdup per tray, reflux ratio, condenser and reboiler duties, and feed tray locations. The
model formulation requires binary variables resulting imiaed integer nonlinear pro-
gramming (MINLP)problem. The annualized costs are used as objective function to be
minimized. The problem is solved with a modified GBD method in the optimization tool
GAMS [9]. See section 1.2 for a description of the algorithms.

Cardoso et al [12] applied the stochastic optimization algoritsimalated annealing
andadaptive random search algorithito the same process as in Ciric and Gu [15] (ethy-
lene glycol production). A general MINLBodel (non-equimolar, non-ideal VLE, dis-
tributed feeding and reaction zone) was used in an integrated simulation and optimization



environment. Slightly better optimal solutions were found, demonstrating that heuristic
optimization methods are also capable di/Bw reactive distillation design problems.

Buzad and Doherty [10, 11] developed a fixed point method for the design of reactive
distillation columns. The focus is on kinetlyacontrolled reactions with an ideal ternary
system as an example. For fixed product concentrations, feasible process configurations
are found with different total amounts of holdup for varying Darnler numbers.

Okasinski and Doherty [47] extended the fixed point design method by Buzad and Do-
herty to multicomponent non-equimolar reacts with non-ideal VLE. A distribution of
the liquid holdup over the column height is allowed.

Pekkanen [48] proposedlacal optimization methodvhere a local Damifiler number

and an effectiveness factor on each tray are optimized. The directional difference between
operating lines and desired end products is minimized. This stage-by-stage approach is
applicable to single-feed nitireaction systems. There i® simultaneous overall opti-
mization like in the approach of Ciric and Gu.

Hauan [32, 33, 40] developed the conceppbEnomena vectomttributed to the three
fundamentally different mechanisms in eactive distillation colum: separation, reac-

tion and mixing. Combining these vectors, fixed points in the composition space are
found. For ternary systems the different effects can be visualized instructively. With this
method, feasibility criteria foraactive distillation are exploited.

Recently, Chadda et al. [13] showed that the model of an isobaric flash cascade can be
used to predict possible top and bottoroghucts of a multicomponent, single-feed RDC.

The models of the rectifying and the stripping flash cascade are identical in the limiting
cases of no reaction and reaction equilibrium, and thus are their fixed points. However, for
kinetically controlled reactions the models differ and different fixed points are obtained.

Stichimair and Frey [63] investigated the optimal design of RD processes for MTBE and
methyl acetate production. They followed a similar approach to that proposed in this the-
sis: First, possible product rems are determirtegraphically with tke help of distillation

lines. Based on these findings, a RD column is modeled with degrees of freedom like feed
positions, reaction zones and the like. The resulting MINLP model is optimized to obtain
the best process design. Even though thisedarre is very similar to the approach in this
thesis, there exists an important difference: In this thesis, the main goal is not to find the
best RD column configuration for one given reaction scheme but to answer the question if
RD is the best option for a certain class of reaction systems. Furthermore, new innovative
applications are developed as will be shown in section 3.3.



1.2 Optimization

This section briefly reviews mathematical optimization problems and solution methods.
As this is a large field of ongoing research, only those topics will be discussed in more
detail that are relevant for the solution of the problems faced in this thesis. For general and
more detailed informations on optimization the interested reader is referred to textbooks
like [24, 29] or to Ullmann’s Encyclopedia [25]. Models to be solved with optimization
algorithms can be classified with respect to their following properties:

e dynamic vs. steady state,
e linear vs. nonlinear equations,
e continuous vs. discrete variables.

In the following only steady state (stationary) optimization problems are considered. The
most general formulation ahathematical programmingroblems reads

min  f(x,y)

xy

st. glxy)=0
x € R"
y € {0,1}™

wheref is a scalaobjective functiorto be minimized by manipulatingontinous vari-
ablesx anddiscrete variableg. The latter are restricted to zero and one without loss
of generality and thus are terméthary variables These variables obegguality con-
straintsg as well asnequality constraintd. Typical examples for the former are model
equations like mass and energy balances,redeeproduct purity requirements or safety
constraints are examples for the latter. Different classes of mathematical programming
problems are distinguished as shown in Table 1.1. They will be discussed in more detail
in the following.

Linear Programming (LP) problems

If no discrete variables are present and both, the objective fungtamd the constraints
g, h are linear in the continous variableshe simplest form of an optimization formula-
tion is obtained, dinear programmingLP) problem. This problem has either



continous k) | mixed (x,y)
linear (f, g, h) LP MILP
nonlinear (f, g, h) NLP MINLP

Table 1.1: Classificaton of mathematical programming problems.

e no solution if the constraints are contradictory,
e infinitely many solutions if the objective function coincides with a constraint, or

e exactly one solution if the problem is well posed.

In the latter case, the unique solution is found at a point where two or more constraints
are active, avertexof the system. The standard algorithm to solve these problems is the
simplex algorithm(for details see [24]). It efficiently exploits the basic properties of the
problem by searching only among the vertices in the feasible space. Most current com-
mercial codes for solving LP problems are based on extensions of the simplex algorithm
and typically are able to handle tens of thousands of variables.

Mixed-Integer Linear Programming (MILP) problems

If some of the optimization variables are restricted to binary (0,1) valueg.an@ndh are

all linear, amixed-integer linear programmin@ILP) problem is obtained. An intuitive

way to solve these problems is to relax the binary variables and treat them as continuous
variables between 0 and 1. Unfortunately, there is no guarantee that the solution of the
resulting LP problems provides necessarygetevalues for the 0-1 variables. Rounding

to the nearest integer may even lead to infeasible solutions as the following example
demonstrates [25]. Consider the pure integer problem

min  f(y)=-12y —y (1.2-a)

y
st 129 +05y—1<0 (1.2-b)
y € {01} (1.2-c)

Relaxingy; andy, yields the solutiony = [0.715, 0.285] with f = —1.148. Simply
rounding toy = [1,0] leads to an infeasible solution as the constraint, Eq. (1.2-b), is
violated. The optimal solution ig = [0, 1] with f = —1.



The most common approach to solve MILP problems iskilench and boundBB)
method. The basic idea is to represent all the 0-1 combinations through a binary tree
such as the example shown in Fig. 1.1.

f=-1.148 f=-1.148
[0.715, 0.285] [0.715, 0.285]
O, O,
yf/\)’l:l yfy\sﬁl
O O O O
f=-1 infeasible f=0 f=-1
[0, 1] [0, 0] [0, 1]

Figure 1.1: Binary solution tree of the MILProblem given in Egs. (1.2-a) to (1.2-c).
Left hand side: initial branching o ; right hand side: initial branching ap.

At each node of the tree the solution of the (continous) linear program is considered sub-
ject to integer constraints for the subset of the binary variables that are fixed in previous
branches. The solution to this LP problem is a lower bound to the original MILP prob-
lem. If all binary values are either O or 1, the corresponding solution provides an upper
bound to the MILP problem. If the actual node is infeasible or its LP solution is greater
or equal to its best upper bound, the node is fathomed, i.e. it is not investigated any fur-
ther. Otherwise, it is kept open for further examination by branching. Different branching
strategies exist, leading to different intermediate results during the solution procedure.
This is demonstrated in Fig. 1.1 where the binary tree on the left hand side corresponds
to an initial branching on the first binary variahje and the right hand side to an initial
branching ony,. However, if the MILP solution procedure is driven to completion, a
global optimal solution is obtained for this class of problems. Concerning the computa-
tional burden, small problems:(20 binary variables) are solved in seconds to minutes
whereas large problems-(100 binary variables) may require many hours to solve. The
computation time depends on the problenusture and the availability of good starting
points.

The most widely used MILP solver — and perhaps the most efficient one — is the commer-
cial code ®LEX [16]. It is based on the simplex algorithm combined with sophisticated
branch & bound and branch & cut methodseiEX is available as a callable library and
has an interface to the modeling and optimization environmemi $39] which was used
throughout this thesis for numerical stedi(see below for a short description).



Nonlinear Programming (NLP) problems

The mathematical description of chemical engineering systems typically leads to nonlin-
ear models, from bilinear component matehalances to highly nonlinear phase equlib-
rium relations or reaction kinetics. The algorithms to solve these problems are completely
different compared to those for linear problems discussed above. Presuming that only
continuous variables are present, the general optimization problem reads

mxin f(x)

st gx)=0
h(x) <0
x € R

(1.3)

If no constraints are present, the necessary condition for an optimalsgoisithat f is
stationary with respect to all variations in the independent variables

vIif=0" at x =x".

The pointx* may, however, be a minimum, maximum or a saddle point. To assure a min-
imum point, a sufficient condition must be satisfied that the matrix of second derivatives
Vxx[ is positive definite ak*.

In order to solve constrained problems, Egs. (1.3) Lgrangian functions introduced
L(x, A, p) = f(x) + AT g(x) + p" h(x)

where are termed theagrange multipliersandu theKuhn-Tucker multipliersThe nec-
essary conditions for optirfigy, the so-called (Karush-) Kuhn-Tucker conditions (KTC)
can be derived for this equation.

In the following, two types of solution algorithms are presented in short, see [24] for more
detailed informations.

Successive Quadratic Programming

Successive Quadratic Programming (SQP) methods solve a sequence of quadratic pro-
gramming approximations to a nonlinearogramming problem. Quadratic programs
(QPs) have a quadratic objective function and linear constraints, and there exist efficient
procedures for solving them. The linear constraints are linearizations of the actual con-
straints about the selected point. The objective is a quadratic approximation to the La-
grangian function, and the algorithm is simply Newton’s method applied to the KTC of



the problem. Two characteristics of this class of algorithms shall be mentioned:

The linearization necessitates the evaluation of the Hessian matrix of the Lagrangian func-
tion, V2, i.e. second derivatives of all problem functions are involved. As this Hessian
is not guaranteed to be positive-definite, and further to avoid the computation of second
derivatives, the Hessian is approximated by a positive-definite quasi-Newton approxima-
tion matrix B. The most common approximation is the BFGS (Broyden, Fletcher, Gold-
farb and Shanno) update.

Besides the update strategy, the SQP line search is of crucial importance for the effi-
ciency and robustness of this algorithm. The convergence properties of Newton and quasi-
Newton methods strongly depend on the step size chosen per iteration. This step size is
determined by line search criteria which usually consist of obtaining a sufficient decrease
for some merit function that consists of the objective function and the violated constraints.

Software implementation of the SQP algorithm includepPNL [56] or the routine
EO04ucFin the NAG library [46]. Both methods are implemented in the process sim-
ulation environment DvA (see below).

Generalized Reduced Gradient

Gradient-projectionandreduced gradient methodse based on extending methods for
linear constraints to the nonlinear case. They are motivated by the same idea as active set
methods for linear constraints — to stay “on” a subset of the nonlinear constraints while
reducing the objective function. Achieving this objective requires the ability to adjust the
variables so that the active constraints continue to be satisfied exactly at each trial point.
In contrast to the case with linear constraints, some sort of iterative correction procedure is
required to follow a nonlinear curving constraint boundary. An ideal version of a reduced
gradient type method would have the property that all constraints active at the solution
are satisfied exactly at every iteration. The differences among the algorithms arise from
the variety of techniques used to achieve the aims of staying feasible and reducing the
objective function.

One method of this type is thgeneralized reduced gradie(@BRG) method. It was first
developed in the late 1960s by Jean Abadie [1] and has since been refined by several
other researchers. A widely used implementation of the GRG algorithroiso®@T1[21],
designed to solve large, sparse problems. It is available as a stand-alone system, as a
callable library, or as one of the optimizers callable by threvs system (see below).

Both approaches have their advantages and disadvantages. These are summarized in
Table 1.2, taken from [24].



Algorithm | Relative advantages Relative disadvantages

SQP Usually requires the fewest function and grawill usually violate nonlinear con
dient evaluations. straints until convergence, often by
Does not attempt to satisfy equalities at eadarge amounts.
iteration.

GRG Probably the most robust method. Needs to satisfy equalities at each step

Versatile — especially good for unconstrainedf the algorithm.
or linearly constrained problems but also
works well for nonlinear constraints.
Once it reaches a feasible solution it remajns
feasible and then can be stopped at any stage
with an improved solution.

Table 1.2: Comparison of NLP solution algorithms.

Mixed-Integer Nonlinear Programming (MINLP) problems

Many problems, especially in process design or scheduling involve not only continuous
variables but also integer values. If the continuous variables are coupled by nonlinear
equations and inequalities naixed-integer nonlinear programming probléMINLP) is
obtained.

min 2= f(x)+cTy
xy

st. g(x)=0
h(x)+ My <0 (1.4)
x € R"
y € {0,1}™

Most solution methods require a problem formulation as shown above where the integer
(or binary) variableyr must satisfy linear relations. This is no restriction as all problems
with binary decision variables can be brought to that form. The following example will
demonstrate this special kind of problem formulation. Consider a distillation column with
N — 2 stages, a condenser (1) and a reboilé) &s shown in Fig. 1.2.

Assume that a variable total feed fldd, enters the column at a single tray. Its position
may vary from the uppermost column tray (2) to the lowermost tisly—< 1). The
column trays and thus the potential feed tray positions are represented by binary variables
y; wherey; = 1 means that feed is introduced at trayAs these variables are not allowed
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Fa 2 Fi — Z F;=0 (1.5-a)
- =2

— Fj < Fpay; j=201)N-1 (1.5-b)
N-1

1- y; =0  (single feed) (1.5-c)
Fu i=2

N-1
quw Z E (1-5'd)

N

Figure 1.2: MINLP example problem: distillation column feed tray location.

to appear in nonlinear relations with the continuous variables, an intuitive modeling of the
individual flow rates
Fj:En yja ]22(1)N71

is not possible. Instead, a constdnt,, has to be introduced that replaces the variable
F;, in Egs. (1.5-b). These equations selectdpémal feed tray, Eq. (1.5-a) assures that
the whole amount of’;,, enters the column, and Eq. (1.5-c) guarantees a single feed tray.

In principle, the class of MINLP problems can be solved with a branch and bound (BB)
approach as explained in the previous section. In that case, the examination of each node
would require the solution of a nonlinear program (NLP) rather than the solution of a LP.
An important drawback of the BB method for MINLP is that the solution of the NLP
subproblem is much more expensive, and they canot be updated readily as in the case of
the MILP.

As a consequence, alternative solution methods were developed, and the most popular
ones will be presented in the followin@uter Approximatio{OA) [23] andGeneralized
Benders Decompositigf@BD) [28]. The basic idea in both methods is to solve an alter-
nating sequence of NLP subproblems (with fixed binary variap)esnd MILP master
problems (linear approximations to predict new valuesyfprThe alternation is contin-

ued to the point where the predicted lower bound of the MILP master is greater than or
equal to the best upper bound obtained from the NLP subproblems. In comparing the two
methods, the OA method requires the solution of fewer NLP subproblems and MILP mas-
ter problems. On the other hand, the MILP master in the OA method is more expensive to
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solve, so the GBD method may require less time if the NLP subproblems are inexpensive
to solve.

The Outer Approximation algorithm is realized in the softwane®pT (DIscrete Con-
tionuous OPTimizer) which has an interface wittni@. To solve the MILP master
problem as well as the NLP subproblems efficient solvers are needesis @rovides
interfaces to different solvers like the GRG codeN®PTfor NLP problems or @LEX
for MILP problems.

Global Optimization

So far, nothing has been said about convergegroperties or multie local optimal so-
lutions. In contrast to linear problems, in general nonlinear optimization problems have
multiple solutions, i.e. multiple local minima. Consider for example the simple optimiza-
tion problem

mzin f(z) = cos(z)

ve R (1.6)

This simple problem has infinitely many optimal solutions for

=2k 1), keZ

Any of the above mentioned NLP solvers will find that solution nearest to the starting
point given to the algorithm. Thus they are only able to find local optimal solutions with
no guarantee that the optimal point found corresponds to the global optimal solution. For
convex optimization problems there is only one local solution which is also the global
one, but these cases are rareliemical engineering problems.

Global optimization algorithms have been developed during the last decades, reviewed by
Floudas [26] recently. There are two main classes of algorithms:
o deterministic approaches like

— Branch and Bound methods,
— Cutting Plane methods,
— Interval methods, and

12



e probabilistic approaches like

— Simulated Annealing,
— Evolutionary or Genetic algorithms,
— random search methods.

To each method many examples are reported where it has been succesfully applied. How-
ever, most of these examples are fairly small concerning their numbers of variables and
equations. For most of the approaches the matational burden increases with the prob-

lem size. This means that for problems like those faced in the remainder of this thesis,
the computation times become prohibitively large. Furthermore, probabilistic or heuris-
tic search methods often find the global optimal solutions but they are not guaranteed to
do so. To sum up, global optimization approaches are very promising. But up to now,
there exists no software implementation of such an algorithm that could be applied to the
problems faced in the following chapters.

Software Tools

The development of solution algorithms and methods is out of the scope of this thesis.
Thus, in order to solve the problems encountered, suitable model formulations have to
be found that are solvable with state-of-the-art solvers described above. Most of the fol-
lowing problems were modelled and solved in tBeneral Algebraic Modeling System
GAMs [9]. Due to its powerful indexing concept, chemical engineering systems like dis-
tillation columns can be modelled in a very compact way. The disadvantage is that there is
no possibility to distinguish beteen intermediate helgariables and readtate variables,
leading to a large set of variables, equalities and inequality constrain®.s @rovides
interfaces to LP, MILP, NLP and MINLP solvers.

Some examples were also investigated with the process modeling and simulation envi-
ronment DVA [39, 45, 42]. In DvA only continuous variables are allowed, thus it is
not possible to solve MILP or MINLP problems. On the other hand, due to the distinc-
tion of state variables and help variables, the size of the problem can be redused. D
was originally developed to solve dynamic problems. Thus, with its interface to the SQP
methods EO4cFand NLPQL mentioned above, it is able to solve NLP problems as well

as optimal control or dynamic optimization problems.

Besides these complementary simulation and optimization tools,LMB [71] is used

for the solution of smaller optimization problems and to visualize the results obtained
from Diva and GaMS.
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Chapter 2
Physico-chemical fundamentals

Design and synthesis of reactive distillatioropesses are based on the knowledge of ba-
sic physico-chemical properties of the reast&ystem under consideration. This chapter
provides the necessary information about attainable products depending on the interaction
of separation and reaction. Probably the most important tool to check the feasibility of
nonreactive as well as reactive processesesielue curve mapsheir use is directly re-

lated to the concept dfinetic azeotropyAs Chadda et al. [13] pointed out recently, these
well established methods are only part of the truth for kinetically controlled reaction-
separation systems. They propose the concegtauftive flash cascades close the gap

and to provide better estimates of attainatiiillation topproduct regions. All of these
concepts will be revisited briefly in this chapter. Detailed discussions on those topics are
found in textbooks like those of Stichlmair and Fair [64], Doherty and Malone [20] or
Sundmacher and Kienle [66]. As will be demonstrated later on, the physico-chemical
basics are necessary informations for a proper process design. Without them, the opti-
mization of mathematical process models is like looking for a needle in a haystack.

2.1 Nonreactive distillation

2.1.1 Residue curve maps
Consider the open evaporation process shown in Fig. 2.1. In a first step, a nonreactive

system is considered. A liquid mixture of holdu@nd compositiorx is heated in a still
such that a vapor streamwith compositiony emerges. Equilibrium is assumed between
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Figure 2.1: Open evaporation.

the liquid and the vapor leaving the still. &tighter boiling componets of the mixture
enrich in the vapor whereas the heavieilihg components remaimithe liquid phase.
Thus the last droplet in the still is the heaviest species which might be the heaviest pure
component or an azeotrope. Tisulting variation of the liquid holdup and composition
with time is described by the component material balance

d i .
(nz:) =V, i=1(1)nc—1 (2.1)
dt
and the total material balance
n
= _V. 2.2
& (2.2)

Here,z; andy; denote the liquid and vapor mole fractions, respectivetycorresponds
to the number of components. Combining Egs. (2.1) and (2.2) leads to

whereV andn are time-dependent as dictated by an energy balance including the heating

policy Q(t). Introducing a new transformed timedefined by

ar= Lt (2.4)
n
and the vapor-liquid equilibrium relationship
yi = fi(x) (2.5)
leads to the final equations defining the residue curves for the open evaporation, also

termed asimple distillation

da?,‘

dr
Fig. 2.2 shows the residue curve maps of two example systems. On the left hand side
an ideal ternary mixture of substancds B and C' is considered, wherel andC' are

=z; — fi(x), i=1(1)nc—1. (2.6)
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the lightest and the heaviest boiling composemespectively. All trajectories start at

the pure component, reach a maximum oB and end at the pure compone?it On

the right hand side the nonideal system isobutene/methanol/MTBE is considered. This
system exhibits two binary azeotropes. The first consists mainly of isobutene and a small
amount of methanol. This is an unstable node and therefore can be regarded as the lightest
pseudo-component of this system. Thessetazeotrope consist of methanol and MTBE.
Itis a saddle and can be viewed as an integliate boiling pseudo-component. These two
azeotropes divide the composition space into tlistillation regions. All trajectories in

the upper regiorl) end up in pure methanol, whereas all trajectories in the lower region
@ end up in pure MTBE. All trajectories start from the isobutene/methanol azeotrope as
the lightest pseudo-component.

B a,=5, a,=3 iB/MeOH / MTBE, p =6 bar
1 1 ! . -
0.9
038 08
07
@
06 061
F
x Ss
04 04 R
03 Lol
®
0.2 0.2 N
0.1
c 02 04 06 08 T A 0 02 0.4 0.6 08 1

X‘ xiB

Figure 2.2: Residue curve maps of nonreactive ternary systems. Ideal system (left) and
isobutene/methanol/MTBE (right).

2.1.2 Packed column profiles

So far, an open evaporation process has been investigated. To demonstrate the significance
of informations drawn from residue curve maps, consider a section of a packed distillation
column. The steady state equations for such a column section are derived from Egs.
(A.12) to
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5 = Julxy),  i=1(ne—1 (2.7)
W< uxy) = 1(me—1 28)
jatey) = PO (0 ) 29)

where the star«) denotes dimensionless variables. The basic assumptions and the full
derivation is given in the appendix. Subtracting Eq. (2.8) from Eq. (2.7) and integrating
from ( =0 to { = z* yields

1
0= 24(2") — 20 — 2 (%i(z") — %io)-

Assuming total reflux means

A=1 and Zi0 = Yio

leading to

yi(27) = zi(27). (2.10)
Combining Egs. (2.10), (2.9) and (2.7) leads to the final equation for packed column
profiles at total reflux

dIi
dz*

= B; (fi(x) — z:), it =1(1)nc— 1. (2.11)

This equation is identical to that of the nonreactive residue curves, Eg. (2.6), except for
scaling and orientation. The same orientation would have been obtained if the packed
column equation were derived for the stripping section instead of the rectifying section,

depending on the orientation of the spatial coordinate. Thus the concentration profiles
of a packed column at infinite reflux are identical to the residue curves. A real column

will not be operated at total reflux of course, but possible product regions of a packed

distillation column operated at finite reflux can be estimated from residue curves.

2.1.3 Staged column profiles
In the previous section the analogy between residue curves and composition profiles in a

packed distillation column was shown. In this section, a staged column section is con-
sidered as shown in Fig. 2.3. Under the assumptions of constant molar flow rates and
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V¥

Figure 2.3: Rectifying section of a staged column.

holdups the following steady state model is derived for the rectifying section including
the condenser.

Component material balances

U:Vyk+1—LXk—DXD (212)
Total material balance
0=V —-L-D (2.13)
Definition of reflux ratio
r=L/D (2.14)

Note thatr can also be written as a function of the paramett@f the previous section:

L L A
r =

TDTV-L 1-4

Vapor-liquid equilibrium

y=£(x) (2.15)
Combining Egs. (2.15), (2.14), (2.13) and (2.12) leads to
f(xi41) = (ﬁ) Xp + <r+%> Xp (2.16)
or
f(Xk+1) =A X + (1 - A) XD- (217)

In the limit of total reflux ¢ —+ oo or A = 1) this equation reduces to thstillation
lineswhich are discussed in the following in more detail

fi(Xkt1) = zar, i=1(1)nc—1. (2.18)
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2.1.4 Distillation lines

Under the assumption of total reflux and vatiquid equilibrium on each column tray, the
concentration profiles of a staged distillation column are determined as follows. Starting
from a liquid compositionx, its corresponding equilibrium vapor compositigf’ is
calculated. If this vapds completely condensed, a new liquid compositi@is obtained.

Xo = yol=x1 > yil=x =y .. (2.19)

This procedure leads to concentration profiles indicated by circles in Fig. 2.4. For ideal

(:11:5, a2:3
1
i
0.8p /77 "IN
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) N
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0.6§ |/
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Figure 2.4: Comparison of residue curves (- - -) and distillation lines (—). Circles denote
equilibrium stages of a column.

mixtures assuming constant relative volatilities, these liquid composition profiles can be
calculated directly starting fromy with the following equation (Stichimair and Fair [64])
C!i" Ti0

Zin

s

i=1(1)nc—1. (2.20)

ne—1

1+ Z(af - 1) Tro
k=1
Fig. 2.4 shows a comparison of residue curves (- - -) and distillation lines (—) for an ideal

ternary systemd, B, C' with oy = 5 anda, = 3. The profiles differ quantitatively but
their qualitative behavior is the same.
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Distillation lines can be calculated for packed columns, too. But in that case, the equilib-
rium assumption no longer holds and a mass transfer model has to be used. Vogelpohl [78]
compares residue curves with distillation lines and states that the latter are better suited to
represent concentration profiles along the height of a column. This is especially true for
nonideal systems where distiilean boundaries are predicted more accurately. However,
since the information about the qualitativehleior, especially sigular points or fixed
points of the system, is identical, residue curves are used in the remainder of this thesis.
Distillation lines are not considered any further.

2.1.5 Design methods

Residue curve maps (RCM) are a valuable tool in the early process design stage as they
indicate possild top and bottom product regionsaflistillation column. As an example
consider the isobutene/methanol/MTBE system. Its RCM is given on the right hand side
of Fig. 2.2. In order to construct and visualize the regions of possible top and bottom
products, one has to keep in mind that the component mass balances around the column
have to be fulfilled. Thus, the top, feed and bottom concentrations must lie on a straight
line in a two-dimensional diagram for a ternary system.

MeOH
q

MTBE iB

Figure 2.5: Simplified top and bottom product regions for the system isobutene/-
methanol/MTBE.

21



This is illustrated in Fig. 2.5. Consider a feéd with its composition in the distil-
lation region 1. If the distillee consists of the lowest boiling pseudo-component, the
binary azeotrope iB-MeOH, the corresponding bottom concentration lies on the straight
line through this azeotrope and the feed point. On the other hand, if pure methanol shall
be obtained in the bottom outlet, the copesding distillateconcentration lies on the
straight line through methanol and. These two lines together with the binary edge
methanol-MTBE and the distilton boundary (dashed line) span two triangles: the re-
gion of possible distillatetp;) and bottom fot,) compositions. For a feed point in the
distillation region 2,F», analogous regions are obtained. These regions are shaded in Fig.
2.5. Note that these are simplified considerations, as the boundaries are curved for the real
system due to the highly nonlinear vapor-liquid equilibria. This example shows that from
the investigation of a RCM important informations are obtained without the necessity of
solving a rigorous distillation column model.
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2.2 Reactive distillation

So far, only nonreactive systems have been considered. If reaction occurs simultaneously
in the liquid phase of the still or in a column, an additional term has to be included in
the corresponding mathematical model.r Equilibrium limited reactions, which are of
major interest in reactive distillation, this term reads

ne o 1 ne ,
ri(x) = kg, H a£ i) i H a? |, j=11)nr (2.21)
- eaj -
u§:<10 ul:l_>10

wherenr represents the number of reactions and the stoichiometric coefficients are given
by

< 0 forreactants

vi; >0 for products

=0 forinerts
In general, the reaction rate is formulated in liquid phase activities ~; z;. For ideal
mixtures these are identical to the liquid phase mole fractigas in that case the activity
coefficientsy; are equal to oneK, represents the chemical equilibrium constant which
in general is a function of temperature. The forward reaction rate typically follows an
Arrhenius temperature dependence of the form

kf = kfg exp(fE/BT) (222)

where the reaction rate constant and the activation energy are usually obtained from
experimental data regression.

2.2.1 Reactive residue curves

Assumed that a single chemical reaction occurs in the still shown in Fig. 2.1, the extended
mathematical model reads

n dz; n
voa = @)+ i vra)r(x) (2.23)

with the total molar change of the reactiop. To investigate the system, the definition of
the transformed time of Eq. (2.4) and th®amlohler numbeare introduced

tprocess n/V
Da=-" = 2.24
¢ treaction 1/7'0 ( )
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The Damlohler number is defined as the ratio of a characteristic process time (liquid
residence time) to a characteristic reactiome [17]. The choice of the reference reaction
rate is arbitrary, but a common choice is the rafetself or the forward reaction rate
constantky, at a standard temperature such as the lowest boiling point among the pure
components and azeotropeBa = 0 means no reaction, where@s — oo represents

the limit of chemical equilibrium. With these definitions and the vapor-liquid equilibrium
relationshipy; = fi(x) the final equation describing the reactive residue curve is obtained
r(x)

Wi f() 4+ Dai—vre) " s 1. (2.25)
dr To

In contrast to the nonreactive case the time dependené&y afidn relative tor(x) is
important. Depending on the heating poliéy varies differently with time. A common
assumption is thaba is constant over time. The corresponding heating policy reduces
V according to the decrease ofover time. If Da is not constant, Egs. (2.25) become
nonautonomous and the system behavior is substantially different. (See [77] for a more
profound discussion on that issue.)

2.2.2 Transformed coordinates

For the limiting case of chemical equilibriunb@ — oo) Ung and Doherty [74] propose
transformed coordinates
X, = T; — I/;—T y-1 Xpef

m, i = l(l)nc —nr, (226)

wherenc is the number of components and the number of independent chemical re-
actions. x,.s is the vector ofar reference components which are chosen in such a way
that the matrix of stoichiometric coefficients for the reference componeérgsnonsin-
gular. Without loss of generality the indicestbe reference components are assumed to
bei = (nc — nr + 1)(1)ne. v¥ is the vector of stoichiometric coefficients of component

i for all reactions and/Z represents the vector of the sum of stoichiometric coefficients
per reaction. For inert componentd’ = 0 holds. Analogous to Eq. (2.26) transformed
coordinates of the vapor phase are defined

Yi — V,'T V-t Yref

Y =
T—viVly.y’

i =1(1)nc— nr. (2.27)

These transformed coordinates have some basic properties:

24



e They are reaction invariant, i.e. they do not depend on the extent of regction
X;(0) = X(¢), V& i=1(1)nc—nr

e They sum up to unity,

ne—nr

d o Xi=1.
i=1
e The necessary and sufficient catieh for reactive azeotropy is
X; =Y, i =1(1)nc— nr. (2.28)

(This issue will be discussed in a forthcoming section.)

In the case of a single equilibrium chemicahction the transformations reduce to

Ti — ﬂxk
Xi = —2—, i=1(1)nc, i # k (2.29)
1- f.ﬁk
Yi — ,‘,'—yk . .
Y, = ﬂ7 1= I(I)TLC, 1 }é k (230)
Vi

wherek is the index of the reference component./4f = 0, any non-inert component
can be chosen as the reference component, otheklses to be chosen in such a way
that the denominator in the above equatimnsever zero. Therefore, a reactant should be
chosen ifvy > 0, a product ifur < 0.

For the example of an ideal ternary systedn+ B = C' the transformations are

X =Bt gy, = f2h (2.31)
1+ I3 1+ I3

where the indices 1 to 3 denote the componehte (', respectively.C' is chosen as the
reference component.

Residue curves in transformed coordinates

As Barbosa and Doherty [5] showed, the residue curve equation (2.25) can be transformed

to
dX;

dr
using the transformations shown above, including a suitable time transformation. This

equation exhibits exactly the same structure as that of the nonreactive residue curve,

=X,-Y, i=1(1)nc-2 (2.32)
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Eqg. (2.6). Thus the design methods depeld for nonreactive dilation columns on
the basis of residue curve maps can be applied to the reactive system a¥ waeidY;
are related by the vapdiquid equilibrium of treir origind components

Y=Y(y), vy=ykx, x=x(X).
For the example shown in Eq. (2.31) the transformed vapor phase composition reads

_n®) +us(x)

- _ ye(x) +y3(x)
1+ ys(x)

and Y=
T i)
Thus,Y is only an implicit function ofX according to Eq. (2.27)

_ 3(x(X) = v Ve (x(X)) _
Yi= IV Ty k(X)) i =1(1)nc— nr. (2.33)

To evaluate this function, the backward transformati@X) has to be determined. As

will be shown in a forthcoming section, this is only possible for the chemical equilibrium
case but not for the case of a kinetically controlled reaction, even though the transforma-
tions themselves can be applied.

2.2.3 Packed reactive column profiles

The relationship between residue curve maps and packed column profiles is illustrated for
a single equimolar reaction. However, it should be noted that similar arguments apply for
the nonequimolar multi-reactiosystem. If a single equimolar reaction takes place in the
liquid phase of a packed column the equation for the liquid phase, Eq. (2.7), changes to

OCB,‘
dz
Writing this equation for two different componernitand and eliminating(x) yields

2 (2o gl guley)

0z \v; Vi Vi

= Ju(x,y) +vir(x), i =1(1)nc— 1. (2.34)

(2.35)

Substituting the intra-phase flojy;(x, y) by Eq. (2.9) gives
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Assuming thatB; = B, = B and introducing transformed coordinates of the following
form (% is the reference coordinate)

X, = B
V; 147
y, = & % (2.37)
V; 147
Fix) — fix) _ fi®)
v; Vp
leads to ox. B
L= —(K(x)-Y),  i=1(1)nc—2 (2.38)
0z A

where the influence of the reaction has been eliminated by the transformation.

On the other hand, combining Eq. (2.35) with Eq. (2.8) gives

d [z 19 (v
— === [=-== 2.39
0z <I/i Vk> A 0z <V,* 143 ( )
or P 1
— (X;— =V} =o0. 2.40
0z ( A ) ( )
This means that |
Xi(z) — 1 Yi(2) = const. (2.41)

For total reflux with
A=1 and X; =Yy

the following equation holds
Yi(2) = Xi(2). (2.42)
Combining Egs. (2.42) and (2.38) leads to the final equation for packed reactive column

profiles at total reflux

dX; .
5 B (F;(x) — Xi), i =1(1)nc— 2. (2.43)
¥4
This set of equations corresponds to that & simple distillation residue curves for an
equilibrium chemical reaain, Eq. (2.32). Hence, residue curves and the concentration
profiles in a packed column at total reflux are identical in that case.
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Backward transformation

As was shown previously, the calculation of the transformed vapor phase coordihates
requires the existence of the backward transformation

In the case of a single chemical equilibriueaction the corresponding equations read
X, = ST o 1(1)ne -2 (2.44-a)
Vi Vg,
K., = ﬁ z (2.44-b)
i=1
0 = 1— i z; (2.44)
i=1

If the reaction is kinetically controlled, Eq. (2.44-b) does not hold which means that one
equation is missing ang; can not be calculated froX. Therefore, the transformation

of a reactive distillation problem to a nonreigetone only makes sense for the limiting
case of chemical equilibrium.

2.2.4 Staged reactive column profiles

Like in the case of packed reactive columns, a single equimolar reaction is considered as
an example, but again the following argumenation is valid for the general case of multiple
nonequimolar reactions. Assuming that a single equimolar reaction takes place on each
tray of a staged column, Eq. (2.12) is extended to
k
0=Vyr1— Lxx—Dxp+v Z T Ton (X ) - (2.45)

m=1

With v = 0 as assumed, the component material balances can be transformed to

k
r 1 v
(i) = (?) X+ (?) %o+ onaralsn) (49

Writing this equatio for component and a reference componenand eliminating the
sum of reaction terms leads to

fipr1(61) — Sipn () _ (7 zig ok, (1 Tip  Tjp
Vi v r+1 v; v r+1 vy v
——— —_———

Fi,kJrl(Xichl) Xi,k Xi,D
(2.47)
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Introducing transformed variables as indicated above, for total reflux (o) an equa-
tion is obtained that is equivalent toetldistillation lines in the nonreactive case

Fipr (Xe41) = Xig, i=1(1)nc—1, i#j. (2.48)

Like in the previous cases, the vapor phase composition is a function of the liquid phase
composition in original coordinates. Thus, the backward transformation is only possible
for the limiting case of chemical equilibrium.

2.2.5 Reactive azeotropy

The combination of reaction and separation in a single device like a simple distillation
still or a distillation column may lead to completely new phenomena. Probably the most
important among them are kinetic or reactive azeotropes: [B4] introduced the term
kinetic azeotropyor reactions which are not near the chemical equilibrium in contrast
to the termreactive azeotropyefined by Barbosa and Doherty [4, 5] related to chemical
equilibrium reactions. The notation ihis thesis will follow these terms witRinetic
reactive azeotropeandequilibrium reactive azeotrope®onreactive kinetic azeotropes
due to finite mass transfer kinetics are not taken into account here [57].

Before turning to azeotropestoichiometric linehave to be explained. Consider a chem-
ical reaction starting with an initial molar amourg and mole fractions:;;. Due to the
reaction these values changeitandz;

An = n—ny=vr (2.49)
An; = xin— Tigng = v (2.50)
with A A A
=2l _ 2k 20 (2.51)
V; 147 vr
and .
vr = Z V. (252)
k=1
Combining Egs. (2.49) to (2.51) leads to
@:VifuTxi:kauTxk (253)
13 Ti — Tq0 Tk — Tko '
which can be solved far; to
= Ti0(Ve — vr Zk) 4 Vi(2k — Tro) (2.54)

Vi — VT Tko
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This equation describes the stoichiometric lines and determines the mole fractien
pending on a reference componemntfor a given initial pointx,. For nonequimolar
reactions, thusr # 0, all these lines have a common pole

=" = 1()ne— 1. (2.55)
vr

For vy = 0 Eq. (2.54) simplifies to
T; = Tio + &(Ek - $k0). (256)
Vg

In this case there exists no pole but all stoichiometric lines are parallel. Examples of both
kinds will be shown in the sequel.

Like in the nonreactive case, azeotropy medrad the composition of the mixture does
not change any more with time (simple distillation) or space (along the column height).
An intuitive graphical explanation is possible with the vector concept proposed by Hauan
et al. [34]. Fig. 2.6 shows a residue curve (—) together with a stoichiometric line (- - -).

stoichiometric
line

residue curve

Figure 2.6: Visualization of kinetic azeotropy.

At a kinetic azeotrope both lines are tangent, the separation vegtand the reaction
vectorrz having the same length but oppositeedition. Thus the change in composition
due to separation and to reaction cancel eztbler. Eq. (2.25) rewritten in vector form
for all components exemplifies this concept

x x
i :x—f(x)-i-Da(u—l/Tx)M. (2.57)
dr ——— T
[ N —
=0 sep o

Following the notation of BV [54], the loci of potential kinetic azeotropes can be derived
by solving Eq. (2.25) foDa - r(x)/ro and considering two componeritandj

fit) —mi _ fi(0) — =

Vi —UVrZ; I/]'—I/TCITJ"

i,7 = 1(1)ne. (2.58)
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For a ternary mixture this represents a line in the two-dimensional phase plarex-the
tended line of kinetic azeotroffglka).

Fig. 2.7 presents the same ideal ternary system as in Fig. 2.2 (left) but with a simultaneous
reaction
A+B=C

in the liquid phase. In addition to the residugrves of the nonreactive system, the chemi-
cal equilibrium line (---) and the stoichiometric lines (- - -) are plotted. In this case, they
have a common poler* where they all start. Connecting all points where the stoichio-
metric lines are tangent to the residue curves yields the extended line of kinetic azeotropy
(-----). The solution of Eqg. (2.58) gives the same result and additionally a second branch
outside the physically meamgful composition triangle-(---).

B A+B==C,u1=5, a2=3,Keq=2

1 R

0.8

0.4

0.2

Figure 2.7: Simple distillation residue curves (—) and stoichiometric lines (- - -). Chem-
ical equilibrium curve (---) and extended line of kinetic azeotropy-{).

At the intersection of thelkawith the chemical equilibrium curve thegjulibrium reactive
azeotropex‘? is obtained. As RV pointed out, only a part of thelka provides real

kinetic azeotropes. This becomes clear by considering the separation and reaction vectors
along that line. The reaction vector always points towards the chemical equilibrium line.
Forzy > x5! both vectors point in the same direction and can not cancel each other.
Thus in this example, kinetic azeotropes are only possible on that part elkéstarting
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from pure component’ for Da = 0 towards the reactive azeotrope b — oo. Fig.
2.8 shows compone® of the kinetic azeotrope as a function of the scaled Datmige”
numberDa* which is more convenient thabia

Da
T 14 Da
According to Barbosa and Doherty [4] kinetic azeotropes are possible for ideal systems

Da*

Da € [0,+00), Da* €[0,1).

A+B==C,a, =5 a,=3,K =2
1 2 eq

0 0.2 04 0.6 0.8 1
Da =Da/(1+Da)

Figure 2.8: Kinetic azeotrops, ,. as a function of the scaled Dawtkiér numbeDa*.

only if all reactants are lighter boiling or haar boiling than all products. Following this
argumentation, the systemis+ B = C' andB + C' = A exhibit kinetic azeotropes, but

the systemd + C' = B does not. As will be seen in chapter 3.2, the existence of kinetic
reactive azeotropes has strong implications on attainable products and the column design.

Only a single reaction is taken into account in Eq. (2.25). However, for reaction systems
with multiple reactions, theazurence of kinetic azeotropes @ven more likely. In that

case, the overall reaction vector, defined as the sum of single reaction vectors, must be
colinear with the separation vector. Therefore, kinetic azeotropes may even occur in a
system of two reactions where each of them on its own shows no kinetic azeotropes. As
a first example consider an ideal ternary mixture with the reactions

2B= A+ C combinedwith B= A+ C.

This example is fictitious as the stoichiometry is not possible. But it is very instructive
and can be visualized easily as it is an ideal ternary system. Fig. 2.9 shows the chemical
equilibrium curves of the two reactions togethwith the resulting exinded line of kinetic
azeotropy. Even though these curves do notréstet, there exists a equilibrium reactive
azeotrope foDa — co.
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2B==A+C,K =025 B==A+C,K_ =05
eq eq

0.8

0.4 e
recﬁfyinjq ~. ‘: N

! S B e P N "D
o2p /7 B==A+C RS

e -

I

i

!

0 0.2 0.4 0.6 0.8 1

Figure 2.9: Chemical equilibrium curves (- - -) and fixed points of the rectifying and
stripping cascade+--) for a combined reaction system.

2B==A+C,K =025 2A==C,K_=1
eq eq

Figure 2.10: Chemical equilibrium curves (- - -) and fixed points of the rectifying and
stripping cascade{--) for a combined reaction system.
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Probably a more realistic example is provided by the reaction scheme
2B+= A+ C combinedwith 24 = C.

This could be a metathesis reaction followed by a dimerization reaction for instance.
The resulting chemical equilibrium curvesdatine extended line of kinetic azeotropy are
shown in Fig. 2.10. In this case, the point of intersection of the chemical equilibrium
curves is identical to theemctive equilibrium azeotrope.

2.2.6 Flash cascades

In view of process synthesis it is importaatknow the possible products of nonreactive as
well as reactive distillation columns. Thesédarmations are provided by residue curves
or distillation lines for gample. But as Chadda et al. [1i3)inted out recentlythese tools
are only sufficient in the nonreactive cageq(= 0) and in the limiting case of chemical
equilibrium (Da — oo). To determine the possible products for kinetically controlled
reactions, they propose to calculate the fipethts of flash cascades as illustrated in Fig.
2.11.

Figure 2.11: Flash cascades according to Chadda et al. [13].

Solutions to Eg. (2.59) are the fixed points of the stripping cascade and thus correspond
to possible bottom products.

ks Da
Kpres &

O=2;—yi+v r*(x), i=1(1)nc—1, (2.59)
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wherer*(x) = r(x)/ks. The fraction of feed vaporized in each flash unit is assumed
to be constant for all units and is arbitrarily chosengte= 0.5. Apart from scaling,

this equation is identical to the fixed points of the reactive residue curves, Eq. (2.25) for
equimolar reactions/g = 0).

The fixed points of the rectifying cascade are obtained as solutions to Eq. (2.60) and
correspond to possible top products.
k; D
O=a;i—yi—v;—3— ¢ ro(x), i=1(1)nc—1. (2.60)
Efreg1—¢

The only difference between the two fixed point equations above lies in the sign of the re-
action term. But this small difference has an important impact on the possible products to
be withdrawn at the top of a reactive distillaticolumn, as will be sbwn in chapter 3.2.

The above equations are valid for equimolar reactions. For nonequimolar reactions,

nc
vy = § Vg ?é 07
k=1

the influence of molar masses has to be taken into account. In that case, the fixed point
equation for the stripping section reads

M),y ke Da
0= M(y) (Iz yz) + (I/, vr Iz) kf,ref ¢

and the corresponding equation of the rectifying section

r(x), i=1(1)nc—1, (2.61)

kf Da " .
M(y) (J?, - yi) - (Vi — VT $1) kf,ref 1= ¢ T (X)7 1= 1(1)110 — 1. (262)

These equations were used to calculate the reactive kinetic azeotropes in the last two
examples, Figs. 2.9 and 2.10. The different locations of the azeotropes in the rectifying
and the stripping cascades are indicated.

2.2.7 Conclusions
Similar informations are obtained from residue curves, packed column profiles at total

reflux as well as staged column profiles at total reflux (distillation lines). Among these
informations the knowledge of singular points or fixed points are of special interest for
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the column design, as they rete possible top or bottom pducts of a (reactive) distilla-

tion column. As Doherty and Malone [20] pointed out, the fixed points and their stability
are the same for all three models. Thastiue for nonreactiveistillation and for reac-

tive distillation in the limiting case of chemical equilibrium. For kinetically controlled
reactions, only the possible bottom product is predicted correctly by these models. For a
correct prediction of possible top products as well, the concept of reactive flash cascades
has to be applied [13]. The knowledge of attainable products is indispensable for a proper
process design. Hence, the concept of residue curve maps extended by flash cascade
considerations is a valuable tool in the early design stage.
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Chapter 3
Applications

In this chapter, optimal process configurations are developed for different reaction-
separation systems. These optimal solutions are based on the fundamental concepts ex-
plained in detail in the previous chapter. The first example is an ideal binary system where
an isomerization reaction transforms substa#de substancé? and vice versa. Starting

from the properties of this system like rele volatilities ad reaction kinetics differ-

ent processes are developed and compared. This example demonstrates the relevance of
simple basic considerations for the actual process design.

In a second part ideal ternary systems are considered. The focus in this section is on
the influence of physico-chemical propertidshe system on the optimal process design.

It will be shown why reactive distillation has paramount effect on the profit for some
systems and why it is not worth considering for others.

Finally, the separation of céely boiling components using alsctive reaction is inves-
tigated. The first application of this type is an ideal quaternary system, an extension of
the previous part. After that, two real physical systems are considered. The closely boil-
ing isomers isobutene and 1-butene are to be separated. In one case methanol is used
as the reaction partner leading to the well known system isobutene/methanol/MTBE. In
the second case, isobutene reacts with wateertsbutyl alcohol (TBA) resulting in a
system with an additional liquid phase. These examinations demonstrate that the appli-
cation of mathematical optimization methods for the process design is limited due to the
complexity and nonlinearity of the underlying systems. Therefore, this chapter ends with
considerations on suitable model simplifications that might enable the profitable usage of
mathematical optimization tools to solve real-world design problems.
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3.1 Isomerization reaction

3.1.1 Fundamentals

According to Barbosa and Doherty [4], reactive azeotropes may occur for ideal constant
volatility systems only if all poducts of a chemical reaction are either lighter or heav-
ier than the reactants. In the binary system of an isomerization reaction this necessary
condition is always fulfilled as it is for anyifary reaction system, e.g. dimerization or
trimerization reactions. This is easily verified by considering the condition of the extended
line of kinetic azeotropy, Eq. (2.58), for the special case considered here
A<= B, m=-11=1vr=0

with

zy=1-21, y=fi(z) and yp=1-y.

Singular points

In the previous chapter, the recent work of Chadda et al. [13] was cited, demonstrating that

there exist different fixed points of this reactive system for the rectifying and the stripping

section of a reactive distillation column. hdse can be determined as the solution of

the corresponding fixed point equats. Writing Eq. (259) for componentd (i = 1,

vy = —1) and chosing:; = k.5 results in
Ozxfyf% (xf lKeqx) (3.1

where the component index has been neglediedis the Damlohler number, introduced

in section 2.2, and provides a measure for the extent of reactidn.= 0 means no

reaction whereas foba — oo the chemical equilibrium is reached. The vapor-to-feed

fraction¢ is a parameter in the range[6f. . . 1] which only scales the Danokler number

and may be set to 0.5 without lossgenerality. The vapor mole fractignis a function

of z. For the ideal binary mixture considered here, a constant relative volatilgysed

to calculate the vapor-liquid equilibrium

- alx
YTIE (a—1)z
The corresponding fixed point equation for the rectifying cascade reads
Da 11—z
0—$*y+m<$*K—eq) (32)
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Solving Egs. (3.1) and (3.2) farleads to quadratic equations. It can be shown that there
exists a single kinetic azeotrope for every Darhler numberDa in each case which
depends omv and K, only. Fig. 3.1 shows the fixed points for the rectifying (- - -) and
the stripping (—) section. As can be seen, the second solution of the quadratic equation
has no physical meaning. The fikpoints for the limiting caseBa = 0 andDa — oo are
identical whereas those for finite Daotiér numbers differ significantly. The implication

of these fixed points on the column design will be demonstrated in forthcoming sections.

a=4,K =1
eq
15
1
“s..._ rectifying cascade
B 0.5F e D N ST m g
stripping cascade
o
-05 H /
0.2 0.4 0.6 0.8 1
Da/(1+Da)

Figure 3.1: Fixed points for the rectifying (- - -) and the stripping (—) cascade for an ideal
binary system with an isomerization reaction.
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3.1.2 Homogeneously catalyzed reactive distillation

In the following, a homogeneously catalyzed
reactive distillation column is considered as
shown on the right hand side. Reaction is in-
dicated by the shaded parts in the remainder.
Hence, in Fig. 3.2 reaction is taking place in
the total condenser (stage 1), along the whole
column and in the partial reboiler (stagé).

One single feed of pure componestis pro-
vided. A constant pressure and constant molar
holdups on each stage are assumed. The column
is operated at total reflux, thus the single prod-
uct stream is withdrawn from the reboiler. The L, Xy
isomerization reactioml = B takes place in
the liquid phase with constant reaction parame-

F, g

N

tersk; and K., and the reaction rate Figure 3.2: Homogeneously cat-
| alyzed reactive distillation col-
.
=k - . .
ro = ky (xl K. ) umn

The overall molar amount is not changed by the reactionras 0. Thus, substituting
the total material balances

0="Fp+ Ly — Ly, + Vipr — Vi, kE=2(1)N -1

into the component material balances for the first componer{tomponent index
ignored,; = —1)

0=Fraxpp+ Lp—1Tp—1 — LeTh + Vigr Yea1 — Vi Yo — Mi Tog, k= 2(1)N -1

the complete set of equations reads

0 = V(ya—a1)—mimo, (3.3-a)

0 = Fi(expr—ar)+ Lic1 (@1 — 1) + V (Yes1 — Yo) — mi ok,
k=2(1)N -1 (3.3-b)

0 = Ly (zy-1—2n)—V(yn —xn) —myron (3.3-c)
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Furthermore, the overall component and total material balance have to be fulfilled

N-1 N

0 ZFkxF,k_LNxN+ 144 karg,k (34)
k=2 ——1 k=1
N-1 N

0 Fk — LN “+ vr ka To,k (35)
k=2 =0 k=1

Optimal feed stage location

Solving Eq. (3.3-b) for,._, and assuming that puréis fed to the columnaz, = 1), it

is obvious thatr,_, is larger if no feed is introduced to stagéehan otherwise. Assuming
further thatB is produced on stage, i.e. z;_; > z° it follows thatrg ., is larger

if £ is not a feed stage. Taking Eg. (3.4) into account, it turns out that the uppermost
tray (k = 2) is the best choice for a homogeneously catalyzed reaction with respect to a
minimum number of stages for a fixed reboil ratio= V/Ly).

Critical Damk 6hler number

Kinetic azeotropyn the steady state case means that liquid compositions on subsequent
stages of a reactive distillatiomiimn do not change any more. Considering the reboiler,
Eq. (3.3-¢), this is equivalent to

IN-1 = TN

Defining the Damkhler numbeDay = ”m/fv the modified reaction rat€ = 7o,v/k;y

and the reboil ratia = V/ Ly the condition of kinetic azeotrgyfor the reboiler is given
by

X
0=zy —yn — DaNTO,N

which is exactly the same equation as the ¢towl of kinetic azeotropy for the stripping
section, Eqg. (3.1), except for the scaling dyFor a fixed value of:, corresponding to
a certain product specification fét, acritical Damkshler number
(DaN)crit = xN*;yN
To,N
is obtained as an upper bound for the actual Dalntée' number of the reboiler. Note that
o x < 0aszy < z°. From this critical value either a maximum amount of catalyst in
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the reboiler

S LN
my < —— (DaN)crit = MN maz
kg
or a minimum reboil ratio
my k 1
s> N = Smin
Ly (DGN)m‘t

is determined.

Following the same argumentation as above for the lowermost column &tagéV(— 1)
and assuming a constant amountafalyst for every stage different critical Damlohler
number is obtained from Eq. (3.3-b)

(Dak)m'it = w
To,N-1
Note that the feed is assumed to be introduced at the top of the column. As the reboil ratio
s is already fixed, the maximal value of the amount of catalyst per stage results to

sL
—N (Daflc)crit'

Mimae =
B kf

But this is only a necessary condition. For large values megy,.. the composition
profile is concave, i.e. the influence of the reaction is stronger than that of the separation.
Therefore a further condition must hold tag into account the sipe of the composition
profile for the first two stages counting from the bottom

(xn-2—an-1) > (zy-1 — 2N)-

This results in a tighter limit for the maximal amount of catalyst per stage

SLN

—— ((yv —yn—1) + (yv —zn) + Dan g y) -
ky To,N-1

Memaz =

Hence, the critical Danddiler number of the stripping cascade (scaledpys a lower
bound for that of the reactvdistillation column with a single bottom product!

Column design

Having chosen an appropriate reboil ratioamount of catalyst of the reboilen, and
of the column traysny, the number of stages for a homogeneously catalyzed reactive
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distillation column can be detamined. The fact that the feed should be introduced to the

top stage (cf. above section) and the information about the total extent of reaction needed,
Eq. (3.4), is included in the design prattee. The amount of catalyst in the condenser is
assumed to be less or equal to that of the column stages. Fig. 3.3 shows the dependence
of the number of column stages on the amount of catalyst per stage for the following data.

physical properties stream data design parameters
kg = 1.0 [molikgs)] | F = 1.0 [mol/s] s = 500 [-]
K., 1.0 1 zp = 1.0 1 my = 0.1 [kg]
a = 40 -1 Ly = 1.0 [mol/s]
zy = 0.001 [
xN:0A001, reboil ratio s=50 xN=0.001. reboil ratio s=50
80 T T T T T T T 0 T T T T
751 ° 1
700 1
o 50
651 1
60 o 4
8esl o s gm’ 1
s . g
s 000 1 151 K
40t @ .
350 e g
mmm 20| o o 4
301 o 4
25 mmm s
0 0.62 0.(‘)4 0.66 0,68 0.‘1 0.‘12 0.‘14 0 0‘-2 0-‘4 0.‘5 018 1
catalyst per stage [kg] x[-]

Figure 3.3: Number of stages as a func- Figure 3.4: Concentration profile of com-
tion of the amount of catalyst per column ponentA over the height of the column.
tray my.

As can be seen, there exists a certain regibthe amount of catalyst per tray resulting
in the minimum number of stages. Fig. 3.4 shows the liquid mole fraction of component
A over the height of the column for a design with the minimum number of stages. The
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amount of catalyst of each tray is chosemtp = 0.12 [kg], resulting in 23 inner column
stages or 25 stages including the condenser and the reboiler. As expected, for lower values
of the reboil ratios the number of stages increases and the minimum number of stages is
obtained in a smaller region, e, € [0.048,0.055] for s = 40.0.

3.1.3 Comparison of process configurations

During the development of a reactive distiitan process the question has to be answered

if the RDC process is advantageous compared to other reaction/separation schemes. In the
following, four different processes are investigated for the isomerization reattionB

with A the more volative component.

. Homogeneously catalyzedactive distillation columnric_hom)
. Heterogeneously catalyzeehctive distillation columnrfic_het)
. Nonreactive distillation column with a reactor at the taggusc)

A W N P

. Reactor coupled with a ncgmrctive distillation columnrplusrecy)

As the desired product is the heavy component, the RDC processes are both operated at
total reflux. To enable a fair comparison, all processes are optimized with the optimization
tool GAMS [9]. Process 3 is formulated as a Nonlinear Programming (NLP) problem
wheras the remaining processes 1, 2 and 4 are formulated as Mixed-Integer Nonlinear
Programming (MINLP) problems. The discrete variable in the latter models is the feed
position for the fresh feed or the feed from tieactor, respectively. The reaction zone

of the heterogeneously catalyzed column is not formulated by binary variables but in a
continuous waym; < Mmm.., reducing the number of binary variables of this MINLP
problem. The data used for the optimization studies are given below.

physical properties stream data design parameters
ks = 1.0 [molikgs)] | F = 1.0 [molls] | N = 29 -1
K, = 10 - Tr = 1.0 [ Lpmee = 10° [mol/s]
a = 40 [ TNmae = 0.001  [-] Mmaz = 5.0  [kg]

The concentrations andz v ... refer to the mole fraction of componentin the feed
and in the bottom product stream, respectively.denotes the fixed number of column

44



stages where the condenser is stage 1 and the reboiler is/$ta@me exception is the
process configuration 3 where stage 1 corresponds to the uppermost column tray. In
this configuration, the reactor serves as the condenser, see Figm3.5.denotes the
maximum allowed amount of catalyst on each column tray. The objective function to
be minimized is the vapor streabi leaving the reboiler in every case, thus the energy
demand is to be minimized.

N

Figure 3.6: Conventional reactor/separator

Figure 3.5: Reactor on top of  scheme with recycle of the reactanii@srecy).
a nonreactive distillation column

(rplusc).

Results

1. Homogeneously catalyzed reactive distillation column

As expected from the considerations in the previous section, the uppermost column
tray turns out to be the optimal feed position. Depending on the model assumptions
wrto. where the reaction takes place, the following cases are considered:

(a) The amount of catalyst in the condensei (< 1.0) is independent on that of
each tray fu), the reboiler is nonreactiver(y = 0).

(b) Condenser and reboiler are both nonreactive £ my = 0).
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(c) The amount of catalyst in the condenser (< 1.0) is independent on that of
each tray fu), the reboiler is reactivenfy = my).

(d) The condenser is nonreactive;(= 0), the reboiler is reactivenfy = my).

The following table summarizes the results for the different assumptions.

| | 1a] 1| 1] ad]

my [Kg] 1.0 0.0 1.0 | infeas.
my, [Kg] 0.0389| 0.0897| 0.0210| infeas.
my [kg] 0.0 0.0 | 0.0210| infeas.
V [mol/s] | 6.682| 13.147| 11.282| infeas.

The last case (1d) is infeasible as the required bottom specificatiort 0.001

can not be reached for this combination. As discussed in the previous section, the
Damkohler number must be very small for a reactive reboiler. A similar result is
obtained from case (1c) where, = my is small. The main conversion from

to B takes place in the reactive condenser in that case. This is not possible in case
(1d), thus there is not enough catalyst in tidumn to reach the desired conversion
and the required product purity simultaneously.

. Heterogeneously catalyzed reactive distillation column

The main difference between homogeneously and heterogeneously catalyzed RDC
processes is that in the latter case the reaction zone can be specified, e.g. by provid-
ing a catalytic packing in the column. From a practical point of view it is difficult

to realize a reactive condenser. Thus the condenser is assumed to be nonreactive
(my = 0) in the present process configuration. The optimal configuration for this
case is shown below.

V = 1.663
5.0 [kg] for k=2(1)9
0.0 [kg] for k =10(1)29

my,

In a second scenario, the total amount of catalyst in the column is limited to the
total amount of the homogeneously catalyzed case (&h),= 2.42. The optimal
solution for this scenario provides 17 reactive stages, as can be seen from Fig. 3.7.
The value of the objective function is

V =2101
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Figure 3.7: Heterogeneously catalyzed RDC with limited total amount of catalyst
m = 2.42. Concentration profile — catalyst profile — column configuration.

The amount of catalyst continuously decreases from stage 2 to stage 18, as does
the mole fraction of reactant. This means that the optimizer provides the largest
amount of catalyst at the uppermost tray of the column wheaad the reaction

rate i i
=k 1 _
o (e (0 w) %)

have their largest values. The condenser is defined to be nonreactive.

3. Reactor at the top of a nonretive distillation column
The feed is introduced into the reactor which also serves as the total condenser of
the column. As the structure is fixed for this process, no binary variables are needed,
resulting in a NLP formulation. The main degree of freedom for the design of this
process is the amount of catalyst in the reaetgr. For different upper bounds on
this variablem g ..., the following results are obtained.

| Mamas kgl || 2.42 | 10.0 | 40.0 | 100.0]
ma kgl || 242 ] 10.0 | 40.0 [ 100.0
V [mol/s] | 3.536] 1.959] 1.732| 1.690

4. Reactor coupled with a nonretve distillation column

This process configuration is again modelled as a MINLP problem as the position

of the feed tray shall be determined by the optimization. Further design variables

are the amount of catalyst in the reactor, the recycle rate and the vapor flow rate.
The table below summarizes the results for different upper bounds on the catalyst
in the reactorN denotes the feed tray location.
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Mama [Ka] | 242 ] 10.0 | 40.0 [ 100.0
mg [kg] || 2.42 | 10.0 | 40.0 | 100.0
Nr [] 16 | 16 | 16 | 16
V [molis] | 3.537] 1.961] 1.733] 1.692

It should be noted that all optimal solutions obtained are local optimal solution as for
nonlinear optimization problems (NLP or MINLP) the global optimal solution can not
be guaranteed. But at least for the homogeneously catalyzed RDC it can be shown with
the considerations of the previous section that the optimizatiomimgives the global
optimal solution in this case.

Table 3.1 summarizes the optimal process configurations for different total amounts of
catalyst. As can be seen, the heterogeneously catalyzed RDC is the best process config-
uration wrto. energy consumption. For the homogeneously catalyzed RDC, the optimal

| mamee || 242] 10.0] 40.0] 100.0
V(rdc.hom) [ 13.147] 13.147| 13.147| 13.147
V(idchet) | 2.101| 1.666| 1.663| 1.663
V(rplusc) 3536, 1.959| 1.732| 1.690
V(rplusrecy) || 3.537| 1.961| 1.733| 1.692

Table 3.1: Optimal process configurations.

solution is found form,,, = 2.42 in all cases. All other processes make use of the maxi-
mal allowed amount of catalystr ... in every case. The optimal process configurations
rplusc andrplusrecy are nearly identical. This is due to the similarity in the general pro-
cess configuration. Comparing Figs. 3.5 and 3.6 the only differences are the feed position
of the reactor outlet and the liquid or vapor recycle to the reactor.

Sundmacher and Qi [67] recently published i&mresults for the “inverse problem”:
A light product is produced from a heavy readtahe distillation columns are operated
with a total reboiler and the product is Wwitrawn as the column distillate stream.
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Dynamic behavior

So far, the investigations and optimizations have been related to the steady state case. But
for process operation the time-dependent dynamic behavior of the systems is crucial. To
enable dynamic simulationigdies, Egs. (3.3-a) to (3.3-c) are rewritten in the following
form

dz,

mog = Ve - @) - mir, (3.6-a)
dxy,
Nk T; = Fk (il?F,lc - il?lc) + L}c,1 (:l?k,l — xk) + Vv (ychrl _ yk) — Mk Tok,
kE=2(1)N -1 (3.6-b)
dﬂ?N
" Ly-1(zy-1—2n) =V (yn — 25) = my oy (3.6-c)

where the molar holdups;, are assumed to be time-independent.

As a first example, the optimal configurations 0k ... = 2.42 are compared. A feed
flow rate disturbance front’ = 1.0 to ' = 0.5 [mol/s] at time¢ = 1 [s] is considered
while reflux and reboil ratios are kept constant. Fig. 3.8 shows the profiles of the con-
centration of4 in the bottom product for the different processes. All profiles start at the

o 107 disturbance at t=1: F=0.5 (from 1.0)

rdc_hom

0 10 20 30 40 50 60 70 80
time [sec]

Figure 3.8: Step responses of the four different systems to a disturbance in the feed flow
rate att = 1 [s] from 1.0 to 0.5 [mol/s]. Process designs fotg nq.. = 2.42 [Kg].

nominal steady state; ., = 0.001. Immediately after the disturbance, the concentration
z; increases to a value of 0.0018 for the homogeneously catalyzed RDC. All other pro-
cesses are characterized by a slower response to that disturbance and a deefggse in
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towards zero. The reason for the fast dynamic responsgcdfom is the high internal

flow rate of V' or Ly, respectively. The molar holdups are identical for all processes,

but the essential time constant “holdup / flow rate” is much smaller for the homogeneous
RDC process than for the other three processes. Accordingly, the heterogeneously cat-
alyzed column with its lowest internal flow rate among all processes exhibits the slowest
dynamic response. Interestingly, the dynamic behavior of the two reactor-column pro-
cesses is different even though their steady state design is nearly identical. In that case,
the difference is contributed to the fact that the feedrpdusc enters the column at the

top whereas the feed stage fptusrecy is stage 16, which is closer to the bottom. Thus

a disturbance in the feed flow rate influences the bottom produgtwafrecy faster than

that ofrplusc. The increase in the bottom product concentratiog,, for the homoge-
neously catalyzed RDC can be explained by the increase in the @denkiumber due

to the decrease of the internal flow rate. The bottom concentration cannot be lower than
the fixed point of the stripping section and the latter depends on the &@daerkiumber
according to Fig. 3.1.

If the feed flow rate is increasediat 1 [s] from F' = 1.0 to F' = 1.5 [mol/s] completely
different results are obtained as shown in Fig. 3.9. Again, the initial bottom concentration

disturbance at t=1: F=1.5 (from 1.0)
0.2 T T T T T T T
0.18¢ rplusrecy / rplusc ]
0.161 !,w""" e S|
K
0.14f i i
”
0.12r " rdc_het 1
H
2 041t B
x
0.08[ 4
0.06[ 4
0.04F 4
0.0z y rdc_hom ]
AL L L Ll L L Ll L L L L
0 10 20 30 40 50 60 70 80

time [sec]

Figure 3.9: Step responses of the four different systems to a disturbance in the feed flow
rate att = 1 [s] from 1.0 to 1.5 [mol/s]. Process designs fotg nq.. = 2.42 [Kg].

of A'is z1+ = 0.001 for all processes. In the case of the homogeneously catalyzed
RDC, z1 4, increases t®.004, more than double the amount of the previous example.
Following the argumentation of the first example, a decrease, g is expected for
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rdc_hom because of the reduced Daai#ér number. But the fixed point is only a lower
bound. In the actual case, a different effect is more important.

homogeneously catalyzed RDC
T T

stage number
&
:

251

Figure 3.10: Concentration profile of componéelrin the homogeneously catalyzed RDC.
1...intial profile, 2...after the disturbance, 3 ...reboil ratio increased.

The higher flow rate after the disturbance drives the concentration profile towards the
bottom of the column as illustrated in Fig. 3.1D (~ 2). Hence, mored leaves the
column in the bottom product. Increasing the reboil ratio and thus the vapor flow rate
pushes the concentration profile back towards the top of the col@m#n- (3). But to
achieve the original specification of ;. = 0.001, the amount of vapor and along with
that the energy consumption rise considerably from initial values of the reboilsiatio

13.2 and the vapor flow rat&; = 13.2 to the final values; = 43.0 andV; = 64.5.

In case of the heterogeneously catalyzed RDC the new steady state concentration of
after the disturbance is; 4., = 0.134, roughly 30 times the value of the homogeneously
catalyzed RDC! The deviation for the processes with reactor and nonreactive column is
even largerz, ;e = 0.165. The reason for this dramatic increase is the same as for the
homogeneously catalyzed RDC, a shift of the concentration profile towards the bottom
of the column. But in contrast to that process, the energetic effort needed to achieve the
initial specification forz; ;,; is much smaller. Table 3.2 summarizes the results.
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Vi Vs ($1,bot)2 Vs

V(rdc_hom) || 13.15| 19.72| 0.004| 65.00
V( 2.10| 3.15 0.134| 4.94
(
(

\% 3.54| 530| 0.166| 8.99
V(rplusrecy) | 3.54| 5.31| 0.166| 9.00

Table 3.2: Comparison of different processes after a feed flow rate disturbance. Indices

1...intial value, 2...after the disturbance, 3 ...reboil ratio increased.

Comparing the vapor flow rates afc_het with rdc_hom andrplusc shows that the savings
by using a heterogeneously catalyzed RDC increase from initially 84% and 41% to final

values of 92% and 45%, respectively.
Finally, the influence of the amount of catalyst is investigated. In Fig. 3.11, the same feed
disturbance as above is considered for the process configurationswith. = 10.0.

The deviations from the nominal steady state are drastically reduced. The new steady
state for the heterogeneous RDC is nearly identical to that of the homogeneous RDC. To
obtain the original value fot; ;,,» = 0.001 only a slight enlargement of the reboil ratio
from s, = 1.666 (V5 = 2.50) to s3 = 1.678 (V3 = 2.52) is necessary. It should be noted
that the process design fafc_hom in this case is the same as in the previous case as this

is the optimal design for anyig ma. > 2.42.

disturbance at t=1: F=1.5 (from 1.0)
0.05 T T T
0.045F
0.04/ R ST ” 1
F; rplusrecy / rplusc
0.035f ,"
0.03F ¢
=5 I3
20.025F ¢
x r
0.02F |
i
0.015[
[E
001 f
0.005}F ,': rdc_hom rdc_het
o TTTTTT s o=
0 100 200 300 400 500
time [sec]

Figure 3.11: Step responses of the four different systems to a disturbance in the feed flow
rate att = 1 [s] from 1.0 to 1.5 [mol/s]. Process designs fot g .. = 10.0 [Kg].
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The dynamic behavior for the optimal processes with the total amount of catalyst in-
creased tOng mq. = 40.0 is shown in Fig. 3.12. In this case, the bottom concentration
of rdc_het merely changes at all. The deviations for the reactor/column configurations are
further reduced.

-3 disturbance att=1: F=1.5
T

(from 1.0)
14 T T T T

rplusc

rplusrecy

rdc_hom

; rdc_het

0 50 1 60 1 éO 260 250 360 350 400

time [sec]
Figure 3.12: Step responses of the four different systems to a disturbance in the feed flow
rate att = 1 [s] from 1.0 to 1.5 [mol/s]. Process designs fot g .. = 40.0 [Kg].

Increasing the amount of catalyst means that the reactor outlet concentration or the com-
position of the liquid phase leaving the lomeost reactive stage in a RDC approaches
the chemical equilibrium composition. IngHimiting case of an infinitely large reactor
(rplusc andrplusrecy), z1 4+ Would not change for any finite augmentation of the flow
rate.

In summary, these studies demonstrate the necessity for investigations of the dynamic
behavior of the different systems in the early process design stage. One possibility to
optimize the structure of the process and its dynamic behavior simultaneously is the for-
mulation of general mixed-integer dynamic optimization (MIDO) problems. But up to
now, the solution of those problems is a rather challenging task. Alternatively, the con-
sideration of different typical szenarios like disturbances or product changeover policies
could be incorporated in the process design step.
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3.2 ldeal ternary systems

With the experience of process design for binary systems, documented in section 3.1, ideal
ternary systems are considered in detail in the following. Constant relative volatijties

are assumed to represent the ideal vapor-liquid equilibrium

i=1(1)nc—1, (3.7)

Q; Ti
Yi ne—1

1+ Z(ak — l)ﬁk
k=1

wherenc = 3 is the number of components. In the remaindedescribes the lightesB

the intermediate and' the heaviest boiling componenth@&ir mole fractions are denoted

by 1, 25 andzs, respectively. The reaction rate depends on the reaction scheme accord-
ing to Eq. (2.21). For the ideal mixtures considered in the followiRg, and%; are
assumed to be constant. With the knowledge of fixed points from flash cascade calcula-
tions basic process configurations can be derived. To design the processes and to compare
them, different mathematical models are used. Details are provided in Appendix B. All
variables and equations are given in dim@nless forms throughout this section.

e For all design studies, feexpecifications are given and certain product purities are
required in the forme; p > ; pmin-

Nonreactive distillation columns are dgsed on the basis of the Fenske and Un-
derwood equations to estimate their minimum number of stages and the minimum
reflux. The nonreactive separation tasks involved are fairly easy such that the influ-
ence of the concrete design of these columns is small in comparative studies.

e In some cases, flash cascade calculations according to Chadda et al. [13] are used
to estimate the number of stages for a reaistillation colunm. Component and
total material balances, vapor-liquid equilibrium relations, and an expression for
the reaction rate are needed for these calculations.

For a fixed number of stages simulation and optimization studies are performed
with equilibrium stage column models, again on the basis of material balances, as
well as expressions for the VLE and the chemical reaction. The optimization tool
GAaMms [9] is used for the design of feasible process configuration, especially if
binary decision variables are involved. Examples for such mixed-integer problems
are positions of feed or side withdrawlsh& basic design configurations are further
examined in simulation studies in the process simulation towh[)39, 45, 42].
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3.2.1 Idealternary systen2 B <— A+ C
Fundamentals

Following the argumentation of Barbosa and Doherty [4], kinetic azeotropes are not pos-
sible for this reaction system. Fig. 3.13 shows the phase portrait of this system with
the chemical equilibrium curve-¢--), stoichiometric lines (- - -) and nonreactive residue
curves (—). As can be seen, there are no tangent points of the stoichiometric lines to the
residue curves, indicating that no kinetic azeotropes are possible.

B 2B==A+C,a,=9.06, a,=2.65K =025
1 2 eq
1
N N
0.8 N\ \ X
. N
D N N

0.6 \ N

~ \ \ D \\
\ Wl N N
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AN S8\ \
g )
0.4t/ /% S NN \
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\
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Figure 3.13: Phase portrait for the reactive systefh <= A + C with stoichiometric
lines (- - -), nonreactive residue curves:) and the reaction equilibrium line-¢--).

In the following, the metathesis of 2-pentene is considered as an example with data taken
from Chen et al. [14].

A C4Hg 2-butene  ~» 24
B C5H10 Z'pentene ~ To
C CeHio 3-hexene ~» x3

Chen et al. used a model with temperature dependent nonlinear relations for the forward
reaction rate(x,7') and the VLE calculation. However, as this reaction system is nearly
ideal, the temperature effect can be neglected for a given constant pressure. Egs. (3.7)
and (2.21) are used in the following with parameters fitted to the reference model

a =1[9.06, 2.65, 1.0] and k;=2.9.
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K., = 0.25 is taken from the literatureeference. The reaction gafor this system reads

1T
ro(x) = ky (xg - ;(—;) ) (3.8)
Solving Egs. (2.59) and (2.60) for this system leads to pure compohént = 1) and
pure component’ (z3 = 1) as the only fixed points of the rectifying and stripping flash
cascade. Their stability behavior is indicated in Table 3.3. Thus, puwan be obtained

| [ rectifying cascade stripping cascade |
A || unstable node unstable node fob < Da* < 0.273,
saddle otherwise
B || no fixed point no fixed point

C || stable node ford < Da* < 0.6, | stable node
saddle otherwise

Table 3.3: Fixed points for the reaction systeld <= A + C depending on the scaled
Damlgdhler numbeDa* = Da/(1 + Da).

as the column’s top product for aidy (unstable node of the rectifying cascade) and pure

C' as the bottom product (stable node of the stripping cascade), provided that there is
enough catalyst in the column or that the reaction is fast enough to reach full conversion
of B.

Conventional process for the decomposition oB

The conventional process consists of a single phase CSTR followed by two nonreactive
distillation columns. The whole systeis fed by a pure stream of compondsitat a
dimensionless flow rate of = 100. Two variants are considered, the direct split and

the indirect split case. Figs. 3.14 and 3.15 show the corresponding flowsheets. The
design of these two processes is based on material balances together with the Fenske
equation for the minimum number of stages and the Underwood equation for minimum
reflux for the two columns (see appendix B.1). This design model is solved with the
optimization tool G&Mms. With an upper bound on the number of stagesVpf,. = 50

and on the amount of catalyst in the reactorngf,... = 200 optimal values for the
design parameters are obtained. These are the actual amount of catalyst in the reactor
ng, the total numbers of stagé§,, feed stage location¥ ., reflux ratiosr; and reboil
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ratios sg. The indexk € {1,2} represents the column number. On the basis of these
design parameters, the conventional process is simulated and optimizadan Bs

DivA is only capable of solving continuous optimization problems, the discrete decision
variables (V) are fixed, and the reflux and reboil ratios remain as degrees of freedom.
As objective function to be minimized the sum of internal vapor flow rdfess used,
corresponding to a minimization of the energy consumption of the overall process. Table
3.4 summarizes the optimal configuration for the direct split conventional process.

column 1
column 2

Figure 3.14: Conventional process flowsheet — direct split.

ng | N | Np r s 14
column 1 25| 15|1.91| 0.60| 145.66
column 2 10 5]0.91| 7.31| 365.49
reactor || 200.0

Table 3.4: Design parameters for the direct split conventional process.

Table 3.5 shows the corresponding values for the optimal configuration of the indirect
split conventional process. As can be seen, the overall energy consumption of the two
processes are comparable with a slightly lower value for the direct split configuration.

This is mainly due to the largelative voldility of componentA.

57



- 8-

column 2

column 1

Figure 3.15: Conventional process flowsheet — indirect split.

ng | N | Np r s 14
column 1 10 51 0.67| 8.13| 406.27
column 2 25| 15|1.82| 0.73| 141.06
reactor || 200.0

Table 3.5: Design parameters for indirect split conventional process.

Design of RD processes for the decomposition &f

In the sequel, four different reactive distiilan processes are proposed. The basis for all
investigations is a column with 25 stages and a total amount of catalygt,0f 200

to be comparable to the conventional processes. Accordingly,pusded atF = 100

and the required product purities are; = z325 = 0.99. The processes differ in the
catalyst distribution along the height of the column, the feed position and the operating
conditions (reflux and reboil ratio). The optimal solutions are obtained from optimizations
with GAmSs where the vapor flow rate in the column is minimized. For all configurations
the total condenser and the partial reboiler are assumed to be nonreactive. Furthermore,
only one single feed of pure componéhis allowed.

Fig. 3.16 shows the optimal design of an homogeneously catalyzed RDC. The optimal
feed stage turns out to be stage 11, thus the middle of the column. The amount of cat-
alyst on each of the 23 reactive stages is 1@3ulting in a total amount of catalyst of

the maximal allowed value. With this configuration, a vapor flow rat& of 118.2 is
obtained.

For the heterogeneously catalyzed RDC it is assumed that the same amount of catalyst is
provided at all reactive stages. The decision whether a column stage is reactive or not is
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24

25 C

25

Figure 3.16: Homogeneously catalyzed Figure 3.17: Heterogeneously catalyzed
reactive distillation column. reactive distillation column.

made by binary variables in the MINLP model. Fig. 3.17 shows the optimal solution with
7 reactive stages with an amount of catalyst of 28.57 each, summing up to the maximum
of 200. The vapor flow rate i = 113.3 in this case.

The vapor flow rate can be further decreased if the amount of catalyst is allowed to vary
from stage to stage. The optimal configuration is shown in Fig. 3.18 along with the cata-
lyst distribution along the column. This catalyst profile corresponds to the concentration
profile of componenB inside the column. The stage with the highest concentratid$ of
and thus with the highest reaction rate according to Eq. (3.8) is provided with the largest
amount of catalyst. Again, the total amount sums up to 200. The value of the vapor flow
rate isV = 107.6.

A
1 A 2
2
5 catalyst
profile [}
B 1 B 13
20
24
25 C 5
C

25
Figure 3.18: Heterogeneously catalyzed

reactive distillation column with individ-  Figure 3.19: Nonreactive distillation col-
ual amounts of catalyst per reactive stage. umn with a middle vessel.
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The last concept investigated consists of two nonreactive distillation columns with a re-
actor in between, the so callesiddle vessel distillationin this configuration, the feed is
defined to be introduced to the reactor. Theitims of the middle vessel is determined

by the optimization algorithm. This configation is a special case of the heterogeneously
catalyzed RDC with only one reactive stage. The optimal values found are 200 for the
amount of catalyst in the reactor alid= 166.3 for the vapor flow rate.

Comparison

One criterion to compare the different regetdistillation processeis the energy con-
sumption in the optimum steady state. As can be seen from Table 3.6 the homogeneously,
the heterogeneously and the individually catalyzed columns are characterized by the low-
est energy consumption, roughly 20% of the best conventional process.

convl| conv2| hom het| indiv mv
14 512.2| 548.3| 118.2| 113.3| 107.6| 166.3
dyn. behav. 1 1 3 4 2 5

Table 3.6: Comparison of different processes.

But steady state considerations are not sufficient to compare design alternatives
thouroughly. Therefore, the dynamic behavid the processes is also compared. Fig.
3.20 shows the time transients of the produatities after a step disturbance in the feed
flow rate of + 50%. It is obvious that the conventional processes are the most robust
processes wrto. this kind of disturbances. The middle vessel column performes worst.
Among the different types of reactive disttilan columns the indidually catalyzed col-

umn shows the best performance. A further interesting criterion for the comparison and
evaluation of the different processes is coltdtality. But this invegigation is beyond the
scope of this thesis.
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Figure 3.20: Time transients of product purstiafter a step disturbance in the feed flow
rate of £ 50%. Upper figure: component, lower figure: component' in the corre-
sponding product streams.
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Conventional process for the synthesis oB

In the following, the synthesis d from A andC'is considered. Like in the decomposi-
tion problem, a direct split as well as an irgfit split process is possible. Again, the direct
split process is favorable with respect to the overall energy consumption. The resulting

flowsheet is shown in Fig. 3.21.

column 1

column 2

Figure 3.21: Conventional process flowsheet for the productids. of

Following the same procedure as for the decompositioB ,ajptimization of the FUGK
model in GAMs and optimization of the resulting rigorous model iV®, optimal design
parameters are obtained as shown in Table 3.7. A stoichiometric mixtufeanid C'

(zp1 = zps = 0.5) with a total flow rate off" = 100 is fed to the system. The upper
bound for the amount of catalyst in the reacton js,... = 500.0 in this case. A product
purity of z, p > 0.99 is required. The total energy consumption is measured by the sum

of the vapor flow ratesy = V; + V5 = 336.7.

ngr N NF T

S

|4

column 1 20 8| 1.38
column 2 20| 14]1.19
reactor | 500.0

0.66
2.82

117.5
219.2

Table 3.7: Design parameters for the conventional process for the productihn of

62



Design of RD processes for the synthesis &f

To understand the main difference between the design of a RD process for the synthesis
and the decomposition @, consider the phase portrait of this reaction system, Fig. 3.13,
and the fixed points in Table 3.3. The pure componéran not be obtained as a top

or bottom product of a distillation column asng as a ternary mixture is present in the
column. In column 2 of the conventional process, Fig. 3.21, it is possible to obtain pure
B at the top because there is no compongépresent in that column.

One possible process implementing the RD technology is shown in Fig. 3.22. It re-
sults from combining the reactor and the first nonreactive column from the conventional
scheme in one RDC. The nonreactive column separdimgdC' is essentially the same

as in the conventional process. This configuration is not considered any further.

Figure 3.22: RDC with nonreactive column for the productiomBof

An RD process like in theB decomposition case is not possible for the reasons given
above. Nonetheless, there exist some readistillation configuations where purd is
obtained as a product. One configuration is shown in Fig. 3.23 which may be interpreted
as a combination of the two columns in Fig. 3.22. CompondrasdC' are converted to

B in the reactive rectifying section. The produtts obtained in a side stream below the
reactive zone with a purity of, ., = 0.99. Even though the production &f from A and

C'is feasible in a single RDC, with an internal vapor flow ratéd/of= 5000 the energy
consumption is prohibitively large compared to that of the conventional process.

An alternative process scheme is shown in Fig. 3.24, a RDC with dividing wall. This RDC
consists of a total condenser, a common rectifying section, two middle sections divided
by a vertical wall, a common stripping section and a partial reboiler.
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>

Figure 3.23: RDC with side draw for the production®f

Figure 3.24: RDC with dividing wall for the production @&. Two different process
configurations.

For the simulation and optimization studies, 10 theoretical trays in the nonreactive rec-
tifying and stripping sections each are used, whereas the inner column sections have 40
trays each. For the design of the left column, the inner sections are assumed to be of the
same size. Thus, the ratio of liquid flowing into the left inner section from the rectifying
section isL;/L,. = 0.5, as is the ratio of vapor entering the left inner section from the
stripping sectiorV;;/Vy; = 0.5. The subscripts denote the inner leff)( rectifying (re)

and stripping £t) section, respectively. In the optimal solution, pure componéist fed

to the uppermost tray of the left inner section at a flow raté'@f= 50 and pureC' to

tray 25 of the left inner section &, = 50. The left inner section is fully reactive with

an amount of catalyst per stagenmf = 21.25, summing up to a total amount of 850.

The productB is withdrawn from stage 20 of the right inner section as a side draw at a
flow rate of L,; = 99.3 with a purity ofz, s, = 0.993. The remaining outlet streams are
withdrawn at the top and the bottom at a flow ratd’aft = Bot = 0.35 each consisting
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of pure A and C, respectively. The flow rate of the vapor produced by the reboiler is
Vs = 3500 in this case.

A different design is shown on the right hand side of Fig. 3.24. The optimization algo-
rithm found the best solution wrto. vapor flow rate minimization if the inner sections are
of different size:L;;/L,. = 0.337, V;;/V,, = 0.334. Some lower stages in the left inner
section are nonreactive and the amount of catalyst per stage-is 20. The feed and

side draw positions are identical to the yioais case, only the product purity decreases
slightly: L, = 99.3, 29,4 = 0.986. There is no top product)ist = 0, the bottom
product consists of pur€ with a flow rate ofBot = 0.7. The vapor flow rate is consid-
erably reduced t&,, = 1813. Compared to the single RDC process in Fig. 3.23 this is

a considerable improvement, but compared to the conventional process, the arguments in
favor of a RDC realization are rather weak.

But coming back to the principles of the dividing wall column, these processes can be
regarded as two separate columns with direct liquid and vapor coupling, equivalent to
the Petlyuk column [49]. If one allows the optimization algorithm to vary the position

of these liquid and vapor connections, a very interesting process configuration is found,

shown in Fig. 3.25.
1
A
11

4 = B

Figure 3.25: Nonreactive column with reaeiprefractionator for the production &f —
column configuration.

A nonreactive column is coupled to a reactive prefractionator, but compared to the clas-
sical prefractionator scheme, the coupling is “inversed”. Looking at the main column,
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liquid is withdrawn from tray 49 and is fed to the top of the prefractionator. The vapor
leaving the latter is fed to the main column on stage 49, too. The liquid leaving the pre-
fractionator is fed to the main column on stage 29, i.e. at a position above the liquid
withdrawal. Accordingly, a vapor stream is withdrawn from the main column on stage 29
and fed to the bottom of the prefractionator. The overall feed of duaadC' respectively

is introduced to the reactive section of the prefractionator in a countercurrent manner like
in the previous processes. The inverse coupling leads to an inverse column profile in the
prefractionator as can be seen on the left hand side of Fig. 3.26. The heavy component
is enriched at the tog3 andC' leave the bottom and is nearly completely consumed by

the reaction. The most astonishing feature of this process is its energy consumption, mea-
sured by the vapor flow rate leaving the reboiler. With= 217.13 it is even considerably
lower than that of the conventional procegs ¢ V, = 336.7)!

main column

prefractionator 1ol

] 05 1

Figure 3.26: Nonreactive column with reaetiprefractionator for the production &f —
liquid mole fraction profiles.

The investigation of this first ideal ternary system demonstrates that the knowledge of
principal properties like reactive azeotropes and attainable product regions is necessary
but not sufficient for a proper process design. The usage of mathematical programming
techniques leads to non-intuitive process variants with large performance improvements.
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3.2.2 lIdeal ternary systen2 A <— B + (C
Fundamentals

The only difference between the reaction system considered in this section and that of the
previous section is the ordef relative volatilities. Hergethe lightest boiling component

A'is decomposed to (or produced from) the intermediate and the heavy boiling species
andC'. As pointed out by Barbosa and Doherty [4] and bsvR54], kinetic azeotropes

may occur for ideal systems if all reactants are either lighter or heavier than all products.
This condition is fulfilled for this system. Fig. 3.27 shows the phase portrait with the
chemical equilibrium line<(- -), nonreactive residue curves (—) and stoichiometric lines

(- - -). Connecting the points where the latter two are tangent leads to the extended line
of kinetic azeotropy-(---) (elka).

B 2A==B+C,a, =9.06, a, =2.65, K_=0.25
1 2 eq
1 T T T T

Figure 3.27: Phase portrait for the reactive syste<=- B + C with stoichiometric
lines (- - -), nonreactive residue c@y (—), reaction equilibrium line-(- -) and the
extended line of kinetic azeotropy--).

The extended line of kinetic azeotropy casabe determined anaically. Writing
Eq. (2.58) withy; = fi(x) forv =[—2,1,1], vy = 0,i =1 andj = 2 results in

Y —T1 Y2 — T2 (3.9)

-2 1
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Substitutingy; = a; z;/(1 + Yo, (i, — 1) 24) leads to a quadratic equation foy(z,).
The intersection of the extended line of &tit azeotropy with theleemical equilibrium
curve gives the chemical equilibrium reactive azeotrefie

For subsequent studies the same data as in the previous example are used
a=[9.06, 2.65, 1.0], k;=29 and K. =025

The reaction rate for this system reads

ro(x) = ky ( - K) : (3.10)

eq
The solution of Egs. (2.59) and (2.60) with the reaction rate according to Eq. (3.10)
delivers the fixed points of the rectifying and the flash cascade and thus possible top
and bottom products of a reactive distillaticolumn. Table 3.8 summarizes the fixed
points and shows theiraility behaior. As can be seen, the pure compondns not

rectifying cascade stripping cascade
elka || unstable node no fixed point for0 < Da* <
0.072, saddle otherwise
A no fixed point no fixed point
B saddle saddle for0 < Da* < 0.072,

stable node otherwise
C stable node fof < Da* < 0.171, | stable node
saddle otherwise

Table 3.8: Fixed points for the reaction system <= B + C depending on the scaled
Damichler numbetDa* = Da/(1 + Da).

a fixed point of this system for any value éfa* > 0, in contrast to the nonreactive
system, whered is a possible top product. Instead, the only possible top product of a
RDC is the kinetic azeotrope as it is the unstable node of the rectifying cascade. This
kinetic azeotrope, which must be located on the extended line of kinetic azeotropy, does
not influence the bottom product. Possible bottom products are pure comgorient

all Damkshler numbers and pure componédhtfor scaled Daméhler numbersDa* >

0.072 (stable nodes of the stripping cascade). Fig. 3.28 shows the fixed points along the
extended line of kinetic azeotropy. The fixed point of the rectifying cascade is an unstable
node, that of the stripping cascade is a saddle.
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rectifying cascade stripping cascade
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Figure 3.28: Fixed points for the reaction system <= B + ' along the extended line
of kinetic azeotropy. Unstable node (- - -) in the rectifying, saddle-Y-n the stripping
cascade.

Conventional process for the decomposition oft

The conventional process for the productionBoéndC from A consists of a reactor fol-
lowed by a nonreactive distillation column where the reacthistseparated and recycled

to the reactor. The bottom product of this column is fed to a second nonreactive column
where pureB is obtained as the top product and putes the bottom product. Fig. 3.29
shows this configuration.

As in the previous example a basic design is obtained on the basis of the Fenske and
Underwood equations, optimized ina®s. For the resulting structure a tray-by-tray
model is optimized in DvA to obtain an energetically optimal process. Pdris fed at

F =100. For the product specifications p > 0.99 andz; » > 0.99 the optimal solution

is shown in Table 3.9 whermer, N, N, r, s denote the amount of catalyst in the reactor,
total number of stages, feed stage location, reflux ratio and reboil ratio, respectively. The
total amount of vapor produced in the reboilers sums ug te V5 = 293.
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column 2

column 1

Figure 3.29: Conventional process flowsheet for the decompositidn of

ng | N | Np r s 14
column 1 20 510.02| 1.77| 176.98
column 2 25| 12|1.32|2.32| 116.02
reactor 200.0

Table 3.9: Design parameters for the conventional process.
Design of RD processes for the decomposition of

As this reaction system exhibits a kinetic azeotrope and proBuistthe intermediate
boiling component, its not possible to okin the products from a RDC configuration as
in the cas& B = A + C. However, there exist different RD processes which will be
explained in more detail in the following.

Having a closer look on the conventional process, it turns out that nearly the whole amount
of the condenser outlet of the first column is recycled to the reactor, whereas only a small
portion serves as the column reflux & 0.02). Thus, a configuration with direct coupling

of the reactor to the top of the first column should give results similar to the conventional
process. Fig. 3.30 shows this configuration. As expected, an optimizatiorvinyields

the same result with an overall amount of vapokpft V, = 293.

In a next step, the reactor and the first coluare combined. The resulting heteroge-
neously catalyzed RDC followed by a nonreactive column is shown in Fig. 3.31. As-
suming that condensers and reboilers are nonreactive, an optimal configuration is found
where the uppermost six stages of the fidtimn are reactive with an amount of catalyst

of n, = 33.3 each. Thus the total amount equals the maximal allowgg. = 200.

The optimal feed position is the uppermost cotutray. With this configuration, the total
vapor flow rate can be reduceditp+ V, = 271.
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C C

Figure 3.30: Reactor on top of a nonreac- Figure 3.31: RDC with nonreactive col-
tive distillation column. umn.

Both processes described so far require two distillation columns. To study the feasibility
of the reaction/separation task in a single column, a heterogeneously catalyzed RDC with
a side draw is considered, as depicted in Fig. 3.32. In a first design study, a column

C

Figure 3.32: Heterogeneously catalyzed RDC with side draw.

with 40 stages is investigated. Stage 1 represents the total condenser, stage 40 the partial
reboiler. The feed of purd is introduced at the uppermost column stage and the product

B is withdrawn from stage 20. Stages 2 to 15 are reactive wjth= 14.28 each, i.e.

Nt = Nmaz = 200. Even though this process is feasible, it can not be regarded as an
alternative to the above proposed processes as the required vapor flow rate increases to
V = 17900.

Looking at the fixed points for this system given in Table 3.8, two stable nodes for the
stripping section are found for a scaled Darhlér number ofDa* > 0.072. This means
that for a sufficiently high Danddiler number two distinct bottom products are possible,
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pureB or pureC'. PureC'is always a stable node, independent/an, and can therefore

be obtained in a nonreactive stripping sewti Thus, a RD process in a single column
can be realized with a divided stripping section, as shown in Fig. 3.33. In contrast to the
dividing wall column configuration in the preus section, only the rectifying section is
used commonly, whereas each stripping section has its own reboiler and no contact of the
two bottom products is allowed.

2A==B+C,K, =025

tray number

05 05 1

Figure 3.33: Heterogeneously catalyzed RDC with divided stripping section. Column
configuration and liquid mole fraction profiles.

In a first design, the number of stages for the rectifying and each stripping section is set to
20. The rectifying section and the left stripping section are completely reactive, the total
condenser and partial reboilers are assumed to be nonreactive. The fresh feedA4f pure
is introduced to the uppermost column tray. Prodiiés withdrawn as a liquid side draw

from the lowermost tray of the left stripping section and produiets the bottom stream

from the reboiler of the right stripping section. An optimization study ivAprovided

the optimal amount of catalyst per stage for the rectifying section ig be 8.55 and for

the left stripping sectiom;; = 20.0, the maximal allowed value. With this configuration,

the vapor flow rate in the rectifying sectionlis, = 666. The energy consumption of this
process is much smaller than that of the RDC with sidedraw, but it is still more than twice
the amount of energy needed in the conventional system. Thus, the best configuration with
respect to energy consumption is the heterogeneously catalyzed RDC with a downstream
separation column as shown in Fig. 3.31. The MINLP optimizations showed that there
exists no better solution among those configurations considered here.
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Conventional process for the synthesis aft

The conventional process flowsheet for the productionl dfom B andC' is shown in
Fig. 3.34. It consists of a reactor followeg b nonreactive distillation column where the
pure productd is removed at the top and the reactants are recycled to the reactor.

column 1

Figure 3.34: Conventional process flowsheet.

Design of RD processes for the synthesis df

In contrast to the decomposition dfin a reactive distillation column, the synthesis/Aof
from B and(C'is an easy task. The main requirement for the design of a RD process is the
nonreactive rectifying section as this is the only way to obtain pluas a product.

This information is given by the fixed points of

the rectifying flash cascade in Table 3.8. Pdre

is a fixed point for the nonreactive system only,

whereas the kinetic azeotrope on the extended

line of kinetic azeotropy is the fixed point for

the reactive system. This implicates that a ho-
mogenously catalyzed RDC is not suitable. Fig. B,C
3.35 proposes a feasible process design. In a
one-product column the reactarfisandC' are

fed to the stripping section which is filled with

catalyst. In a nonreactive rectifying section the

productA is separated from the reacting mix- Figure 3.35: Heterogeneously cat-
ture and is obtained as the column top product. alyzed RDC for the production of.

A
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3.2.3 Ideal ternary system2C <= A+ B
Fundamentals

Once again, only the volatilities of the ideal ternary mixture are changed such that the
heaviest biting component’' is decomposed to (or produced from) the lightest and the
intermediate boiling component$ and B. Like in the previous case the products are
all lighter or heavier boiling than the reacits, and thus kinetic azeotropes will occur in
this system. Fig. 3.36 shows the phase portrait with the chemical equilibrium:Hng (
nonreactive residue curves (—) and stoichiometric lines (- - -). Connecting the points
where the latter two are tangent leads to the extended line of kinetic azeotrepy (

(elka).

B 2C==A+B,a, =9.06, a,=265K =025
eq
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Figure 3.36: Phase portrait for the reactive systath<—= A + B with stoichiometric
lines (- - -), nonreactive residue c@y (—), reaction equilibrium line-(- -) and the
extended line of kinetic azeotropy-).

The same data as in the previous examples are used
a =[9.06, 2.65, 1.0], k;f=29 and K., =0.25,

with the reaction rate

ro(x) = k xt““). (3.11)
o) = ky (a3 -
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Table 3.10 shows the fixed points of the rectifying and flash cascade as the solution of Egs.
(2.59) and (2.60) with the reaction rate according to Eq. (3.11). The pure compbigent

rectifying cascade stripping cascade
elka || no fixed point for0 < Da* < 0.232, | stable node
saddle otherwise
A unstable node unstable node fo® < Da* < 0.081,
saddle otherwise

B saddle for0 < Da* < 0.232, unstable| saddle

node otherwise
C no fixed point no fixed point

Table 3.10: Fixed points for the reaction system <= A + B depending on the scaled
Damichler numbetDa* = Da/(1 + Da).

always obtainable as a top product of a RDC, whereas compaéhbatomes a possible

top product for scaled Danokler numbers higher thaa* > 0.232 (unstable nodes

of the rectifying cascade). Apart from the nonreactive case, the pure comp@rient

no potential product. The stable node of the stripping cascade and thus a possible bottom
product of a RDC is the kinetic azeotrope located on the extended line of kinetic azeotropy
for any Damlohler number. For the limit of no reactio®@* — 0), the kinetic azeotrope
approaches the pure componéhtFig. 3.37 shows the fixed points along the extended
line of kinetic azeotropy.

Conventional process for the decomposition of’

The conventional process for the decomposition’afonsists of a reactor and two nonre-
active distillation columns, Fig. 3.38. Theactor outlet is fed to the first column where
the reactant’ is completely separated and recycled to the reactor. The remaining binary
mixture of A and B is separated in the second column. Like in the previous example
an optimal design is obtained from the optimization of the Fenske and Underwood equa-
tions. The resulting design is used as a basis for further optimizations with a tray-by-tray
model. For a feed of pur€ with ' = 100 and the product specifications » > 0.99 and

z9.p > 0.99 the optimal solution is shown in Table 3.11 wherg N, N, r, s denote the
amount of catalyst in the reactor, total number of stages, feed stage location, reflux ratio
and reboil ratio, respectively. The total amount of vapor produced in the reboilers sums
up toVi 4 Vo = 279.9.
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rectifying cascade stripping cascade
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Figure 3.37: Fixed points for the reaction systeii <= A + B along the extended

line of kinetic azeotropy. Saddle{-) in the rectifying, stable node (—) in the stripping
cascade.

column 1

column 2

Figure 3.38: Conventional process flowsheet for the decompositioh of

ng | N | Np r s 14
column 1 25| 12|1.21|0.40| 182.68
column 2 20| 10|1.07|1.95| 97.22
reactor || 200.0

Table 3.11: Design parameters for the conventional process.

76



Design of RD processes for the decomposition 6f

The reaction systemC' <= A + B is very similar to the previously considered system
2 A <= B + C, including the problenof kinetic azeotropy and #hresulting difficulties

to obtain the pure products from a RDC configioa. Not surprisingly, the RD process
solutions proposed are mirror images of thasthe previous section. Simply spoken, the
termsrectifying andstripping are exchanged.

Fig. 3.39 shows a heterogeously catalyzed RDC coupledth a nonreactive distillation
column. The reactor and the first column of the conventional process are combined in
this RDC. Using the same number of stages as in the conventional process, the optimal
solution is found with four reactive stages (21-24) with an amount of catalyst ef50

each and the feed of pute to the lowermost column tray. The overall amount of vapor
needed to assure the product purities sums Ug te V5 = 259.

A A

B

Figure 3.39: RDC with nonreactive col- Figure 3.40: Heterogeneously catalyzed
umn. RDC with side draw.

In Fig. 3.40 the first realization in a single RDC is shown. The column consists of 40
stages, the total condenser and the partial reboiler representing stages 1 and 40, respec-
tively. Pure reactant’ is fed to the lowermost stage and the prodBds withdrawn from

stage 20 as a liquid side draw. Stages 25 to 39 are reactive with an amount of catalyst of
ng, = 13.3 each, summing up to the maximal total amountiQf = nma. = 200. To
guarantee the product specifications, a vapor flow raté ef 2103 has to be produced

in the reboiler. Due to this high energy consumption this process has to be seen as a
feasibility study only.

The same is valid for the heterogeneously catalyzed RDC with divided rectifying sections,
presented in Fig. 3.41. Each rectifying section as well as the common stripping section
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consist of 20 stages. The left rectifying section is fully reactive with an amount of catalyst
of nj, = 110, the maximal allowed value in this optimization study. The stripping section
is also completely reactive with, = 4.66 and the pure reactait fed to the lower part
(stage 15). From the mole fraction profiles it can be seen that pure prodlactd B are
obtained, at a cost of a vapor flow rate in the stripping sectioWi,of= 1438, which is

still prohibitive for a real process.

a 1
02 % o3® o8

Figure 3.41: Heterogeneously catalyzed RDC with divided rectifying section. Column
configuration and liquid mole fraction profiles.

In principle, the RDC with divided rectifying sections is identical to a RDC with a side
column, presuming that the heat effects across the dividing wall are negligible. Fig. 3.42
shows such a configuration as it was returned from the optimization tasisGor the
current reaction/separation problem. The main column has 30 trays, stage 1 and stage 30
representing the total condenser and the partial reboiler, respectively. At the lowermost
column stage pure reactafitis fed. At the same stage a side column with 20 trays is
coupled via a vapor stream to and a liquid stream from the side column. This column has
a total condenser at the top but no own reboiler. In the main column the reactive section is
placed in the middle (stages 12 to 16) with= 110, whereas in the side column only the

last stage is reactive, = 110. As can be seen from the composition profiles in Fig. 3.42,
pure productB is obtained as the main column’s distillate, and pdras the distillate of

the side column. Interestingly enoughe intermediate boiling componeatis obtained

from a nonreactive rectifying section even though it is no unstable node but a saddle point
in the nonreactive case (Table 3.10). Coneglto the previous process configuration,
only half the amount of vapor is needdd,= 732.
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main column

5| side column

Figure 3.42: Heterogeneously catalyzed RDC with side column. Column configuration
and liquid mole fraction profiles.

The last configuration tested is a nonreactive distillation column with a reactive prefrac-
tionator. Fig. 3.43 shows the design found by optimization studiesAm$ The main

main otann
A A

-

prefractionator

0

-

o
Figure 3.43: Heterogeneously catalyzed RDC with reactive prefractionator. Column con-

figuration and liquid mole fraction profiles.

column consists of 40 stages including condenser and reboiler. A prefractionator with 10
stages is coupled to it via liquid and vapor streams on stages 4 and 37 of the main column.
Pure reactant’ is fed to stage 6 of the prefractionator. Stages 2, 3 and 6—10 of the latter
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are reactive. Pure produgdtis obtained as the main column distillate, whereas @ire
withdrawn from stage 17. With this configuration the energy demand can be further re-
duced,V = 437. This is still more than in the conventional process or in the two-column
configurations, but these studies clearly destrate the important role of mathematical
models and optimization tools for process design. It should be noted that the MINLP
model for the optimization studies turned out to be difficult to solve. One should keep in
mind that the optimization algorithms inA&s can provide local optimal solutions only.

No statement can be made how far away this solution is from the global optimum.

Conventional process for the synthesis of'

In contrast to the decomposition 6f, its synthesis is an easy task, in the conventional
process as well as in a RDC. Fig. 3.44 shows the conventional process flowsheet with a
reactor followed by a singlnonreactive distillation collumn. Pure proddtis obtained

as the column bottom product and the reactan&gdB are recycled to the reactor.

Design of RD processes for the synthesis 6f

Like in the previous example for the production of a single light component, a hetero-
geneously catalyzed RDC is suitable for the current reaction/separation task. Again, a
one-product column is proposed with a reactiwetifying section and a nonreactive strip-
ping section. The latter is important to overcome the reactive azeotrope. Fig. 3.45 shows
the principle design.

column 1

C

Figure 3.44: Conventional process flow- Figure 3.45: Heterogeneously catalyzed
sheet. RDC for the production of’.
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3.2.4 Ideal ternary systen2 A + B <— C
Fundamentals

This ideal reaction system is similar to the previous case, but there exists one important
difference: the existence of kinetic azeotropes and thus the reachable product regions not
only depend on the reaction stoichiometry but also on the actual values of the chemical
equilibrium constant and the relative volatilities. The following data are used for numeri-
cal studies

a=[421], k=10 and K., € {1, 10, 25}
with the reaction rate

ro(x) = ky <xf zo — ;—3) . (3.12)
eq

Fig. 3.46 shows the phase portrait with the chemical equilibrium lire)( nonreactive
residue curves (—) and stoichiometric lines (- - -) for a chemical equilibrium constant of
K., = 1. Connecting the points where the latter two are tangent leads to the extended
line of kinetic azeotropy-(---) (elka).

B 2A+B==C,a, =4, 0(2=2,Keq=1
1

0.8

0.6

0.4

0.2

Figure 3.46: Phase portrait for the reactive system+ B <= C with stoichiometric
lines (- - -), nonreactive residue c@y (—), reaction equilibrium line-(- -) and the
extended line of kinetic azeotropy+-) for K., = 1.

The main difference between this reaction system and the previously treated
A+ B <= 2C('is the curvature of the chemical equilibrium curve near the pure compo-
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nentB. In the actual system the chemical equilibrium curve is tangent td theB edge
which means that the curve does not intersect with the extended line of kinetic azeotropy.
Thus, there is no chemical equilibrium reimetazeotrope in this system, at least not for
low chemical equilibrium constants.,. Table 3.12 lists the fixed points of this reaction
system fork., = 1, the fixed points along thelkaare shown in Fig. 3.47.

K., =1 | rectifying cascade stripping cascade |
elka no fixed point stable node fob < Da* < 0.202,
saddle for0.2 < Da* < 0.202 (MSS)
A unstable node unstable node fo6 < Da* < 0.13,
saddle otherwise
B saddle saddle for) < Da* < 0.2,
stable node otherwise
C no fixed point no fixed point

Table 3.12: Fixed points for the reaction systemh + B <= C' for K., = 1 depending
on the scaled Danatiler numbeDa* = Da/(1 + Da).

As this reaction system is nonequimolar, the fixed points are the solutions of Eq. (2.61)
for the stripping cascade and Eq. (2.62) for the rectifying cascade. In accordance to the
stoichiometry the molar masses are arbitrarily chosen to

M = [28, 56, 112].

For K., = 1 the pure componen is the unstable node of the rectifying cascade, cor-
responding to the top product of a reaetidistillation column.The pure componen®

is the stable node for the stripping cascadelfar > 0.2 and a saddle otherwise. The
extended line of kinetic azeotropglka) is a stable node fo¥y < Da* < 0.202 and ad-
ditionally a saddle fof.2 < Da* < 0.202. This means that there exist multiple steady
states for the same value of the scaled Dahiét numberDa*, corresponding to differ-
ent fixed points. According to these resultse bottom product of a reactive distillation
column corresponds to the kinetic azeotrope on the extended line of kinetic azeotropy for
Damighler numbers which are smaller than the critical abe(,, = 0.202 in this case).
For the small region df.2 < Da* < 0.202 there are two possible product concentrations
and forDa* > Da?,;, the pure componerf is the bottom product.

crit
If the chemical equilibrium constart’,, increases, the chemical equilibrium line ap-
proaches the extended line of kinetic azeotropy. This situation is shown in Fig. 3.48 for a
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rectifying cascade stripping cascade

1 0.3
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0.2
D=Da/(1+Da)

Figure 3.47: Fixed points for the reaction system+ B <= (' along the extended line
of kinetic azeotropy fof{,, = 1.

value of K, = 10.

2A+B==C,a, =4, a,=2,K_=10
1 2 eq
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Figure 3.48: Reactive syste?d + B <= C with reaction equilibrium line (- - -) and
the extended line of kinetic azeotropy-(-) for K., = 10.

Table 3.13 shows the fixed point and their stability. The properties of the system are
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similar to those in the case @f., = 1 but the critical Damkhler number to obtain pure
productB increases considerably f0a?,,, = 0.865. The region of multiple steady states
is also significantly enlarged @714 < Da* < 0.865. This is illustrated on the right

hand side of Fig. 3.49.

K., =10 | rectifying cascade stripping cascade

elka no fixed point stable node fob < Da* < 0.865,
saddle for0.714 < Da* < 0.865 (MSS)

A unstable node unstable node fab < Da* < 0.19,
saddle otherwise

B saddle saddle fol0 < Da* < 0.714,
stable node otherwise

C no fixed point no fixed point

Table 3.13: Fixed points for the reaction system + B <= C for K., = 10 depending
on the scaled Danatiler numbeDa* = Da/(1 + Da).

rectifying cascade stripping cascade
1
x~ 05 0.5
stable node
0 0 saddle_ .-*
0 0.5 1 0 0.5 1
1 1 N
saddle s
\
stable node
3N 0.5 0.5
0 0
0 0.5 1 0 0.5 1
D=Da/(1+Da) D=Da/(1+Da)

Figure 3.49: Fixed points for the reaction system + B <= (' along the extended line
of kinetic azeotropy forK,, = 10.

Increasing the chemical equilibrium constant any furtheKtg = 25 leads to an inter-
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section of the chemical equilibrium curvettvthe extended linefdinetic azeotropy at

two points. Thus in this case, there exis equilibrium reactive azeotropes as can be
seen in Fig. 3.50. In Table 3.14 the fixed points are indicated together with their stability
properties. In contrast to the previous cases of lower valués gfthere are fixed points

on the extended line of kinetic azeotropy for the rectifying cascade, too.

2A+B==C,a, =4, a,=2,K =25
1 2 eq
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Figure 3.50: Reactive syste?d + B <= (' with reaction equilibrium line (- - -) and
the extended line of kinetic azeotropy-(-) for K., = 25.

K., =25 || rectifying cascade

| stripping cascade |
elka no fixed point for0 < Da* < 0.9, | stable node fob < Da* < 1,
saddle and unstable node for saddle for0.862 < Da* < 1 (MSS)
Da* > 0.9 (MSS)
A unstable node unstable node fob < Da* < 0.196,
saddle otherwise
B saddle saddle fol0 < Da* < 0.862,
stable node otherwise
C no fixed point no fixed point

Table 3.14: Fixed points for the reaction system + B <= C for K., = 25 depending

on the scaled Danatiler numbeDa* = Da/(1 + Da).

In this example, multiple kinetic azeotrapexist in the rectifying section faba* > 0.9
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as can be seen on the left hand side of Fig. 3.51. For the stripping cascade, kinetic
azeotropes now exist for every value of the scaled Datrtée numberDa* with multi-

plicity for Da* > 0.862. In that case, it is not possible to obtain puteas the bottom
product by simply providing a sufficiently large residence time (catalyst or holdup).

rectifying cascade stripping cascade
1
<~ 0.5 0.5
saddle stable node
0 unstable noJ§~ 0 saddle_ .-
0 0.5 1 0 0.5 1
1 1 —
unstable node, * saddle
-+
saddie™s
x> 0.5 . 0.5
stable node
0 0
0 0.5 1 0 0.5 1
D=Da/(1+Da) D=Da/(1+Da)

Figure 3.51: Fixed points for the reaction system + B <= (' along the extended line
of kinetic azeotropy forK,, = 25.

To sum up, the reaction systel¥l + B <= C'is an interesting example to demonstrate
that not only the reaction scheme but also cete values of reaction parameters decide
whether kinetic azeotropes exist or not.

Process design

The conventional process for this system is identical to that of the reaction system
2C = A+ B, for the synthesis of C as well as for its decomposition. The reactive
distillation process for the synthesis @fis identical to that of the systethC' = A + B

as shown in Fig. 3.45. For the decompositionCothe processes proposed in the previ-
ous section should work as well. However fmall values of the chemical equilibrium
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constantk’, there exists a more attractive configuration. In that case pure products
and B can be obtained as top and bottom products from a single homogeneously cat-
alyzed RDC as shown in Fig. 3.52. A§., increases the separation becomes more and

A

B

Figure 3.52: Homogeneously catalyzed RDC for the decompositioh of

more difficult until a critical value of thequilibrium constant is reached. At that point
kinetic azeotropes occur for all values of the Darhlei numbetDa and the single RDC
configuration becomes infeasible.

This example shows that key properties like reactive azeotropes not only depend on struc-
tures like stoichiometry but also on actual values like the chemical equilibrium constant or
relative volatilities. As a consequence, these dependencies directly influence the process
design and hence economics.
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3.2.5 |Idealternary systemA + B <= C

Fundamentals

The last ideal reaction system considered in this thesis is similar to the examples in sec-
tions 3.2.3 and 3.2.4 with slight changes in the stoichiometry. But again, a different
behavior is observed wrto. the existence of azeotropes depending on the actual values of
the chemical equilibrium constant and the relative volatilities. The data chosen are

a=105,3,1, k=10 and K, € {05,1,4}
with the reaction rate

T
To(X) = kf <$1 T9 — K::q) . (313)
Fig. 3.53 shows the chemical equilibrium line-(-), and the extended line of kinetic

azeotropy {----) (elka) for a chemical equilibrium constant df., = 0.5. Both lines

A+B==C,a, =5 a,=3,K =05
1 2 eq

02f 4 B

0 0.2 0.4 0.6 0.8 1

Figure 3.53: Phase portrait for the reactive systerB <= C with reaction equilibrium
line (- - -) and the extended line of kinetic azeotropy-¢) for K., = 0.5.

intersect at pureé3 (zo = 1) only, there exists no equilium reactive azeotrope inside

the composition triangle. Thus, the decompositiodo A and B is possible in a sin-

gle RDC as shown in the previous section in Fig. 3.52. But as can be seen from the
fixed points in Fig. 3.54, this is only true for higher Daoftér numbers. For values

of Da* < 0.25, the stable node of the stripping cascade lies on the extended line of ki-
netic azeotropy. Thus, there exist reactiveekic azeotropes even though no equilibrium
reactive azeotropes appear in this system.
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rectifying cascade stripping cascade

<~ 0.5 0.5
0O 0.5 1 0O 0.5 1
1 1

xM 0.5 0.5
00 1 00 1

0.5 0.5
D=Da/(1+Da) D=Da/(1+Da)

Figure 3.54: Fixed points for the reaction systdm- B <= C along the extended line
of kinetic azeotropy fof<,, = 0.5.

For a higher value of the chemical equilibrium constankof = 1 similar results are ob-
tained, Figs. 3.55 and 3.56. In this case it is possible to obtaind B as decomposition
products as well, but only for the liitng case of chemical equilibriumJa* — 1). For
even higher values df., an equilibrium reactive azeotrop@pears as the chemical equi-
librium line and the extendelihe of kinetic azeotropy intsect inside the composition
triangle. This situation is shown in Figs. 3.57 and 3.58K0qy = 4.

The selected examples presented above lgled@monstrate the need of detailed investi-
gations of the reaction system under consideration. Residue curve maps have proven to be
indespensable tools for a preliminary process design. They give important insights about
attainable products in either configuration. On the other hand they are necessary but not
sufficient for a successful process @gsi Mathematical programming and MINLP op-
timization turned out to be promising techniques for the development of innovative and
cost optimal processes.
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A+B==C,a =5 a =3,K =1
1 2 eq

08F Y,

0.6f

0.4F

02r ¢

2 . . . .
0.4 0.6 0.8

Figure 3.55: Phase portrait for the reactive systemB <= C with reaction equilibrium
line (- - -) and the extended line of kinetic azeotropy-{} for K., = 1.

stripping cascade

rectifying cascade
1 1
x~ 05 0.5
0 0
0 0.5 1 0 0.5 1
1 1
3N 0.5 0.5
0o 0.5 1 00 0.5 1
D=Da/(1+Da) D=Da/(1+Da)

Figure 3.56: Fixed points for the reaction systdm- B <= C along the extended line

of kinetic azeotropy for{,, = 1.
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A+B==C,a =5 a, =3,K =4
1 2 eq
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Figure 3.57: Phase portrait for the reactive systemB <= C with reaction equilibrium
line (- - -) and the extended line of kinetic azeotropy-{} for K., = 4.

rectifying cascade stripping cascade
1 1
x~ 0.5 0.5
0 S 0
0 0.5 1 0 0.5 1
1 1
< 05 o 05
0
oO 0.5 1 0 0.5

D=Da/(1+Da)

of kinetic azeotropy for{,, = 4.

1
D=Da/(1+Da)
Figure 3.58: Fixed points for the reaction systdm- B <= C along the extended line
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3.3 Reactive separation

3.3.1 Fundamentals
Introduction

One of the major problems in the chemical process industries is the separation of fluid
mixtures into its pure components. The standard techniques to tackle this problem are
distillation or rectification. Unfortunately these techniques fail if the boiling points of the
components to be separateeé aery close. However, if tlse closely boiling components
differ considerably in their chemical properties, especially their reactivity, it is possible to
separate at least the reactive components from the mixture by applying a suitable chemical
reaction. In the following, this principle will be explored in more detall, first considering
the separation of an ideal mixture/ B and second the separation of isobutene from a C
hydrocarbon mixturen coupled reactive distillationotumns as casstudies.

Reactive separation

Fig. 3.59 shows the general process scheme of a reactive separation process.

inert components reactive component
reactive
component forward intermediate backward
_ = - )
inert reaction product reaction
components

!

reactive entrainer
Figure 3.59: General process scheme of reactive separation.
A mixture of reactive and inert clobe boiling components is fed to a first reac-

tion/separation device where the reactive components react with a suitable reactive en-
trainer to form an intermediate product.

reactive reactive | intermediate
component entrainer product
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This intermediate product should be easily separated from the inert components which
are withdrawn from the first device. The purgérmediate product enters a second reac-
tion/separation device where it is decomposed into the original reactive components and
the reactive entrainer. The latter is recytle the first device whereas the light boiling
reactive components leave the plant as products.

In general, the reaction/separation devices may be any kind of single units and combina-
tions thereof. However, recent research eaative distillation procgses opens new ways

of performing reactive separations very efficiently [50]. In this process both the forward
reaction to form the intermediate producidethe backward reaction to decompose it are
performed in reactive distillation columns (RDC).

3.3.2 Ideal System

In the following, the separation of componertsindB in an ideal mixture is considered.
Their boiling points are very close with a relative volatility @f= 1.1. It is assumed
that componenB reacts with the higher boiling substan€eto form the highest boiling
componentD. Component4 is nonreactive wrto. substancésand D, resulting in the
reaction system

B+C=D, Ainert

According to Eg. (2.21), the reaction scheme

ro = ky (Cl?z T3 — ;;4 ) (3.14)

eq
is assumed with parameters
kp=1, K, =4

where the indices 1 to 4 denote the componehts D, respectively. The boiling point
differences of the reaction partners should be sufficiently large to enable an easy separa-
tion of the ideal quaternary system. The relative volatilities are chosen to

a=[44, 40, 2.0, 1.0].

This system is very similar to that of section 3.2.3 even though the parameters differ and
the reaction is nonequimolar in this case. The main characteristics are identical enabling
to use those previous results for the optimal design of the system under consideration. In
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the following, a conventional process and a RDC process are developed for a mixture of
60% A / 40% B with a normalized dimensionless flow rate of 1

F=1.0, xp = [0.6,0.4,0,0].

Conventional process

In order to develop a flowsheet consistingeactors (CSTRs) and distillation columns,
several tasks must be reflected:

. ConvertB with C'to D.

. RemoveA from the system.
. Decomposé to B andC'.

. RemoveB from the system.

ga A WO N P

. RecycleC' and D appropriately.

Figs. 3.44 and 3.38 in section 3.2.3 are prototypes of conventional process for the synthe-
sis and decomposition of the heaviest bglzomponent in an ideal ternary mixture. The
same problems are to be solved in the actual quaternary mixiuiesynthesized (tasks

1, 5 above) and decomposed (tasks 3, 4, 5)t tBere exists one important difference
between the two systems: in the actoabe, the light boilig inert componenti has to

be removed (task 2). This implies that virtually Bois allowed to be present in the col-

umn whereA is separated. Hence, full or at least very high conversioB @&f necessary

in the reactor, depending on the product purity requirements. As the highest achievable
conversion in a CSTR is limited by the chemical equilibrium, the only way to reduce the
amount ofB in the reactor outlet is a high' to B ratio in the feed. On the other hand the
feed flow rate is limited byhe reactor holdup if an operagrpoint near the equilibrium

is chosen. This means that for a given reactor holdup the outlet concentrafibhasf a

lower limit. A reduction ofz g beyond that point is only possible for a cascade of reactors
and distillation colums where the produd? is withdrawn before the next reaction stage.

This configuration is shown in Fig. 3.60. In order to obtain the componéatsd B with

a purity of at least 96%, two reactors (R1 and R2) are necessary with an upper limit on
each reactor holdup of 200. Reactor R1 is fed with the fr&€5B mixture to be separated

and with pure”' from recycle streams. In column C1 the prodiiis removed and fed to

the decomposition reactor RBhe remaining mixturel/B/C flows to reactor R2 where
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synthesis 1

Figure 3.60: Conventional process for the regcseparation of the closely boiling com-
ponents4 andB.

it is further diluted withC'. Only a small amount of3 is present in the reactor outlet
enabling the removal of produet in column C2 with the required purity. Column C3
separateg’ and D, the former recycled to R1, the latter fed to R3. The configuration
R3/C4/C5 is similar to that of the ternary system in Fig. 3.38. HBr&s decomposed;

is recycled to the synthesis section and pBris obtained as the second product.

A simple model consisting of total and component material balances was implemented
in MATLAB. Sharp splits are assumed for the columns and the extend of reaction is
calculated according to Eq. (3.14). A firstdi@design was obtained and used as initial
guess for the optimization in @4s. The optimization model extends theAviLAB model

with calculations of the number of stages and minimum reflux according to the FUGK
design method (see appendix B.1 for details). The objective function to be minimized

reads
5 5
min <w1 Z Ny + wo Z rk>
k=1 k=1

with the number of staged’, and the reflux ratiog;, for all columns. Choosing the
weightsw; = 1, wy = 10 and thus focusing on operating costs rather than investment
costs, delivers the results shown in Tables 3.15 and 3.16.

It should be mentioned that the optimal solution was rather difficult to find, several sub-
systems had to be solved creating new ihitianditions before the final solution was
obtained. Furthermore, one should keep in mind that the result is a local optimal solution
as the optimization algorithm cannot guarantee the global optimum to a nonlinear pro-
gramming (NLP) problem. In this optimal solution all available amoun€’af fed to

the first reactor R1 and none to R2, even thoughittitial values distributed this feed.
Thus, reactor R2 is used for “fine tuning” after the removalloin column C1. In or-
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Nom |[N[r [V [ F D B
ci1| 30 [56]1.6]12.1]4.97]4.67 @;=085) 030 @s=1)
Cc2| 30 |61]88| 6.1|4.60|0.63 @, =0.96) | 3.97 @3 = 0.98)
C3| 29 |54|15| 9.8|397(389 @;=1) |0.08 @s=1)
C4a| 30 |53]49| 22/1.33/038 @y=1) |0.96 @4 =0.53)
C5| 10 |21]26| 1.4|0.96|0.38 @;=0.99) | 0.58 @4 = 0.88)

Table 3.15: Design parameters and operating conditions for the conventional process.
Npin--.minimum number of stagesy...actual number of stages,..reflux ratio,
V...internal vapor flow ratef". . .feed flow ratesD...didillate flow rates,B...bottom

flow rates.

nr 2 Fy Fy P
R1[200]1.00 (.)]|3.89 (s)|0.38 (©s)]|4.97 @ =0.021)
R2( 200|467 ©)|0 (D5)|0 (D) | 4.60 @, = 0.006)
R3[ 200|030 (B;)|0.08 (B;)|058 (Bs)|1.33 @ =0.281)

Table 3.16: Design parameters and operating conditions for the conventional process.
ng...reactor holdupFy. ..feed flow ratespP. .. reactor product flow rate.

der to increase the conversion Bf more than ten times its amount is provided by the
recycles ofC. This leads to large column loadings and the overall total vapor produced
in the column reboilers sums up to 31.6, compared to product flow rates of 0.@wodl

0.4 of B. A detailed simulation with tray-by-tray models might result in smaller columns
and reduced flow rates. But high investment and operating costs will remain the essential
characteristics of this process scheme.

RDC process

As an alternative to the expensive convenél process, a realization with reactive distil-
lation columns is considered in this section. Fig. 3.45 in section 3.2.3 shows the optimal
design for the production of a heavy boiiromponent from ligler ones. The ability

of RDC processes to overcome chemical equilibrium limitations is a big advantage in the
current quaternary system. With a suitable configuration it is possible to obtain both pure
intermediateD as well as pure produet from a single RDC, fed with the fresh feety B

and the recycle of’. For the decomposition d? a suitable configuration is shown in Fig.
3.39. In contrast to the synthesis Bf two columns are necessary for its decomposition
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due to the reactive azeotrope as discussed in detail in section 3.2.3. Coupling these two
parts results in the process scheme shown in Fig. 3.61. A rigorous tray-by-tray model
of this process was implemented im@s with binary decision variables indicating the
feed trays. Like in the ternary examples, the reaction zones are modeled by continuous
variables, in order to reduce the number of binary variables.

A B

A/B

Figure 3.61: RDC process for the reactive agion of the closely boiling components
AandB.

The resulting mixed-integer nonlinear prognaing (MINLP) problem was solved in sev-

eral stages minimizing the amount of vapor as a measure for the energy consumption. Fig.
3.62 shows the mole fraction profiles of the three columns. The operating conditions are
summarized in Table 3.17.

stage number

Figure 3.62: RDC process for the reactive aegpion of the closely boiling components
A andB - liquid mole fraction profiles.

It is easily seen thaB andC' are fully converted in the first RDC, i.e. they are fed in a
stoichiometric ratio. The largé' to B ratio, which is necessary in the RDC process as
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column r| V{N| N, Nr || component purity
formation 85|/85|30| 2-18 | 8/18 A 0.99
decomposition| 1.6 | 2.1 | 20 | 14-20 14

separation 46|22|20, — 11 B 0.99

Table 3.17: Operating conditions for the coupled RDC system with nonreactive separa-
tion column.r. .. reflux ratio,V...vapor flow rateV...number of stagesy,.. .. reactive
section (counting from the top)Nr. . . feed stage.

well, is produced by an internal recycling streaih£ 8.5). The overall energy consump-

tion in terms of vapor flow rates of the RDC process sums up to roughly a third of that
of the conventional process. The savings in investment costs are even more impressive:
two reactors (R1, R2) and thrééstillation columns (C1, C2, 8) are replaced by a single
RDC! Being well aware of the limitations of a single case study, the potential of RDC
processes to solve difficult separation problems is clearly demonstrated. In the following,
the applicability of RDC process to real world problems is considered.

3.3.3 Reactive Separation by Etherification

As an example, consider the task of separating the reactive component isobutene (iB) from
a mixture of inert G hydrocarbons, represented by 1-butene (nB). Among the various
possible reaction systems the etherification of isobutene with methanol (MeOH) to form
methyltert-butyl ether (MTBE) is chosen,

1B+ MeOH = MTBE.

This system has been well investigated and is one of the industrially established reactive
distillation processes (see [50] and references therein). Several process configurations
for MTBE synthesis in a RDC are reported in literature [61, 65]. For the decomposition

of MTBE in a RDC only two process descriptions are available in the patent literature.
However, neither of these two processes matches the requirements of a coupled process
scheme as proposed in Fig. 3.59.

Gabel et al. [27] describe the decomposition of MTBE in a RDC. The reaction zone
is located in the lower part of the column. Very high purity isobutene is only obtained
if water is used as an extracting agent, otherwise the isobutene/methanol azeoptrope is
obtained as the top product. This corresponds to the computational results of the residue
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curves for the ternary system isobutene/methanol/MTBE (Figs. 2.2 and 3.63). Methanol
leaves the system together with water in a side draw and together with MTBE in the

bottom product stream. The authors claim that in the presence of water and the given
operating conditions no byproducts (diisobutene or dimethyl ether) are produced. The
experiments were performed in a pilot scale column at a pressure of 5 bar with a pure
MTBE feed (> 99.9% wt).

Smith [60] had patented a different process for the decomposition of MTBE in a RDC.
The reaction zone is located in the lower portion of the column with the feed at the upper
end of the reaction zone. Data for different MTBE feed stocks and different pressures (4.8
and 5.5 bar) are given. The top product isobutene concentrations vary in the range of 96.5
t0 99.6%. Itis not clear from the description how the isobutene/methanol azeotrope can be
broken under the given operating conditionsatthieve such high purity isobutene prod-
ucts. A mixture of methanol and MTBE leaves the column in the bottom product stream.
Thus there is no complete conversidrWwIBE. No byproduct formation is reported.

Up to now there was no need to decompose MTBE in large quantities as it was sold as
a fuel additive due to its octane enhancing property. But having in mind the current dis-
cussion on the environmental impacts of MTBE and its ban in the U.S.A., the question
of MTBE decompositionn an economical way is arising. fbermore, the separation

of isobutene from a Ccut is an important issue. Both isobutene as well as 1-butene
are valuable starting materials for furthgmgheses like polymerizations or copolymer-
izations, e.g. the formation of butyl rubber. Accordingly, an efficient process for the
separation of these isomers is of high practical interest.

The following case study is to be seen as a feasibility study based on numerical sim-
ulations rather than a design for direct application. The mathematical model used for
simulation is taken from Mohl [43] and includes the following assumptions:

e tray column with equilibrium stages

e vapor-liquid equilibrium according ttdNIQUAC and UNIFAC (For those binary
pairs of components where UNIQUAC parameters are not available the activity
coefficients are estimated by the UNIFAC approach [30, 35].)

e reaction in the liquid phase only

e guasihomogeneous reaction kinetics [52] with modifications for low methanol con-
centrations according to [44]

e constant pressure over the column

e fluid dynamics ignored
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Basic physico-chemical behavior

To develop a feasible column configuratidretphysico-chemical behavior of the sys-
tem (isobutene/1-butene)/methanol/MTBE is consideRsbsidue curve mag&CM) or
phase portraits provide a valuable tool to determine possible column product regions.
These concepts are explained in section 2.2 in more detail. RCM for a simple distillation
process are the solutions to the following initial value problem

dx; .

=x; — Y, 2;(0)=1z4, i=1(1)nc—1 (3.15)

dr
and thus the trajectories of the liquid compositions in an open evaporation process. In
the following figures filled and non-filled circles denote the stable and unstable nodes
of the trajectories, corresnding to possible bottom andptg@roducts for a distillation
column. Squares denote saddle points. Fig. 3.63 shows the RCM at a pressure of 6 bar
for the nonreactive system. Adtillation boundary, connecting the two nonreactive binary
azeotropes isobutene/methanol (unstable node) and methanol/MTBE (saddle), devides the
concentration diagranmto two distinct disillation regions. The pssible bottom product
of a distillation column with a feed in the lower distillation region is pure MTBE (stable
node) whereas a possible bottom product with a feed in the upper region is pure methanol
(stable node). In both cases the single unstable node and thus a possible top product is the
isobutene/methanol azeotrope. Pure isobutene (saddle) can not be obtained as a product
in a nonreactive distillation column.

The behavior of the system changes considerably if the chemical reaction takes place
simultaneously to the vapor-liquid sepaoati Eq. (3.15) is extended by the reaction term
leading to

dz; k()
o (zi — yi) + Da Fpres virg(x,T). (3.16)
The Damlohler number
D _ Meat q/V
@ = Jeatd/ ¥
1/ kg ey

is used to measure the extent of reaction. Considering a simple batch distiliatigule-

notes the amount of calyst in the still,¢ is the amount of acid groups on the redih¢or-
responds to the vapor flow rate akg,.; is a reference forward reaction rate calculated at

T = 333 K. m.,; andV are held constant, resulting in autonomous model as discussed

in Venimadhavan et al. [77]. Thiel et al. [72] demonstrated the importance of a suitable
reaction representation by comparing the homogeneous with the heterogeneous reaction
kinetics. The qualitative behavior is the same for both cases but quantitatively the results
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iB/MeOH /MTBE, p =6 bar

Figure 3.63: Residue curve map for the nonreactive system isobutene/methanol/MTBE at
a pressure of 6 bar.

differ significantly, influencing also the fixed points obtained for a certain Ddrek”
number.

As shown in section 2.2.6, the fixed points of the rectifying section of an RDC have to be

calculated by the rectifying flash cascade.

dri _ (z; — i) — Da k(D) ri(x, 7). (3.17)
d’T kf,ref

Egs. (3.16) and (3.17) only differ in the sign in front of the reaction term. But this
distinction allows to obtain physically meaningful fixed points for the top and bottom
products for all extents of reaction.

Fig. 3.64 shows the phase portrait for the reactive system with a Dialerkilumber

Da = 0.002 at a pressure of 6 bar. The starting points are given;at= 0.4 with
different values ofr).or. The trajectories are calculated with different flash cascade
equations. For the rectifying section, Eq. 3.17 is used with negativertiméereas for

the stripping section, Eq. 3.16 is used with positive time

For this relatively low Daméhler number there exist two stable nodes, two unstable nodes
and two saddles, giving rise to three different distillation regions:

e Starting with a feed in the upper region, pure methanol is a possible bottom product
whereas a ternary mixture of mainly isobutene is a possible top productkimbie
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iB/MeOH / MTBE, p =6 bar

Da =0.002

Figure 3.64: Residue curve map for the reactive system isobutene/methanol/MTBE at a
pressure of 6 bar and a Daotkér number ofDa = 0.002.

azeotroperesults from the movement of the nonreactive binary azeotrope into the
composition triangle as the Damilkler number is increased. Figs. 3.65 and 3.66
show this behavior in more detail.

The top product of the middle region is the same as for the top region. However,
the bottom product changes from pure MTBE in the nonreactive caséitetc
azeotropeconsisting of mainly MTBE and methanal (n Fig. 3.64).

The lowest distillation region has the sarpossible bottom product as in the pre-
vious case but the top product changes to pure isobutene. In contrast to the nonre-
active case a pure isobutene product is possible here as the saddle point moves into
the composition triangle.

As expected from Figs. 3.65 and 3.66 the behavior of the system changes for higher
Damighler numbers. Fdr < Da < 0.00258 the phase diagram is qualitatively the same

as shown in Fig. 3.64. Far.00258 < Da < 0.00435 the kinetic azeotrope near pure
isobutene vanishes leading to a single unstable node of pure isobutene.
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Figure 3.65: Kinetic azeotropes for low isobutene concentrations. Left: mole fraction
diagram; right: z;.0r depending on the Darokler numberDa. O... saddle,e. ..
stable node.
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Figure 3.66: Kinetic azeotropes for high isobutene concentrations. Left: mole fraction
diagram; right: z;.0r depending on the Danokler numberDa. O... saddleo. ..
unstable node.
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ForDa > 0.00435 the MTBE rich kinetic azeotrope disappears, too. This case is shown in
Fig. 3.67 forDa = 0.0045. As can be seen, the distillatidooundaries have disappeared
and the only fixed points are pure isobutene (unstable node) and methanol (stable node).

iB/MeOH / MTBE, p =6 bar

09
o8 Da=0.0045
07]
06
D5
04
03
02}
orp’

Figure 3.67: Residue curve map for the reactive system isobutene/methanol/MTBE at a
pressure of 6 bar and a Daotkér number ofDa = 0.0045.

iB/MeOH /MTBE, p =6 bar

Da =100

Figure 3.68: Residue curve map for the reactive system isobutene/methanol/MTBE at a
pressure of 6 bar near reaction equilibrium.

Increasing the Dandtiler number to a very high value means that the reaction system is
approaching chemical equilibrium. This situation is shown in Fig. 3.68. The fixed points
are still isobutene and methanol but the trajectories directly point towards the equilibrium
curve.
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Conceptual design

Even though the previous trajectories are calculated for a flash cascade, they indicate
the possible products and a®ntration profiles for a (reaee) distillation column. The
design of a MTBE formation column is well known in literature. Therefore, the focus here

is on the design of the MTBE decomposition column. Considering the phase portraits
shown above, it is obvious that in order to obtain pure products isobutene and methanol,
the reaction zone must be located in the rectifying section starting right at the top tray.
It is not necessary to provide a fully catalytic column but the reaction zone must be long
enough to cross the nonreactivstdlation boundary. Furthermoreh¢ amount of catalyst
provided must be large enough to avoid kinetic azeotropes.

nB iB

MTBE

iB/nB

MeOH

Figure 3.69: Coupledzactive distillation columns for ismitene/1-butene separation.

Fig. 3.69 shows the basic process of isobutene/1-butene separation in two coupled reactive
distillation columns. The butene mixture is fed to the first RDC, denotedoitmeation
columnhereafter. The upper part of this column is filled with acidic ion-exchange resins
as catalyst. The stripping section is nonreactive. Isobutene and methanol react to MTBE
in the catalytic section as can be seen from the composition profiles in Fig. 3.70. The
inert component 1-butene is withdrawn &s top product whereas MTBE is obtained in

high purity in the bottom of the column. This bottom product stream is fed to the second
column, thedecomposition columnThe latter is identical to the formation column with
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the exception of a different feed tray position. In this column MTBE is decomposed into
isobutene which is obtained as the top product and the reactive entrainer methanol. The
heavy boiling methanol is withdrawn as thettom product stream and is recycled to the
formation column. For this simulation study the following data are used: butenes feed rate
F = 13.8 mol/h, with a mole fraction of isobutene efz = 0.3. The column pressures

arep = 11.14 bar and the volume of the catalytiagking corresponds to 0.266 liters for
every reactive stage.
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Figure 3.70: Coupledeactive distillation columns for ismtene/1-butene separation:
Composition profiles (with closed methanol recycle).

If one compares the MTBE system (Figs. 3.69, 3.70) with the ideal system (Figs. 3.61,
3.62), the similarities in the formation column (MTBE afdrespectively) are striking.

Even though the physico-chemical properties of these systems are totally different, their
input-output behdor is nearly identical. Compiang the decomposition of MTBE andl,
respectively, provides interesting insights. One would expect that realizing a RDC process
for a simple ideal system is much easier than for a nonideal system with azeotropes and
distillation boundaries. But on the contrary, it turns out that this complex VLE behavior
of the MTBE system allows to realize this coupled RDC process with only two columns.
The main advantage of this system is théigtto cross the distilléon boundary, enabling

to obtain both products isobutene and methanol as fixed points of the column.
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The process configuration and the profiles shown so far represent the ideal case where a
complete conversion of the reactants to the desired products can be achieved. Unfortu-
nately, this is only part of the truth for most real systems, as it is for the system consid-
ered here. Besides the desired etherification reaction, two important side reactions have
to be taken into account. The first side reaction is the isobutene dimerization forming
diisobutene (a mixture of the isomers 2,2,4-trimethyl-1-pentene and 2,2,4-trimethyl-2-
pentene) [31, 68],
2iB = DIB.

The second side reaction is the methanol dehydration forming dimethyl ether and water
[62],
2 MeOH = DME + H-0.

Taking into account these two side reactions the process is infeasible for the design and
the operating conditions chosen above as can be seenin Fig. 3.71. To calculate the profiles
of the formation column, the recycle from the decomposition column is opened and the
methanol feed is fixed at its nominal values taken from the ideal case above.
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Figure 3.71: Coupledeactive distillation columns for ismtene/1-butene separation:
Composition profiles for the system with sideactions (recycle opened, fixed methanol
feed to the formation column).
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The formation column is merely affected by the side reactions, only a small amount of di-
isobutene is formed. Butin the decomposition column, the isobutene from MTBE decom-
position is completely converted to DIB andde amounts of dimethyl ether and water are
formed. Remedies to this undesired behavior are the reduction of the column pressure and
hence a column temperature reduction and a drastical reduction of the amount of catalyst
in the decomposition column. With a modiielesign and under suitable operating con-
ditions pure isobutene can be obtained asttipeproduct of the ecomposition column.

The methanol dehydration is nearly sums®ed and a small amount of DIB is formed.

As DIB is a heavy boiling component it enries in the lower part of the decomposition
column together with methanol. In order to be able to close the methanol recycle to the
formation column, DIB must be removed from the system. The direct DIB/methanol sep-
aration following the decomposition columis not recommendable as these components
form an azeotropic mixture. However, it is possible to close the recycle and remove the
side product DIB with modest effort. In the following, two alternative process schemes
are proposed.

Coupled column system — solution 1

The first feasible process configuration Fown in Fig. 3.72. The recycle stream con-
taining both methanol and DIB is fed to the formation column. Methanol is converted

to MTBE which leaves the column in the bottom product stream together with DIB. In
contrast to methanol, MTBE forms a nearly ideal mixture with DIB which can be sep-
arated in a nonreactive distillation columery easily. The DIB is withdrawn in very

high purity for further use whereas MTBE is fed to the decomposition column. A slight
external methanol makeup stream is necessary because of the methanol losses through its
dehydration.

The corresponding composition profiles fbist process are shown in Fig. 3.73. As can

be seen the product streams of this process consist of pure 1-butene at the top of the
formation column, pure isobutene at the top of the decomposition column and high purity
diisobutene at the bottom of the nonreactive separation column. Table 3.18 summarizes
the operating conditions for a simulated laboratory scale column system at a constant
pressure of 6 bar.
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iB/nB

MTBE /DIB

MeOH / DIB

Figure 3.72: Coupled column system with removal of the side product diisobutene in a
nonreactive separation column.

Feed conditions

feed F [mol/h] | Tr [K]

methanol (makeup 0.05| 390.8

butenes 13.79| 323.0 | z;5 = 0.3

Column design and product purities

column r| QW] |plbar]| N | Nr | Ny | vew [I] | cOmponent| purity
formation 5.9 371 6|30| 12| 2-12| 0.25|| 1-butene | 0.994
separation 2.0 67 630 12| — — || diisobutene| 0.999
decomposition| 23.5 439 6|50| 10| 2-20| 0.003| isobutene | 0.991

Table 3.18: Operating conditions for the coupled column system with nonreactive di-
isobutene separation column.. . reflux ratio,Q. .. reboiler duty,N...number of stages,
Nr...feed stagel,....reactive section (counting from the top),:...anount of cata-

lyst per stage.
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Figure 3.73: Composition profiles of the process scheme in Fig. 3.72.

Coupled column system — solution 2

The composition profiles of the formation column show that there is a region with a very
high MTBE concentration in the stripping section. Exploiting this fact leads to a second
solution shown in Fig. 3.74. Providing a vapor side draw pure MTBE can be withdrawn
from the formation column resulting in adt purity DIB bottom product stream. Apart
from the fact that MTBE is fed to the decomposition column as a vapor stream the re-
mainder of this process configuration is identical to the previous process.

Fig. 3.75 shows the compositigrofiles for this configuradin. Again, the three products
1-butene, isobutene and diisobutene are obtained in high to very high purity. The energy
costs are comparable to those of the first solution but here only two columns are needed.
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Figure 3.74: Coupled column system with a MTBE vapor side draw.
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Figure 3.75: Composition profiles of the process scheme in Fig. 3.74.
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Approximation by an ideal system

The process simulation and optimization of the above proposed coupled column system
turned out to be a very difficult task, mainly because of the size and complexity of the
mathematical models. Hence, first attempts were made to develop simplified models
which can be used for a preliminary design. The highly nonlinear vapor-liquid equilib-
rium correlations are promising candidates for model simplifications as they cause prob-
lems during the optimization calculations. In the following it is investigated how the non-
ideal VLE might be approximated by ideal VLE descriptions with the nonreactive ternary
system isobutene/methanol/MTBE as an example. Fig. 3.63 shows the corresponding
residue curve map where an ideal vapor phase and a nonideal liquid phase is assumed,
resulting in the following equation

0=u;p— Ti%Dis, i=1(1)nc—1 (3.18)

wherenc is the number of components. The saturation pregsuris calculated with the
Antoine equation

a2;
logyo(pi,s) = ani + 7 *2(131‘ (3.19)
and the liquid activity coefficients; by the UNIQUAC correlation
In(y) = () + () (3.20)
k=1
nc nc ak 7_1 &
In(v?) = ¢ |[1.0—In Ok Tri) | — <M7> 3.22
) = ¢ ( (Z( K Th, )) Z O o) ) (3.22)

wheref; and¥; depend on the composition 7; ; are functions of the temperatufeand
¢, 1, l; are component-specific constants.

Following the argumentation of Vogelpohl [79], this rather complex description of the
nonideal system with two azeotropes andsdiliation boundary can be approximated by

the much simpler description of two separate ideal systems. Assuming a constant pressure
p andconstant relative volatilities;, the set of equations (3.18) to (3.22) reduces to

a; T} .
= T . i=1(1)nc" — 1. (3.23)
1=2 1((O‘k 1) a3)

The number of components of the ideal systesh is larger than the originakc as the
binary azeotropes have to be defined as pseudo-components. Starting with the lowest
boiling (pseudo-)component the folling new componestare obtained

y;
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azeotrope isobutene/methanol
isobutene

azeotrope methanol/MTBE
methanol

MTBE

a b~ W NP

The unknown parameters are fitted to the binary VLE data computed with the detailed
model for a constant pressure of 6 bar. Figs. 3.76 to 3.78 show the original profiles
(dashed lines) compared to the approximation with the ideal system (solid lines). The
fitted values are
a = [a14, az] = [35.0,2.6]

for the upper distillation regiorplire methanol, Fig. 3.63) and

o= [041570425,C¥35] = [8-5575-772-85}
for the lower distillation region (pure MTBE, Fig. 3.63) withs = a;5 ass.

McCabe-Thiele diagram: isobutene / methanol
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Figure 3.76: System isobutene/methanol, fitted valugs= 35.0, a;o = 1.5

Denoting the pseudo-components by the superscript “id”, the transformation from
pseudo-components to original components is given by

id
ITiB = TiB,az12" T
_ id
TMTBE = TMTBE,az23° T3
Tyeor = 1— 2B — TuTBE
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McCabe-Thiele diagram: isobutene / MTBE
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Figure 3.77: System isobutene/MTBE, fitted values; = 5.7

McCabe-Thiele diagram: methanol / MTBE
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Figure 3.78: System methanol/MTBE, fitted valueg; = 2.85, a4 = 2.6

for the upper distilléon region and
0
Tip = TiBa:12° TY + T3
id id
TMeOH = TMeOH,az12" T1 + TMeOH,az23 * Ty

for the lower distillation region.z; ,.12 are the original mole fractions of the azeotrope
isobutene/methanol and, ,..; the corresponding values for the azeotrope methanol/
MTBE.
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Fig. 3.79 shows a comparison of residue curve maps calculated by the nonideal VLE
correlation (dashed lines) with the ideal system approximation (solid lines). Even though

there are quantitative differences in the trajectories, the qualitative agreement is excellent.
Hence, this approach might be a valuable tool to simplify the mathematical model and

ease the early process design step.

iB/MeOH / MTBE, p =6 bar
1 T T

0 0.2 0.4 0.6 0.8 1

Figure 3.79: Residue curves for the ideal (solid) and the real (dashed) ternary system
isobutene/methanol/MTBE.
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3.3.4 Reactive Separation by Hydration

The second example consideres the same ségpatask, the separation of isobutene and
1-butene. Butin this case a different reaction scheme is applied, the hydration of isobutene
to tert-butyl alcohol (TBA)

iB+ H,O = TBA.

This reaction system is similar to the previous case study with respect to the same side
product diisobutene
2iB = DIB

but it widely differs in its vapor-liquid behavior as this aqueous system exhibits large

miscibility gaps leading to aduid-liquid phase split. The phigo-chemical properties

will be discussed in more detail below. In contrast to the previous example, in this case
the TBA decomposition in a RDC is an established concept, in literature as well as in
industrial practice. However, there is giittle information avélable on a RDC process

for TBA formation.

TBA formation and dehydration processes in literature

Smith [61] patented a RD process for the production of TBA. Experimental data are pro-
vided for a column operated at 11.4 bar with an isobutene/water feed ratio of roughly
1/2. The formation of some side-product diisobutene is reported. It is claimed that the
catalytic section should be wetted by a patented liquid level strategy in order to assure
high selectivity to TBA.

Sakuth and Peters [55] patented a RD predes TBA dehydration. They use a partial
condenser to obtain a vapor product stream of high purity isobutene. Experimental data
of a column operated at 2.8 bar are given. TBA is not completely converted to isobutene
and water. The same process is explained in more detail in a recent paper by Tuchlenski
etal. [73].

Knifton et al. [37] patented a RD process for the dehydration of TBA. They provide
experimental data for different feed specifications and operating conditions. But in all
cases TBA is not converted completely.

Abella et al. [2] investigated the TBA dehydration experimentally in a laboratory scale
RDC. They showed that for pressures ranging from 0.7 to 1.01 bar complete conversion
of TBA can be achieved. A kinetic expression from CSTR experiments is given for TBA
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dehydration with water inhibition. The &urs claim that one advantage of the RDC
process is to overcome this product (water) limitation. The backward reaction — formation
of TBA —is not taken into account.

Physico-chemical properties

Reaction kinetics and cheaal equilibrium are calculateaccording to Velo et al. [76]

for the main reaction and to Haag [31] for the side reaction. Haag considers an inhibition
by methanol but in the system under consideration methanol is not present. As water and
methanol adsorb similar to the catalyst considered here, the same kinetic expression is
used with water replacing methanol.

C1Co — Cs/Keq,l

(main reaction) ro1 = kg 0T Kacs) [kmol/(egs)|
2
. . - . ay
(side reaction) roa = kfo Koo [kmol/(egs)|

with &y ;, K.,1 and K, dependent on the temperatdfe Note thatr, ; is formulated in
concentrations; andr, » is formulated in activities;; = z; ;. The component indices
correspond to the following species

isobutene
water
tert-butanol
1-butene
diisobutene

g b~ WON P

Tejero et al. [70] investigated the formation of byproducts during the etherification of
isopropanol with isobutene. One of their observations is that TBA formation is much
faster than DIB formation. The same result is obtained in numerical studies with the
kinetic expressions shown above.

The systenbutenes/water/TBA/DIB very nonideal, several binary azeoptropes and large
miscibility gaps are known. As experimental data for the whole system are not available
and thus complete data sets for VL(L)E correlations are lacking, the following simulations
are based on the Modified UNIFAC prediction of activity coefficients. The data provided
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by Gmehling et al. [30] are used. Antoine parameters are taken from the Dortmund
Data Bank [18] and from Reid et al. [53] (for TBA). For two subsystems experimental
LLE data are available. Fig. 3.80 shows a comparison of experimental data at different
temperatures [75] with simulations based on the above mentioned assumptions for the
ternary systeni-butene/water/TBAt temperatures of 313.15 K, 373.15 K, 413.15 K and
453.15 K. It is obvious that the UNIFAC correlation is not very reliable over the whole
temperature and composition range. However, if the butene concentration is rather small
and the temperature, and thus pressure, is comparably high, the UNIFAC model describes
the phase behavior sufficiently.

LLE for nB/TBA/ HZO, T = const.

— T=313K
0.97 --- T=373K {
- T=413K
o T=453K ]
o T<350K
071 A T<390K ||
= T<430K
06 e T>430K ||

Figure 3.80: LLE of the ternary system 1-butene,CH TBA at different temperatures.
Simulation and experimental data.

Lee et al. [41] provide experimental LLE data for the systeater/TBA/DIBat different
constant temperatures. As can be seen in Fig. 3.81 the prediction by the model based on
the UNIFAC correlation is quite good for higher DIB concentrations but it deviates from
the experimental data if the DIB concentration decreases. The same behavior is observed
for the remaining data sets at temperatures of 298.15 K and 318.15 K.

Column design

Taking the LLE behavior of the system into account, no phase split is expected for high
temperatures, thus pressures, and very low butene concentrations. Therefore, a pressure
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LLE for H,0/TBA/DIB, T=348.15K
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Figure 3.81: LLE of the ternary system,@& / TBA / DIB at a constant temperature of
348.15 K. Simulation (—) and experimental data (o).

of 10 bar is chosen for the TBA formation column. This facilitates the contact between
the main reaction partners isobutene and water. As a drawback, the byproduct diisobutene
is produced in larger amounts at higher temperatures. As a consequence, this byproduct
must be withdrawn from the system.

The column flowsheet is similar to that of the MTBE reactive separation system, Fig. 3.69,
with the main difference that here partial condensers and decanters are used. This is due
to the fact that the butenes are much moreatitd than the remaing components, thus

they can be separated in a partial condenser very efficiently. The remaining top product is
totally condensed and split in two liquid phases, an aqueous phase and an organic phase.

Fig. 3.82 shows the configuration of this coupled process with the reaction zones inside
the columns, partial condensers, decanters diffierent reflux strategies, partial reboil-

ers and recycle streams. In the mathematical model no phase split is assumed inside the
columns but only in the decanters. In Table 3.19 the design parameters, operating condi-
tions and resulting product data are given. g3 visualizes the mole fraction profiles
inside the two columns.

In a first RDC water and isobutene react to TBA which leaves the column as the bottom
product together with some additional watéthe product 1-butene is obtained in high
purity as a vapor stream from the partial consler. A small liquid distillate stream is
withdrawn, mainly consisting of 1-butene, too.
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TBA / water
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Figure 3.82: Coupled column system with two partial condensers and decanters.
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Figure 3.83: Composition profiles of the process scheme in Fig. 3.82.

120



In a second RDC, operated at 3 bar, TBA is decomposed into isobutene and water. Even
though the column pressure is fairly low compared to the TBA formation column, a liquid-
liquid phase split is not expected becausetw in-situ removal of the highly volatile
isobutene. High purity isobutene is withdrawn from the partial condenser of that column
as a vapor stream. A small liquid distillateestim leaves the condenser which consists of
isobutene, water, TBA and small amounts of the side product DIB.

Feed conditions

feed F [kmol/h] | Tx [K]
water (makeup 0.0244| 452.16
butenes 4.1378| 344.40| z;5 = 0.5

Column design

column Tieca | Q [KW] | p[bar] | N Np | Npp | Vear [KQ]
formation 360.0 86.3| 10.0|30|2/14|1-14 100.0
decomposition| 283.0| 478.5 3.0]30 3| 3-27 26.4

Product and purge flow rates of the formation column

component| Ve [kmol/h] | purity || L,,, [kmol/h] | purity
1-butene 2.0708| 0.999
diisobutene| 0.5430| 0.957

Product and purge flow rates the splittirg column

component| Ve [kmol/h] | purity || L,,, [kmol/h] | purity
isobutene 0.9358| 1.000
diisobutene 0.0455| 0.971

Table 3.19: Operating conditions for the coupled column systé&m.,...constant de-
canter temperaturey. ..reboiler duty,p...constant column pressurd...number of
stagesNr...feed stagesy,....reactive section (counting from the top),...amount
of catalyst per stagé/c. . .vapor flow rate from the partiabadenserL,,,. .. liquid flow
rate of the organic phase from the decanter.
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3.3.5 Summary

The processes proposed in these case studies combine the advantages of the reactive sep-
aration principle and the reae distillation concept. As a fitexample, an ideal theoret-

ical system is considered, demonstrating the large economical benefit of an RD realiza-
tion over a conventional process configuration. The remaining two real world examples
demonstrate that it is possible to reactively separate isobutene from its isomer 1-butene
in two coupled reactive distillation columns. Urhed out that the influence of possible

side reactions has to be taken into accourdrifer to obtain a feasible process configu-
ration. The most important topic is the rewad of heavy boiling side products in order

to enable a recycle of the reactive entrainer. For this purpose, several different process
configurations are proposed. In the firsteatudy, a nonreactive separation column is
provided to separate the sideopuct. Alternatively, depeding on the boiling points of

the corresponding components, a vapor side draw can be used instead of the nonreactive
column. In the second case study, one makes use of the liquid-liquid phase split to remove
the organic side product from the aqueous phase in a decanter.

The process configurations proposed are apple to a wide range of reactive separa-
tions, e.g. the separation of tert-olefins or cycloalkenes from their corresponding hydro-
carbon mixtures:

e separation of a tert-olefin by etherification (case study 3.3.3)

tert-olefin+ alcohol= alkyl tert-alkyl ether

e separation of a tert-olefin by hydration (case study 3.3.4)

tert-olefin+ water= tert-alcoho)

o separation of a cycloalkene by esterification

cycloalkenet carbonylic acid= carbonylic acid ester

Depending on their boiling points the imteediate product or the side products are ob-
tained at the top or the bottom of the nonreactive separation column or in the vapor side
draw of the formation column, respectively. Accordingly, the liquid-liquid separation
can be located at the top or the bottom of a column. In essence, economically attractive
processes for the separation of clggmoiling mixtures have been proposed.
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Chapter 4
Conclusions

The combination of the unit operations reaction and separation in one apparatus, the re-
active distillation column, shasvenormous advantages for some reaction systems and is
disastrous for others. The goal of this thesis is to identify criteria to decide whether reac-
tive distillation is favorable or not for certaitiasses of reaction systems. First, focus is

on ideal binary and ternary systems as principle mechanisms and phenomena can be ex-
amined and explained for these systems — which is not possible for real-world problems
with a mess of physical properties, fittjs to experimental data and so forth.

First the basics are reviewed that are necessary for a proper process design. On the one
hand these are concepts like residue curvesnagactive or kinetic azeotropes, distillation
boundaries, kinetically or equilibrium contled reactions, etc. On the other hand basic
properties of mathematical modeling and optimization are briefly summarized.

The first system investigated is an ideal binary system with an isomerization reaction.
Starting from the examination of basic propes like relative volatilities and reaction
kinetics, different optimal processes are calculated and compared. For this simple exam-
ple the transformation of principle considerations to a concrete process design is rather
obvious.

The next class of examples are ideal teynsystems. Different reaction schemes are
considered and it is shown how an RD process design turns from optimal to infeasible if
only one physical property of the reaction system is changed. With the help of suitable
mathematical modeling and MINLP optimization tools interesting inventive solutions are
found for systems where reactive distillatiseemed to be useless at a first glance.
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The last kind of examples belong to the interesting field of reactive separation. A difficult
separation task, like the separation of closely boiling mixtures, is solved by making use of
the fact that one of the components to be separated reacts with a suitable reaction partner
in a highly selective and reversible way. Principle properties are explained with an ideal
guaternary system where the results of the previous examples can be used directly. Finally,
the reactive separation scheme is investigated for the separation of the real components
isobutene and 1-butene. Two different reactive entrainers are considered: The first is
methanol leading to the intermediate product MTBE. In contrast to most publications on
the MTBE system, the main side reactions are taken into account and it is shown that they
have an essential influence on the design of this coupled process. The second reaction
partner is water which leads tert-butyl alcohol as the intermediate product. In this case

a second liquid phase is obtained. The good news from these investigations are that the
realization as a RD process saves investment costs in both cases; the bad news are that
process design by rigorous mathematical modeling and optimization reaches its limits for
these complex systems.

Fields of future work

The experiences with the real-world applications lead to the development of simplified
models for process design purposes. First attempts were successful and should be elabo-
rated in the future. The goal is the development of “design models” as simple as possible,
as detailed as necessary. A related direction for future research is the development of
models suitable for global optimization. All of the reported optimal solutions lack the
confidence that there is no better solution as the available optimization algorithms are
only able to determine a local optimal solution. For ideal ternary systems first attempts
are promising [58].

As has been shown the optimization of the steady state design of a RD process does
not guarantee that this is the best process to operate. Thus, the integration of transient
behavior and process control characteristics during the design phase is a necessary ex-
tension to the proposed design procedure. One option is the formulation and solution of
mixed-integer dynamic optimization problems —which is even more difficult than to solve
MINLP problems. However, first approaches have been published recently [8].

Last but not least a library of reaction systems and corresponding optimal process configu-
ration would simplify the decision which process scheme should be investigated further in
the early design stage — a welcome contribution of academia to solve every-day problems
in industry.
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Appendix A

Model equations for a packed column

In the following, a description of the mole fractions along the height of a packed column
section is derived. This leads to a mathematical model in the form of partial differential
equations. For details, see Kienle [36] ancerehces therein. The notation used in this
section is summarized in the following table.

’ holdup of the liquid phase | [kmol/m] Jx
n' holdup of the vapor phase| [kmol/m]
l height of the column [m] o100
z spatial coordinate; € [0,(] | [m] E
J liquid flow rate [kmol/s] i, (x,y)
J" vapor flow rate [kmol/s] _>
r(x) reaction rate [1/s] n n
x liquid composition [ Xy jz
y vapor composition [
Ju(x,y) | mass transfer flow rate [kmol/m/s] l T Ly

The main underlying assumptions are

constant molar flow rates/(, J") and holdupsi«(’, n")

constant pressure over the column

thermal equilibrium " = T")

no axial dispersion

mass transfer film model with decoupled components, equimolar mass transfer and
neglecting the mass transfer resistance in the liquid phase
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Liquid phase

The dynamic component material balance for the liquid phase of a column section of
lengthA 2 reads

A(Azn'x)
at

A Taylor series expansion for the liquid mole fractions

= 7 (x(z + A2) - x(2)) ~ Az ju(x.y). A1)

x(z + Az) =x(z) + g_x Az+... (A2)
VA
combined with Eq. (A.1) for' = const leads to
00X ,Ox
Z U2 = Luxy). A.
ngr —J g, = axy) (A.3)
Scaling ofz, t andj,
.z 1 11
2 = = ~r — = —
l dz | 0z*
. T 1 J 1
="t ~ —=-—
In ot In ot
L L
Jo = T Ja
leads to the dimensionless form
x x
— = R A4
g gy = da(%y) (A4)

Vapor phase

Accordingly, the vapor phase component material balance for this section

O(AQ—Z‘”” =7 (y(2) = (2 + 82) + Az ju(x, y) (A5)

is approximated by a Taylor series expansioly of

0
y(z+Az)=y(2)+ %Az+... (A.6)
to P P
w0y | 0y .
n Bt +J aZ .]ll(x7y) (A7)
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with n” = const. Defining the ratio of molar holdups in both phases

and the ratio of convective streams

leads to the dimensionless form

gy 19y .,
Gt 7 =) (A.8)

Mass transfer across the phase boundary

z+dz

Under the assumption of equimolar mass transfer the flow rate across the phase boundary
is described by

" i

oy = By y) = o xx) (A9)

with dimensionless mass transfer coefficients
. ki al

B — ik
N

and B
v kgal

B — ik

7

and with phase equilibrium at the boundary

v = £(x°). (A.10)
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In general, the mass transfer coefficient matriBésandB” are depending on the con-
centrations and flow rates. A simpler model can be obtained by defining mass transfer
coefficients at the phase boundary

.ok B )

ibey) = 20Y (1) ) (1)
with

Bl(x,y)=B" ' +dfB .

Here,f(x) is the equilibrium composition of the vapor phase difidthe Jacobian matrix
of the equilibrium function. If the liquid side mass transfer resistance is negldstand
B” are identical.

Final model

Thus, the final model of a packed distillation column section results to
ox  0x

at* - 92 = 7Ja(X7Y)
dy 1 9y .
2z — A.12
op T A = dax¥) (A.12)
. B(x,y
ey = BB ey

whereB is a diagonal matrix according to the assumptions above.

Reactive distillation

The above developed model is valid for nonreactive systems. Assuming a single equimo-
lar reaction in the bulk liquid phase, Eq. (A.1) is extended by a reaction term to
A(Azn'x)
ot
Scaling of the reaction term

=J (x(z4 Az) — x(2)) — Az ju(x,y) + v Azr(x) (A.13)

iy n'l
r(x) = TT(X)

leads to the final model of a packedwmn section for reactive distillation

ox  Ox . .
P ey e
dy 1 Oy .
- = j* A.14
e ja(xy) (A.14)
. B(x,y
ixy) = 20V (g )
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Appendix B

Models for ideal ternary systems

For the design of ideal ternary systems diier models are used for different purposes.
In most cases, the following design procedure is applied.

e Design of the conventional process with the FUGK method.

e Optimization of different column configurations based on a steady state equilibrium
stage model.

e In some cases dynamic simulations lzhea a dynamic equilibrium stage model.

The different models are described in the following.

B.1 FUGK shortcut method for the conventional process

The design method of Fenske-Underwooitli@nd-Kirkbride (FUGK) for ideal multi-
component distillatio (e.g. [59], p. 492ff) is used for theesign of the conventional pro-
cess consisting of ideal reactors (CSTRs) followed by nonreactive distillation columns.
Feed, distillate and bottom @duct specifications are givei xr, D, xp, B,xp as well

as the constant relative volatility between the key components. This method assumes
an ideal split between tHegght component (Ilkand theheavy component (hk)

Fenske equation» minimum number of theoretical stages

Tik,D Thk,B
Noin = log ( ) / log(cur hx)
Zik,B Thk,D
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Underwood equation» minimum reflux ratio

Zik,D Thk,D
Roin = — QUik,hk [(cuppr — 1)
Zik, P Thk,F

s

Choose an actual value of the reflux ratio, e.g.

R= Rfac Roin with Rfac S {10515}

Gilliland correlation~ actual number of stages

RiRmin
X = —tmin
R+1
v e ((1+54.4X)(X—1)>
(1141172 X) VX
Nm1n+Y
N = —minTo
1-Y

Kirkbride equation~» feed-stage location (counting from the top)

2\ 0.206
& E Thk,F <I1k,B>
Ng D zir \Zhkp
Ng/Ns
1+ Ng/Ng

Nrp = N

These equations are applicable to a single distillation column. In order to obtain an overall
optimal process, the Fenske, Underwood and Gilliland correlations are used together with
material balances around the reactors and columns in the optimization teo$.GIn
general, the objective function to be minimized reads

ncol ncol
min | w; g N + we E Ryacr Rmink D

k=1 k=1
wherencol is the number of column®),, denotes the correspomgj distillate flow rate.
The factorsw; andw, put weights on the different parts of the objective functions. In
most casesw; > wy, Meaning that the energy costs, representedihy, », are more
important than the investment costs. As the optimal solution depends on the choice of
these weights anyhow, a simpler objective function can be used

neol neol
min | w; E Noninge + ws E Ryack Bming Dy

k=1 k=1
whereN is replaced byV,,.;,. This results in a model that is easier to solve as the strongly
nonlinear expressions of the Gilliland correlation are avoided.
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B.2 Equilibrium stage model

For the ideal ternary systems a simple model is developed based on the following assump-
tions.

e Constant liquid molar holdup on each tray, vapor holdup neglected.

e Constant molar flow rates.

e Constant pressure over the column.

e Heat effects are neglected, no energy balance.

e Saturated liquid feeds are provided.

e |deal vapor-liquid equilibrium described by constant relative volatilities.

e Reaction in the liquid phase only.

The stages are numbered from top to bottom. In general, the total condenser represents
stage 1 whereas the partial reboiler is stage Fig. B.1 shows one tray of a reactive
distillation column with its liquid and vaparonnections to the neighboring trays and a

liquid feed.
I—k—1
X k-1

Oy,

() M X

XF Kk
TR

X yk+1

Figure B.1: Stagé of a reactive distillation column.

Component material balancés= 1(1)nc — 1)

dx;

di = wipe+ L1 Tigp—1r — Le @i +Vyipgr — Vyir + Z(Vi,j To,jk(Xk))

j=1

Tk
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Total material balance

0=Fp+Lp_y— L+ Z(VT,]' 70,j,k(Xk))

j=1

Ideal VLE with constant relative volatilitig = 1(1)nc — 1)

Q; Tik

ne—1

1+ Z(Oz]' - 1) Tjk
j=1

Yik =

Summation conditions
U:I—in,k Uil—zyl,k
i=1 i=1

Extend of reactior(j = 1(1)nr)

nc 1 nc
_ L —vij i,
roik(xk) = mear ks | [[ 2ix 7 IT =
i=1 DI
v; ;<0 v, ;>0

wherem.. . represents the amount of catalyst on stagend the stoichiometric coeffi-

cients are
< 0 forreactants

vij 4 >0 for products
=0 forinerts

The above equations are valid for the inner column stalges%(1) N — 1). The balance
equations for the condensér £ 1) and the reboileri = ) are slightly different as they

have no top or bottom neighboring stage, respectively. In general, the feed specifications
(Fr, xr) are assumed to be fixed and are provided as parameters or model inputs. For

steady state optimization inAMs, the left hand side of the component material balance

is set to zero. In this case the model consists of a set of variables and a set of equa-
tions where the respective numbers are not required to be equal. The model equations

form anonlinear programming (NLPproblem which can be solved by NLP solvers like
CoNoPT[21] in GAMS.

To avoid a continuous feed distribution along the column height requires the introduction

of binary variablesy € {0, 1}, leading to a more complex formulatiof;,; denotes the
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fixed overall feed with compositiorr whereast, symbolizes the feed to every column
stage. The conditions for a single feed column read

Fy— Foripe < 0 kE=1(1)N

N
1- g a7
k=1

N
Ft =Y Fr = 0
k=1

|
=

The solution of thismixed-integer nonlinear programming (MINLPBjoblem requires a
different solver, e.g. CoPT[38] in GAMS.

More complex RDC processes like the dividing wall column (Figs. 3.24, 3.33, 3.41) or the
column with prefractionator (Figs. 3.25, 3.43) rely on the same model equations shown
above. The only difference is that terms for liquid or vapor input or output streams have
to be added to the material balances. Possibly, additional binary variables and relations
have to be provided, depending on the structure to be realized.
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