Sic1 plays a role in timing and oscillatory behaviour of B-type cyclins
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1. Introduction

Budding yeast cell cycle is driven by periodic changes in the activity of Cdk1 kinase, regulated by different pools of cyclins that associate with Cdk1 in successive waves (Fig. 1A, reviewed in Futcher, 2007). The yeast cell cycle oscillates between states of low and high cyclin-dependent kinase activity, driven by association of Cdk1 with B-type (Clb) cyclins. Various Cdk1–Clb complexes are activated and inactivated in a fixed, temporally regulated sequence, inducing the behaviour known as "waves of cyclins". The transition from low to high Cdk1 activity is triggered by degradation of Sic1, the inhibitor of Cdk1–Clb complexes, at the entry to S phase. The G2 phase is characterized by low Clb activity and high Sic1 levels. High Clb activity and Sic1 proteolysis are found from the beginning of the S phase until the end of mitosis. The mechanism regulating the appearance on schedule of Cdk1–Clb complexes is currently unknown. Here, we analyse oscillations of Clbs, focusing on the role of their inhibitor Sic1. We compare mathematical networks differing in interactions that Sic1 may establish with Cdk1 and Clbs. Our analysis suggests that the wave-like cyclin pattern derives from the binding of Sic1 to all Clb pairs rather than from Clb degradation. These predictions are experimentally validated, showing that Sic1 indeed interacts and coexists in time with Clbs. Intriguingly, a sic1Δ strain looses cell cycle-regulated periodicity of Clbs, which is observed in the wild type, whether a Sic1-0P strain delays the formation of Clb waves. Our results highlight an additional role for Sic1 in regulating Cdk1–Clb complexes, coordinating their appearance.

© 2011 Elsevier Inc. All rights reserved.
Fig. 1. Mechanisms of regulation of B-type cyclins. (A) Qualitative description of waves of Clbs during the cell cycle. Time distances between the peaks of Clbs, mentioned in the text, are also visualized: $t_{3,4} - t_{5,6}$ represents the time delay between Clb5,6 and Clb3,4, $t_{1,2} - t_{5,6}$ the time delay between Clb5,6 and Clb1,2 and $t_{1,2} - t_{3,4}$ the time delay between Clb3,4 and Clb1,2. (B) Transcriptional regulation of Clbs. Cdk1–Clb5,6 promote CLB3,4 transcription (A), Cdk1–Clb3,4 promote CLB1,2 transcription (B) together with Cdk1–Clb5,6 (C), and Cdk1–Clb1,2 promote CLB1,2 transcription by stimulating its own production (D). For simplicity, Cdk1 subunit has been omitted. See text for details. (C) Clb-regulated degradation. Phosphorylation of Cdc20 by Cdk1–Clb2 activates APC$^{Cdc20}$ (a), APC$^{Cdc20}$ targets Clb5 for degradation (b) and degrades also mitotic cyclins (c). APC$^{Cdh1}$ degrades Clb2 further during mitotic exit and in the following G1 phase (d). Phosphorylation of Cdh1 by Cdk1–Clb5 (e) and by Cdk1–Clb3,4 (f) inactivates APC$^{Cdh1}$, thereby permitting the subsequent accumulation of Clb2. Bibliographic references are also indicated.
ligase complex, SCF (Skp1/Cullin/F-box), before the degradation of Clb5 (Jackson et al., 2006). The other B-type cyclins are ubiquitinated by the Anaphase Promoting Complex (APC) (Peters, 2006). This mechanism of degradation occurs through the mutual regulation of two forms of APC, APC\(^{Cdh1}\) and APC\(^{Cld20}\), which are differentially regulated by Cdk1–Clb-mediated phosphorylation (Shirayama et al., 1999; Wasch and Cross, 2002).

The sequential activation and degradation of Clbs gives directionality to cell cycle events. In addition, Sic1, a specific stoichiometric inhibitor of Cdk1–Clb complexes and structural and functional homolog to 27\(^\text{S}\) in mammalian cells (Barberis et al., 2005a), contributes to their regulation (Schwob et al., 1994). Sic1 is synthesized at the end of mitosis and largely degraded at the G1/S transition to permit DNA synthesis (Cross, 2003).

As soon as Sic1 starts to be targeted for degradation by Cdk1–Clb, producing a pool of inactive Cdk1, Cln1,2, and Cdk1–Clbs phosphorylate Sic1 (Nash et al., 2001; Nasmyth, 1996; Verma et al., 1997b), which results in Sic1 being recognized by the protein degradation machinery. In early G1 phase, Cdk1 activity is abolished by low levels of CLB expression, by high levels of Sic1 and by the APC\(^{Cdh1}\)-mediated ubiquitination of Clbs. Because Clns are neither inhibited by Sic1 nor targeted by APC\(^{Cdh1}\), Cdk1–Cln1,2-associated activity increases and phosphorylates Cdh1, thereby reducing APC activity. This event is accompanied by increased CLB5,6 expression, resulting in Cdk1–Clb5,6 accumulation. The Clb5,6-associated kinase activity is initially inhibited by Sic1, producing a pool of inactive Cdk1–Clb5,6 that becomes active as soon as Sic1 starts to be targeted for degradation by Cdk1–Cln1,2 (Nash et al., 2001; Verma et al., 1997b). Destruction of Sic1 relieves Cdk1–Clbs inhibition and cells enter into S phase. In late G1 phase, Cdk1–Clb5,6 contribute together with Cdk1–Cln1,2 to Clb1 phosphorylation and, thus, to APC inactivation. Together with Sic1 degradation, this allows a gradual increase of active Clbs towards mitosis. Subsequent waves of Cdk1–Clb activity initiate entry into mitosis, and its completion occurs when mitotic Cdk1–Clb activates APC\(^{Cld20}\) and prevents Sic1 destruction, which begins to accumulate (Cross, 2003).

The involvement of Sic1 in cell cycle regulation is well recognized. However, there is a relevant controversy in the field regarding the specific phases where Sic1 functions. Despite data showing that Sic1 is largely degraded at the G1/S transition to permit DNA synthesis (Schwob et al., 1994; Thornton and Toczyski, 2003; Verma et al., 1997b), Sic1 transcription levels are observed throughout the entire cell cycle (Aerne et al., 1998; Knapp et al., 1996). Moreover, recent data show that yeast cells expressing a non-degradable form of Sic1 show a retard, but not an impairment, in the onset of DNA replication due to the delayed activation of the Cdk1–Clb activity, indicating that Sic1 does not have to be completely degraded to drive cell cycle progression (Cross et al., 2007). Nonetheless, time course experiments performed in G1 cells synchronized by \(\alpha\)-factor show that levels of Sic1 are detectable throughout the cell cycle (Archambault et al., 2003; Cocetti et al., 2004).

In this work, we show through a combination of mathematical modelling and experimentation that Sic1 is indeed continuously detected during the entire cell cycle, with the only exception of a temporal window in which all Clbs are present at the maximal level, and could play a role in coordinating the timing of Clbs waves.

2. Materials and methods

2.1. Description of temporal dynamics by ODEs

The dynamics are described by ordinary differential equations. We explicitly consider a single compartment, where dynamics of the concentration for every compound is determined by biochemical reactions. In Appendix A is listed the full set of equations used in this study. The parameters reported in Table A.1 are not derived from experimental data, but are suitable for simulating the experiments described. Importantly, all parameters used for the simulations have the same value within all networks.

2.2. Local sensitivity analysis

To test the impact of parameters on the dynamics, local sensitivity analysis is performed. Classical sensitivity analysis defines the sensitivity \(S\) as the change of a model output quantity \(O\) caused by the change of a parameter value \(p\), i.e. \(S = (\partial O/\partial p)/p\). Since we study the impact of parameter changes on concentration time courses, we performed sensitivity analysis by calculating the time-dependent response coefficients \(R = (\partial c(t)/\partial p)/p\) (Ingalls and Sauro, 2003). These coefficients indicate the direction and amount of change of the time course for the concentration \(c(t)\) upon an infinitesimal change of the parameter (or initial concentration) \(p\). They allow tracing the effect of a parameter change on a concentration during the whole simulation period. The analysis focused on Cdk1–Clb complexes. Calculation of time-dependent response coefficients serve to test the influence of parameters on the timing and strength of response, confirming the consistency of the network structures.

2.3. Global sensitivity analysis

To analyse whether parameter values influence a specific property of the network, global sensitivity analysis is performed with a Monte Carlo approach. Random parameter sampling is employed to estimate the sensitivities of the network property “time delay between Clbs” with respect to parameters, without knowing their precise values. We randomly select 10,000 parameter sets and simulate in each case different variants of the network. In the analysis, all parameters of the network may vary between 0.1-fold and 10-fold of their initial values.

2.4. Programs and software

The networks are simulated with the software Mathematica® Version 5.1, Wolfram Research.

2.5. Yeast strains and growth media

For yeast-two-hybrid analyses the strain L40ccua (MATa his3-200 trpl-1901 leu2-3,112 lys2::(lexAop)4-HIS3 ura3::(lexAop)4-3ac ADE2::(lexAop)8-URA3 gal80 canR cyh2R) was used. For GST pull-down assays we manipulated the SIC1 gene in the BY4741 strain background (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0) by using one-step PCR-mediated gene targeting procedure (Longtine et al., 1998). To amplify the integration cassette we used the pYM18 vector containing the 9-Myc tag (accession number P30304, PCR-Toolbox, Euroscarf) as template and primers as listed in Table A.2. To perform time course experiments two isogenic BY4741 derivative strains were used, YAN48 (CLB3-TAP:HIS3, SIC1-TAP:KanMX::Nat, CLB2-18MycKl:KanMX::URA3, CLB5-6HA:KanMX) and YAN68 (CLB3-TAP:HIS3, sic1::HPH, CLB2-18MycKl:KanMX::URA3, CLB5-6HA:KanMX) were transformed either with the vector pMAD26 (pRS415-GAL1::HA-SIC1-OP) or with the vector pAGN50 (pRS415-GAL1::HA-SIC1), that over-expresses a metastable allele of SIC1 lacking all nine phosphorylation sites for Cdk-cyclin-associated activity, or with the vector pAGN50 (pRS415-GAL1::HA-SIC1), that over-expresses a wild type SIC1. In this last case, YAN48 background was modified by swapping the CLB2–18MycKl:KanMX::URA3 genomic construction by a cassette containing the leucine gene (LEU2). Yeast cells were grown at 30 °C in YPD on appropriate synthetic complete (SC) drop-out media. Low-phosphate medium was prepared by
dissolving 5 g (NH₄)₂SO₄, 0.1 g NaCl, 20 g glucose and 1.6 g of the requested amino acids in 1 liter of water (Sherman, 2002).

2.6. Plasmids

For the generation of yeast-two-hybrid plasmids DNA fragments were amplified with specific primer pairs (see Table A.2) by PCR using genomic DNA isolated from BY4741 as template and Phusion High-Fidelity DNA Polymerase Kit, NEB. Resultant DNA fragments were purified and subcloned into the cloning vector pJE12.2blunt (CloneJET PCR Cloning Kit, Fermentas). Clones were sequenced and subsequently subcloned into the bait (pBTM117, TRP1 marker) and prey (pACT4, LEU marker) plasmids by recombinant cloning via Sall / NotI restriction sites. For the generation of glutathione S-transferase (GST) fusion proteins for pull-down experiments coding sequences of CLB1-6 genes were cloned into the vector pGEX2T via Sall / NotI restriction sites.

2.7. Centrifugal elutriation

YAN48 and YAN68 cells were grown in rich medium (YPD) to OD = 4.5 (OD = 3 for YAN86) and synchronized by centrifugal elutriation using a JE-5.0™ rotor mounted on a Avanti J-25™ centrifuge (Beckman Coulter). Cells were loaded into rotor directly from saturating centrifuge (Beckman Coulter). Cells were sequenced and subsequently subcloned into the bait (pBTM117, TRP1 marker) and prey (pACT4, LEU marker) plasmids by recombinant cloning via Sall / NotI restriction sites. For the generation of glutathione S-transferase (GST) fusion proteins for pull-down experiments coding sequences of CLB1-6 genes were cloned into the vector pGEX2T via Sall / NotI restriction sites.

2.8. Western blot, cytometry analysis and budding index

TCA protein extracts were resolved on SDS-PAGE buffer, blotted to an Immobilon Membrane™ (Millipore). Total Clb2, Clb3, Clb5 and Sic1 levels were detected sequentially by incubating with mouse α-HA, α-Myc, and α-PAP without stripping the membrane, in the way that detection of proteins was done at the same time by chemoluminescence. Total Cdk1 was detected aside as loading control using the anti-PSTAIRE antibody. For flow cytometry analysis cells were fixed in 70% ethanol and treated overnight with RNase A at 37 °C in 50 mM sodium citrate. DNA was stained with propidium iodide and analysed in a FACScan Flow Cytometer™ (Becton Dickinson). A total of 10,000 cells were analysed and the fraction of G1 cells quantified for each time point using WinMDI 2.9. Budding index (% of budded cells) was scored by microscopy (n = 300). For the comparison between SIC1-OP and SIC1 over-expressions YAN48 cells transformed with the vectors pMAD26 and pAGN50, respectively, were grown overnight on raffinose medium lacking uracil. Cultures were split, washed twice and half of each culture was resuspended on either glucose or galactose containing media. Cells were incubated at 30 °C for 5 h and fixed for microscopic inspection. Fixed cells were stained with DAPI and observed under an epifluorescence microscope. 1 ml of each culture was also collected and added to 300 μl of TCA. TCA extracts were resolved in a 10% SDS-PAGE followed by western blot anti-HA. Hog1 was detected as a loading control.

2.9. Yeast-two-hybrid analysis

L40cua cells were transformed with respective bait and prey plasmids, as described (Ralsers et al., 2005a, 2005b). Transformants were selected on synthetic complete medium lacking amino acids tryptophan and leucine (SDII). Single colonies were then isolated and spotted onto synthetic complete medium lacking tryptophan, leucine, histidine and uracil (SDIV) as well as onto nylon membranes (Magna Charge Nylon Transfer membrane, Micron Separation Inc.). 2.5 mM 3-amino-1,2,4-triazole was added to SDIV media to measure the relative strength of interactions. The growth of transformants was monitored after plates had been incubated for 3–5 days at 30 °C. The activity of β-galactosidase was determined as described (Ralsers et al., 2005a, 2005b).

2.10. GST pull-down assay

E. coli cells (XL1blue or DH5α) carrying the different pGEX2T-Clb constructs were inoculated in LB media until OD₆₀₀ = 0.5–0.7 and, subsequently, expression of proteins was induced by adding isopropyl-beta-D-thiogalactopyranoside (IPTG, Fermentas) at a final concentration of 1 mM. After 3 h cells were harvested by centrifugation (7 min, 3000 rcf, 4 °C), pellets were dissolved in GST-binding buffer (TrisHCl 20 mM pH 7.9, NaCl 125 mM, MgCl₂ 5 mM, DTT 0.5 mM) and 10 mg/ml of Lysozyme (Sigma Aldrich) was added. After sonication, 1% Glycerol and 0.1% NP-40 were added and cell lysates centrifuged (25 min, 20,000 rcf, 4 °C). The supernatants containing expressed GST-Clb proteins were incubated with Glutathione Sepharose 4B beads (GE Healthcare) for 8 h at 4 °C. Then, beads were washed with GST-binding buffer and incubated with 1 ml yeast protein lyses (5 μg/μl total protein) expressing Myc-tagged Sic1 overnight at 4 °C. The lystate was prepared from 200 ml YPD culture with OD₆₀₀ = 2.0 by harvesting cells by centrifugation (4 min, 3000 rcf, 4 °C). Then, cells were washed with phosphate-buffered saline (PBS; NaCl 137 mM, KCl 2.7 mM, Na₂HPO₄ 10 mM, KH₂PO₄ 2 mM pH 7.4), frozen in liquid nitrogen, and lysed with glass beads (Sigma Aldrich, acid washed) by vigorous shaking. After centrifugation (1 min, 10,000 rcf, 4 °C) cell lystate was used for pull-down experiments. Finally, samples from pull-down experiments were washed twice with ice-cold GST-binding buffer, bound proteins were eluted with SDS sample buffer and loaded on 10% SDS-gel. After transfer onto a nitrocellulose Protran membrane (PerkinElmer), the membrane was treated with rabbit α-myc antibody (1:11, Sigma Aldrich) followed by incubation with the corresponding peroxidase (POD)-coupled secondary antibody (1:5000, α-rabbit IgG POD conjugate, Sigma Aldrich) and proteins were visualized with Western Lighting luminol reagent (PerkinElmer) by exposing to a High performance chemiluminescence film (GE Healthcare).

3. Results

3.1. Mathematical network of Cdk1–Clb regulation

The features of cell cycle control can be reproduced with mathematical models (Barberis et al., 2007; Chen et al., 2000, 2004). Through modelling of the G1/S transition in budding yeast we provided an explanation for a dual role of Sic1 in triggering cell cycle events: as a negative regulator of Cdk1–Clb complexes, and promoter of Cdk1–Clb5,6 entry into the nucleus to start DNA replication (Barberis and Klipp, 2007; Barberis et al., 2007).

To investigate whether Sic1 plays a potential role in the regulation of the oscillatory behaviour of Clbs, we systematically compared networks that differ in interactions between Sic1 and Cdk1–Clbs. For this purpose, we made assumptions for the activation of Cdk1–Clbs, one after the other, based on literature data. First, after Clb5,6 transcription by MBF, we considered that Cdk1–Clb5,6 activate CLB3,4.
transcription via an unknown transcription factor, possibly Fkh1 (Fig. 1B, arrow A, $k_b$). A direct involvement of Cdk1–Clb5,6 in the activation of $CLB3,4$ promoters is suggested from the following data: (i) $CLB3,4$ can partially compensate for the lack of $CLB1,2$ genes (Fitch et al., 1992) and functionally compensate for defects in the Mcm1–forkhead regulatory system (Kumar et al., 2000), and (ii) Cdk1–Clb5 regulates $CLB2$ transcription leading to the Mcm1–forkhead complex activation. Second, we considered that Cdk1–Clb3,4 activate $CLB1,2$ transcription via the Fkh2 transcription factor (Fig. 1B, arrow B, $k_f$). Fkh2 phosphorylation is not abolished in the absence of Clb5, suggesting that other Clb-kinases are capable of this role. This is supported by the following findings: (i) in the absence of Clb3, Clb4 and Clb5, $CLB2$ promoter is not fully active and Clb2 is highly unstable (Yeong et al., 2001), and (ii) Fkh2 phosphorylation is reduced but not abolished by loss of Clb5 (Pic-Taylor et al., 2004). Thus, Cdk1–Clb3,4 could play a role in Fkh2 phosphorylation. Moreover, according to the transcriptional regulation of Clbs reported in literature (see Introduction), Clb1,2 accumulation is promoted by phosphorylating Fkh2 via both Cdk1–Clb5 (Fig. 1B, arrow C, $k_c$) and Cdk1–Clb2 (Fig. 1B, arrow D, $k_d$).

The first signalling network investigated is shown in Fig. 2, implemented by a set of ordinary differential equations (ODEs) presenting the dynamic behaviour of Cdk1–Clbs in time (see Appendix A). The full set of parameters is reported in Table A.1. After basal production of Cdk1–Clb5,6 ($k_1$) (synthesis regarded as constant, unregulated), Sic1 binds to it forming the Cdk1–Clb5,6–Sic1 ternary complex ($k_2$), which is also dissociated ($k_3$). When Sic1 is degraded first by Cdk1–Cln1,2 ($k_4$) and secondarily by all Cdk1–Clbs, C1 (Cdk1–Clb5,6), C2 (Cdk1–Clb3,4) and C3 (Cdk1–Clb1,2) ($k_5$), Cdk1–Clb5,6 promote Cdk1–Clb3,4 activation ($k_6$), in addition to its basal production ($k_7$). Clb5,6 in the Cdk1–Clb5,6–Sic1 ternary complex are also degraded ($k_8$). For simplicity, we did not include the explicit role of Cdk1–Cln1,2 on Sic1 degradation (Nash et al., 2001; Verma et al., 1997b), but we incorporated it as a basal activity in the reaction rate $k_5$. In the following, Cdk1–Clb3,4 promote Cdk1–Clb1,2 activation ($k_9$) together with Cdk1–Clb5,6 ($k_10$), in addition to its basal production ($k_11$). Moreover, Cdk1–Clb1,2 promote their activation by a positive feedback loop ($k_2$). The basal degradation of Clb5,6, Clb3,4, Clb1,2 and Sic1 ($k_3$, $k_8$, $k_{10}$ and $k_{20}$ respectively) is also considered. The network explicitly incorporates regulation of Cdk1–Clbs production ($k_1$, $k_2$, $k_3$, $k_4$), lumping together the processes from gene transcription to complex formation into a single step. For simplicity, in the first networks presented (Figs. 2 and B.9) we have not included the regulated Clb degradation, which instead will be considered in the last network (see Fig. 6).

Fig. 2. Signalling network describing Cdk1–Clb regulation and computational time courses of Clb total levels. (A) Network describing the binding of Sic1 to Cdk1–Clb5,6 (solid lines). The sequential transcriptional activation of Cdk1–Clb complexes is shown in red ($k_a$, $k_b$, $k_c$ and $k_d$). C1, C2 and C3 indicate Cdk1–Clb5,6, Cdk1–Clb3,4 and Cdk1–Clb1,2, respectively. See text for details. Simulations are carried out with standard values (B) or varying $k_a$, $k_b$ and $k_c$ (C), as reported in the text. (D) Network describing the binding of Sic1 to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (dotted lines). Simulations are carried out with standard values (E) or varying $k_a$, $k_b$ and $k_c$ (F). (G) Network describing the binding of Sic1 to Cdk1–Clb5,6, Cdk1–Clb1,2 and Yeke1–Clb3,4 (dashed lines). Simulations are carried out with standard values (H). In all simulations, the initial concentration of Sic1 is set to 5, whereas all other initial concentrations are set to 0.
3.2. Computational analysis of temporal dynamics

We analysed three versions of the first signalling network, which encompasses different regulatory interactions that Sic1 can establish with Cdk1–Clbs (Fig. 2). In the first version, Sic1 binds only to Cdk1–Clb5,6 (solid lines) and, when Sic1 is degraded, Cdk1–Clb5,6 is active (Fig. 2A). In Fig. 2B computed time courses of total levels of Clb5,6, Clb3,4 and Clb1,2, i.e. the sum of all complexes in which each Clb is present, are shown. The simulations revealed no temporal coordination between the times of Clbs appearance. Varying specific parameters, e.g. increasing the effect of Cdk1–Clb5,6 on Cdk1–Clb3,4 activation (kA from 100 to 1000), and decreasing the influence of both Cdk1–Clb5,6 and Cdk1–Clb3,4 on Cdk1–Clb1,2 activation (kB from 10 to 1000, and kC from 1000 to 100, respectively), permitted to increase the maximum level for all complexes (Fig. 2C). However, no clear temporal distinction between Clb3,4 and Clb1,2 was observed, i.e. there was no delay in the appearance of their maximum levels (Fig. 2C). To confirm this observation, we tested the impact of kA, kB and kC on the time delay between maximum levels of Clb3,4 and Clb1,2 (see Appendix B, Fig. B.1). A range of the values is considered for kA (from 50 to 500), kB (from 500 to 5000) and kC (from 50 to 500). The maximum delay between Clb3,4 and Clb1,2 is reached when both kA and kB or kA and kC are small, whereas the minimum delay (or maximum overlap) is given when both kA and kB or kA and kC are high. Different values of kA may give a pronounced delay. The results highlight that the difference in timing between Clb3,4 and Clb1,2 onset is due to the Clb5,6 effect (kA and kC) on the transcription of mitotic cyclins, rather than to Clb3,4-mediated activation of Clb1,2 (kB). Moreover, we verified the dependence of the same parameters on time delays between all other combinations of Clbs (see Appendix B, Figs. B.2–B.7). For each analysis, panels A, B and C represent simulations for the networks depicted in Figs. 2, B.9 and 6, respectively: t1,4−t5,6, time delay between Clb5,6 and Clb3,4 (Figs. B.2 and B.5); t1,2−t5,6, time delay between Clb3,4 and Clb1,2 (Figs. B.3 and B.6); t1,2−t5,6, time delay between Clb5,6 and Clb1,2 (Figs. B.4 and B.7).

In the second version of the network, we introduced more details and considered the binding of Sic1 to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (Fig. 2D, solid and dotted lines, respectively). This is in agreement with different studies that reported the interaction between Sic1 and Clb2 (Archambault et al., 2004; Bailly and Reed, 1999; Honey et al., 2001). In addition to the network presented in Fig. 2A, Sic1 binds to Cdk1–Clb1,2 forming the Cdk1–Clb1,2–Sic1 complex (k1,1), which is also dissociated (k1,2). Both Clb1,2 and Sic1 in the ternary complex are degraded (k1,3 and k1,4, respectively). As shown in Fig. 2E, no temporal coordination between maximum levels of Clb5,6, Clb3,4 and Clb1,2 was observed. Increasing kA and decreasing both kB and kC did not result in a differentiation between maximum levels of Clb3,4 and Clb1,2 (Fig. 2F). However, we observed a similar increase of the maximum level of Clb1,2 as compared to the previous simulation (see Fig. 2C and F), even if Clb1,2 and Clb3,4 still appeared at the same time.

Finally, we addressed the interaction between Sic1 and Cdk1–Clb3,4. The scheme in which Sic1 binds to, and regulates the equilibrium of, all Cdk1–Clbs is shown in Fig. 2G (solid, dotted, and dashed lines). This assumption is in agreement with high throughput genome-wide screenings for complexes, where Sic1 was associated to Clb3 (Archambault et al., 2004; Breitkreutz et al., 2010; Collins et al., 2007; Gavin et al., 2006; Krogan et al., 2006) and Clb4 (Breitkreutz et al., 2010; Collins et al., 2007), but these interactions have never been validated independently. In addition to the network presented in Fig. 2D, Sic1 binds to Cdk1–Clb3,4 forming the Cdk1–Clb3,4–Sic1 complex (k1,5), which is also dissociated (k1,6). Both Clb3,4 and Sic1 in the ternary complex are degraded (k1,7, and k1,8, respectively). This specific sequence of molecular interactions reproduced the oscillation-like behaviour of the phase-specific Clbs (Fig. 2H) (Fitch et al., 1992; Koch and Nasmyth, 1994). The different time delays of Clb appearance are listed in Appendix B, Table A.3. To test the impact of the choice of parameter values on the dynamic behaviour, a local sensitivity analysis on the formation of Cdk1–Clb5,6, Cdk1–Clb3,4 and Cdk1–Clb1,2 has been performed (see Appendix B, Fig. B.8). Calculation of time-dependent response coefficients served to test the influence of rate constants and initial concentrations on timing and strength of the response, finding agreement between sensitivities and network structure. Importantly, all common parameters used for the simulation were the same for the three versions of the network shown in Fig. 2. Small and medium variations of those parameters did not change our conclusion: Sic1 can be the potential key regulator through a feed-forward mechanism generating the waves of Clb levels, and the staggered timing of their appearance.

Also an increase in the granularity of the model by introducing intermediate unregulated steps to generate a delay between the appearance times of Clbs provides a similar result. In fact, taking into account the steps that contribute to Clbs formation, i.e. production of Clb3,4 and Clb1,2 from gene to protein and formation of Cdk1–Clb complexes, the waves of cyclin behaviour was obtained only when Sic1 was bound to all Cdk1–Clbs (see Appendix B, Fig. B.9 and figure legend for model details). The different time delays of Clb appearance are listed in Appendix B, Table A.3. Local sensitivity analysis has been also performed, observing agreement between the sensitivities and the network structure (see Appendix B, Fig. B.10).

3.3. Global sensitivity analysis of the network

To address whether the delay between the appearance of Clb5,6, Clb3,4 and Clb1,2 was due to the specific parameter choice, we performed a global sensitivity analysis with a Monte Carlo type approach by varying all parameters of the network presented in Fig. 2G between 0.1-fold and 10-fold of their initial values (see Materials and methods). We compared versions of the network shown in Fig. 2, where Sic1 either binds to Cdk1–Clb5,6 only (version 1, Fig. 2A), to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (version 2, Fig. 2D) or to all three kinase complexes (version 3, Fig. 2G). The pairwise comparison of time delays of Clbs appearance between different versions – in which versions 1 and 2 are analysed in comparison to version 3 – is shown in Fig. 3. The analysis of the time delay between maximum levels of Clb5,6 and Clb3,4 showed that change of parameter values affects this distance almost to the same extent in both versions 1 and 3 (Fig. 3A). A similar result was observed in the comparison of versions 2 and 3 (Fig. 3B). The analysis of the time delay between maximum levels of Clb5,6 and Clb1,2 (Fig. 3C and D) showed the same tendency as observed for the distance between maximum levels of Clb5,6 and Clb3,4. If Sic1 did not bind to both Cdk1–Clb3,4 and Cdk1–Clb1,2 (version 1, Fig. 2A), to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (version 2, Fig. 2D) or to all three kinase complexes (version 3, Fig. 2G). The pairwise comparison of time delays of Clbs appearance between different versions – in which versions 1 and 2 are analysed in comparison to version 3 – is shown in Fig. 3. The analysis of the time delay between maximum levels of Clb5,6 and Clb3,4 showed that change of parameter values affects this distance almost to the same extent in both versions 1 and 3 (Fig. 3A). A similar result was observed in the comparison of versions 2 and 3 (Fig. 3B). The analysis of the time delay between maximum levels of Clb5,6 and Clb1,2 (Fig. 3C and D) showed the same tendency as observed for the distance between maximum levels of Clb5,6 and Clb3,4. If Sic1 did not bind to both Cdk1–Clb3,4 and Cdk1–Clb1,2 (version 1) or to Cdk1–Clb3,4 (version 2), time delays of the separation between Clb3,4 and Clb1,2 tended to be smaller (Fig. 3E and F). Remarkably, we observed a clear effect on the temporal distance between Clb3,4 and Clb1,2, being the correlation indexes gravely diminished with respect to parameter values of the network. Any change of the parameters affected the delay of Clb appearance more clearly only when Sic1 is bound to all Cdk1–Clb complexes (version 3).

From these analyses we conclude that regulation of time delays between Clbs is essentially triggered by interaction of Sic1 with all Cdk1–Clb complexes. Importantly, the interaction of Sic1 to Clb3,4 leads to a temporal separation between Clb3,4 and Clb1,2.

3.4. Sic1 interacts with all B-type cyclins

To further investigate the role of Sic1 in regulating the temporal appearance of Clbs, we investigated experimentally whether Sic1 can interact with all of them. Associations of Sic1 with all B-type cyclins have been detected in high throughput genome-wide
Fig. 3. Impact of the network parameter values on the delay between Clbs appearance. The graphs report the time delay observed between maximum levels of Clbs for binary combinations of the three network variants reported in Fig. 2. (A, B) Time delay between Clb5,6 and Clb3,4 (t3,4−t5,6) [version 1]. (C, D) Time delay between Clb5,6 and Clb1,2 (t1,2−t5,6). (E, F) Time delay between Clb3,4 and Clb1,2 (t1,2−t3,4). Each parameter of the network may vary from his selected value to the same value multiplied for a random real value comprised between 0.1 and 10.

In a next step, we investigated whether the observed interaction between Sic1 and Clbs can be also validated by GST pull-down analysis (Fig. 4B). To this end, we generated glutathione S-transferase (GST) fusion proteins for CLB1–6 genes. Proteins were immobilized on Glutathione Sepharose beads and incubated with yeast lysate containing recombinant Myc-tagged Sic1. We observed that Sic1–Myc (~46 kDa) co-precipitated with all GST-tagged Clbs (lanes 4 and 5), but not with Sepharose beads alone (lane 2) or with GST-coupled resins (lane 3).

Our experimental results, together with the indication that Sic1 is a substrate for the Clb3-associated kinase activity (data not shown) as it has been reported for Clb5 and Clb2 (Feldman et al., 1997; Skowyra et al., 1997; Ubersax et al., 2003), support the hypothesis that Sic1 might interact with all Cdk1–Clb complexes.

3.5. Sic1 coexists in time with all B-type cyclins and could coordinate their timing during cell cycle progression

To demonstrate that Sic1 does not coexist exclusively with Clb5,6 at the G1/S transition and with Clb1,2 at the transition into anaphase (Schwob et al., 1994; Toyn et al., 1997) but also with Clb3,4 during cell cycle progression, we performed a time course experiment with G1-elutiated cells.

We tagged one cyclin for each Clb pair (Clb2, Clb3 and Clb5) and Sic1 in a single yeast strain, synchronized the cells by elutriation and followed in time the waves of Clb levels together with Sic1 by Western blot (Fig. 5A). As previously described (Schwob et al., 1994; Toyn et al., 1997) but also with Clb3,4 during cell cycle progression, we performed a time course experiment with G1-elutiated cells.

In a next step, we investigated whether the observed interaction between Sic1 and Clbs can be also validated by GST pull-down analysis (Fig. 4B). To this end, we generated glutathione S-transferase (GST) fusion proteins for CLB1–6 genes. Proteins were immobilized on Glutathione Sepharose beads and incubated with yeast lysate containing recombinant Myc-tagged Sic1. We observed that Sic1–Myc (~46 kDa) co-precipitated with all GST-tagged Clbs (lanes 4 and 5), but not with Sepharose beads alone (lane 2) or with GST-coupled resins (lane 3).

Our experimental results, together with the indication that Sic1 is a substrate for the Clb3-associated kinase activity (data not shown) as it has been reported for Clb5 and Clb2 (Feldman et al., 1997; Skowyra et al., 1997; Ubersax et al., 2003), support the hypothesis that Sic1 might interact with all Cdk1–Clb complexes.

3.5. Sic1 coexists in time with all B-type cyclins and could coordinate their timing during cell cycle progression

To demonstrate that Sic1 does not coexist exclusively with Clb5,6 at the G1/S transition and with Clb1,2 at the transition into anaphase (Schwob et al., 1994; Toyn et al., 1997) but also with Clb3,4 during cell cycle progression, we performed a time course experiment with G1-elutiated cells.

We tagged one cyclin for each Clb pair (Clb2, Clb3 and Clb5) and Sic1 in a single yeast strain, synchronized the cells by elutriation and followed in time the waves of Clb levels together with Sic1 by Western blot (Fig. 5A). As previously described (Schwob et al., 1994; Toyn et al., 1997) but also with Clb3,4 during cell cycle progression, we performed a time course experiment with G1-elutiated cells.
Fig. 4. Sic1 interacts with B-type cyclins. (A) Yeast cells expressing various fusion proteins (see text for details) were spotted onto selective media lacking the respective amino acids (SDII, SDIV) or on membrane for detection of β-galactosidase activity. 2.5 mM 3-amino-1,2,4-triazole (3′AT) was used to measure the relative strength of interactions. The interaction between the C-terminal domain of human ATXN2, ATXN2-FD, and the C-terminal domain of human PABP, PABC, was used as positive control. (B) Bacterial expressed proteins GST and GST-Clbs were immobilized on Glutathione Sepharose beads and incubated with lysate from yeast cells expressing Myc-tagged Sic1 from its endogenous promoter. Concentrated Sic1-Myc lysate served as a loading control (lane 1). Sepharose beads (lane 2) and GST-coupled resins (lane 3) were used as negative controls. Precipitation of Sic1-Myc bound on immobilized GST-Clb1,3,5 (lane 4) and GST-Clb2,4,6 (lane 5) was detected with rabbit α-Myc antibody (lanes 4 and 5).
Fig. 5. Sic1 coexists with all B-type cyclins and potentially coordinates their correct timing along cell cycle. (A) Time course of Clb2, Clb3 and Clb5 in wild type (YAN48) and sic1Δ (YAN68) strains. Yeast cells were synchronized by centrifugal elutriation in YPD at 30 °C, released into fresh YPD at 30 °C, and sampled for Western blot analysis at the indicated times. The result is representative of four independent experiments. (B) Cell synchrony. The same time points reported in (A) were sampled to measure both DNA content by Flow Cytometry and budding by microscopy. (C) Simulation of the sic1Δ mutant. The simulation is carried out with standard values and with an initial concentration of Sic1 set to 0.

1994), Sic1 started to be degraded upon entry into S phase (between 100 and 120 min). Moreover, Clb5, Clb3 and Clb2 rise at 90, 100 and 130 min, respectively, showing the characteristic periodicity of Clb levels during cell cycle progression. We did not observe complete degradation of all Clb proteins, most probably due to loss of synchrony. However, drop in Clb2 levels corresponds to Sic1 increase and to the transition from meta- to anaphase (visible at 140–150 min), as confirmed by measuring the DNA content of samples taken during the elutriation, where cells proceed through cytokinesis immediately afterwards (Fig. 5B). Sic1 and Clb3 were labelled with the same tag and detectable also at low levels. During both decline and rising of Sic1, Clb3 was present in relative high amounts (110 and 160 min), indicating that Sic1 coexists with Clb3 at different time points. Moreover, Sic1 was not completely degraded and its levels detectable until 140–150 min, length of one complete cell cycle, with the exception of the temporal window (130–140 min) where Sic1 reached its minimal levels and all Clbs peaked (Fig. 5A). This is in agreement with the general idea that all Cdk1–Clb complexes can contribute to maintain Sic1 at low levels until anaphase (Nasmyth, 1996). This aspect has been also implemented into the mathematical model, where Sic1 is degraded from each Cdk1–Clb–Sic1 ternary complex (see Fig. 2G).

Interestingly, a sic1Δ strain seems to lose the timing of Clbs appearance, although cells proceeded into the replicative state (Fig. 5A and B). Despite the lack of perfect synchrony of the strain, relative levels of Clb5, Clb3 and Clb2 appeared to be similar in all time points and progressively increased as compared to the wild type (Fig. 5A). In particular, Clb2 levels, which raised at 130 min in the wild type, accumulate already at time 0 in the sic1Δ strain, with cells arrested for the appearance, although cells proceeded into the replicative state (Fig. 5A and B). Simulation of the sic1Δ mutant qualitative agrees with this finding, showing that Clb waves are abolished and their levels reach different plateau, as observed experimentally (Fig. 5C). This result suggests that our predictions are valid, highlighting the fact that the model could reflect a mechanism existing in living cells to coordinate Clbs appearance.

3.6. Clb oscillations: Clb-stimulated degradation or Sic1-mediated regulation?

In the network of Cdk1–Clb regulation presented in Fig. 2, degradation of Clbs was simplified by setting fixed rate constants (reactions 5, 7 and 9). However, two APC complexes, APC(Cdc20) and APC(Cdh1), are involved in the down-regulation of Clb levels (see Introduction). Fig. 6 shows largely the same network, taking additionally into account Clb degradation via APC according to Fig. 1C. For simplicity, APC complexes and their interactions with Clbs were not explicitly included. Instead, the role of specific Cdk1–Clb complexes in Clbs down-regulation, through activation or inactivation of APC, was included as indicated by arrows E, F, G and H. As for the other equations of the network, we described the APC-regulated degradation of Clbs using mass action kinetics. Specifically, we introduced: (i) Clb5,6 degradation stimulated by Cdk1–Clb3,4 and Cdk1–Clb1,2 (Fig. 6, arrows E and F – k5 and k6 – respectively), and (ii) Clb3,4 and Clb1,2 degradations stimulated by Cdk1–Clb1,2 (Fig. 6A, arrows G and H – k3 and k4 – respectively).

The computed time courses of total levels of Clb5,6, Clb3,4 and Clb1,2 resembled those obtained previously, showing no staggering between times of Clbs appearance. This was observed when Sic1 binds to Cdk1–Clb5,6 only (Fig. 6B), or to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (Fig. 6E). Similarly, by modulating values of parameters k5, k6 and k7 as previously described (Fig. 2), no differentiation between maximum levels of Clb3,4 and Clb1,2 was observed (Fig. 6C and F). Only the binding of Sic1 to all Cdk1–Clb complexes generated the time delay between Clbs (Fig. 6H). The different time delays of Clb appearance are listed in Appendix B, Table A.3. A local sensitivity
3.7. Effect of Sic1 degradation on Cdk1–Cib dynamics

Considering that oscillations in Sic1 levels trigger the feedforward loop necessary for the periodic changes in the Cdk1–Cib activity (Thornton and Toczyski, 2003), we investigated the role of Sic1 in the regulation of Cdk1–Cib complexes. We focused on the change in level of Sic1 phosphorylation and, thus, degradation. Multisite phosphorylation of Sic1 is a key process for entering into S phase at a correct timing, and mathematical description for this mechanism has been investigated (Borg et al., 2007; Deshaies and Ferrell, 2001; Gunawardena, 2005; Harper, 2002; Klein et al., 2003; Nash et al., 2001). Sic1 is promptly degraded at the G1/S transition after initial phosphorylation by Cdk1–Cln1,2 (Nash et al., 2001; Verma et al., 1997b) to release the activity of Cdk1–Cib5,6 required to start DNA replication (Schwob et al., 1994), and we also included this event in the mathematical model of the G1/S transition (Barberis et al., 2007). Moreover, all Cdk1–Cib complexes could phosphorylate Sic1, therefore promoting its proteolysis, to maintain low levels until anaphase (Nasmyth, 1996), and we considered this potential mechanism in the networks presented in Figs. 2, 9 and 6. Recent data suggested that a unphosphorylatable (non-degradable) form of Sic1 (SIC-0P) transiently blocks Cdk1–Cib activation, but that ultimately the total level of these complexes could increase above Sic1 level to drive cell cycle progression (Cross et al., 2007). Failure of Sic1 phosphorylation and proteolysis imposes a lengthened G1 phase, variable delays in the budded part of the cell cycle and an extreme sensitivity to Cib dosage, rather than a lethal cell cycle block (Cross et al., 2007). This potentially indicates that stable Sic1 retards the onset of DNA replication due to a delayed activation of Cdk1–Cib activities.
To address this issue, we performed a time course experiment over-expressing the non-degradable form of Sic1 (SIC1-0P) under the GAL promoter in the same Clb-tagged strain used in Fig. 5. After cell synchronization by elutriation, we followed waves of Clb2, Clb3 and Clb5 levels in time by Western blot after release on raffinose or raffinose plus galactose media (Fig. 7A). In raffinose-growing cells, Clbs show their characteristic periodicity starting to accumulate progressively at 170 min (Clb5), 200 min (Clb3) and 210 min (Clb2). In this condition, DNA synthesis occurs at around 200 min, as shown by measuring the content of DNA of samples taken during the elutriation (Fig. 7B). Interestingly, the over-expression of SIC1-0P in this strain delays both timing of Clbs appearance and DNA replication onset (Fig. 7A and B), indicating that cell cycle delay observed by Cross and colleagues could be due to the retard in which different Clbs are accumulated, one after the other one, as compared with a wild type strain. Fig. 7C shows the phenotype of cells grown in

![Fig. 7. Over-expression of SIC1-0P exacerbates the difference in onset of Clbs waves. (A) Time course of Clb2, Clb3 and Clb5 onset. Newborn YAN48 cells over-expressing SIC1-0P were recovered from elutriation and grown in SD medium plus 2% raffinose in presence or absence of 1% galactose. Samples were taken at the indicated times to be analysed by Western blot. (B) Cell synchrony. The same time points reported in (A) were sampled to measure both DNA content by Flow Cytometry. (C) Abnormal bud formation in SIC1-0P expressing cells. The same cells reported in (A) were sampled after elutriation (time=0) and at the end of experiment (time=280), fixed and treated with DAPI to visualize DNA along with Nomarsky contrast filter. (D) Wild type Sic1-HA and Sic1-0P-HA proteins were revealed by Western blot anti-HA, showing the same level of expression. Hog1 was detected as a loading control. (E) Morphology of Sic1 and Sic1-0P expressing cells. Yeast cells were grown overnight on raffinose medium lacking uracil, resuspended on either glucose or galactose containing media, then incubated at 30 °C for 5 h, fixed and stained with DAPI for visualization.](image-url)
raffinose or in raffinose plus galactose media immediately after elutriation (0 min) and at the end of the time course experiment (280 min). In the condition raffinose plus galactose, abnormal bud formation is observed (280 min), clearly indication of SIC1-0P expression. Being a stronger antagonist of the Cdk1-Clb activity, a non-degradable variant of Sic1 is expected to produce a defective cellular phenotype as compared to Sic1 over-expression, which instead inhibits cell cycle progression only of a subset of cells in the yeast population, as reported (Nugroho and Mendenhall, 1994). The level of over-expression of galactose-induced wild type SIC1 and SIC1-0P is similar (Fig. 7D), however the effect on cellular morphology is remarkably different. In fact, about 15% of cells over-expressing a wild type SIC1 show an elongated morphology – in agreement with the range 10–25% reported by Nugroho and Mendenhall –whereas inducing SIC1-0P the percentage increases to about 60% (Fig. 7E). This demonstrates that the effect observed is not due to Sic1 over-expression and suggests that defects in cell division observed in Sic1-0P could be a consequence of an altered timing of Clb waves.

An increased amount of Sic1 did not impair but delayed the formation of Clb waves. However, it is difficult to assess whether this is a direct consequence of Sic1 excess on levels of Clbs or a secondary effect due to SIC1-0P-dependent delay in cell cycle progression. Therefore, we investigated by computational simulations the possible effect of an artificially non-degradable Sic1 (which mimics the SIC1-0P variant) or an over-expressed Sic1 on the formation of Clb waves. Starting from the network shown in Fig. 2G, we considered that Sic1 was artificially over-expressed and not degraded (SIC1-0P) by any of Cdk1–Clbs (reaction rates 5, 14 and 18 are set to 0), allowing only its constitutive degradation (reaction 26). Fig. 8A shows the simulation of Clb total levels already presented in Fig. 2H, with an additional curve of Sic1 levels in time. Considering that experimental measurements frequently show only relative changes and, as reported, there is no real agreement on absolute levels for Sic1 as well as for Clbs (Cross et al., 2002; Ghaemmaghami et al., 2003), we normalized concentrations to 1 to get compatible time courses and absolute protein levels were not considered. As observed in Fig. 8B, levels of SIC1-0P decreased slowly, and all Clbs raised also slowly, as compared to the time scale (60 min) considered in Fig. 8A. However, by extending the time scale, the successive appearance of Clbs was observed again (Fig. 8C), suggesting that if Sic1 was not regulated for its degradation, possibly the cells would have a much longer G1 phase. Contrarily, over-expression of a wild type Sic1 (SIC1) shows already after 60 min a different slope of both Sic1 decrease and Clb increase, as compared with a not degraded Sic1 (Fig. 8D). Strikingly, by extending the time scale, Clb waves were observed to peak early and in a narrow timing corresponding to Sic1 minimum level and to disappear together in a shaped fashion (Fig. 8E). These results, together with data presented in Fig. 5, suggest that a functional Sic1 might coordinate waves of temporal Clb activity. Moreover, a non-degradable Sic1 seems to have a stronger effect, delaying cell cycle progression due to a different timing of Clb waves, prediction that requires a

![Simulation of Clb waves after over-expression of SIC1-0P and SIC1.](image)

Fig. 8. Simulation of Clb waves after over-expression of SIC1-0P and SIC1. (A) Simulation showing total levels of wild type Sic1 and Clbs in the network of Fig. 2G. All concentrations are normalized to 1. Protein levels are indicated with different colours: Sic1 in black, Clb5,6 in red, Clb3,4 in blue and Clb1,2 in green. (B) Sic1-0P and Clbs are plotted up to 60 min. (C) Sic1-0P and Clbs are plotted up to 500 min. (D) Over-expressed Sic1 and Clbs are plotted up to 60 min. (E) Over-expressed Sic1 and Clbs are plotted up to 200 min.
new experimental test. This prediction is in line with the fact that cells expressing SIC1-OP show a defective phenotype with an increasing elongated morphology, as observed in Fig. 7E.

All together, our findings suggest that Sic1 offers a feed-forward regulation to trigger the waves of Clb levels and the timing of their appearance, therefore contributing to the robustness of the cell cycle.

4. Discussion

The biochemical regulation that controls cell cycle has been recognized to be the oscillation of Cdk1 activity, where Clbs bind to Cdk1 kinase with the characteristic staggered behaviour known as “waves of cyclins” (Fitch et al., 1992; Futcher, 1996; Koch and Nasmyth, 1994). However, to our knowledge, the mechanism of this coordinated regulation remains elusive.

In this work, we suggest a new perspective for the role of Sic1, the Cdk1–Clb inhibitor, in the regulation of waves of Clb levels. The network we proposed in which Sic1 binds to, and regulates the equilibrium of, all Cdk1–Clb complexes reproduced the oscillatory behaviour of Clbs, and experimental data showed the interaction between Sic1 with all Clbs by means of yeast-two-hybrid and GST pull-down analyses. Global sensitivity analysis supported our findings, demonstrating that the results are not critically dependent on the specific parameter choice. Moreover, Sic1 coexists in time with all Clbs and appears to drive their staggering during cell cycle progression. Furthermore, we found that in sic1Δ cells, which show a high frequency of chromosome loss and breakage (Nugroho and Mendenhall, 1994), all Clbs accumulate prematurely losing timing and periodicity of their appearance. This finding is supported by the fact that, in this strain, Clb5 accumulates earlier compared to the wild type and generates a too high Cdk1–Clb5,6 activity in G1, promoting early DNA replication from few origins (Lengronne and Schwob, 2002). Consequently, an uncontrolled pattern of Clb expression can provoke a not complete DNA replication in a timely manner with cells that mis-segregate replicated chromosomes, resulting in extensive chromosome loss. Finally, we showed both experimentally and computationally that over-expression of a non-degradable form of Sic1 (SIC1-OP) delays the formation of all Clb waves. Thus, Sic1 could play a critical role in coordinating replication with mitotic events, possibly coordinating the temporal expression of Clbs.

Furthermore, our mathematical analysis confirmed that Clb-regulated degradation is not essential to generate waves of cyclins. Although both cyclin degradation and specificity contribute to the triggering of sequential cell cycle events to generate a robust cell cycle (Bloom and Cross, 2007), they are not an absolute requirement for a viable cell cycle. Moreover, in the case of constitutive Clb expression, waves of Cdk1–Clb activity can be still observed. This is due to the fact that oscillations in Sic1 level are enough to trigger the feed-forward loop necessary for the switching of Cdk1–Clb complexes between states of high and low concentrations (Thornton and Toczyski, 2003). Our results are in agreement with this vision, and propose a role for Sic1 in coordinating the appearance of Cdk1–Clbs, rather than their proteolysis, to regulate cell cycle events.

4.1. Is Sic1 part of the mechanism that regulates cell cycle coordination?

The model here presented can be reduced to a variation of the classical biochemical switch between an inhibitor I (Sic1) and an activator A (Clb) (Fig. 9A). In this view, the scheme follows the typical hybrid feedback loop motif of oscillations found in nature (Tiana et al., 2007), where the double inhibition between I and A results in a positive feedback loop on A (Fig. 9B).

Our computational finding that an artificially not degraded Sic1 does not impair the formation of Clb waves is supported by recent data showing that yeast cells expressing an unphosphorylatable (non-degradable) form of Sic1 delayed DNA replication due to the postponed activation of the Cdk1–Clb activity (Cross et al., 2007). These data suggest that stable Sic1 transiently blocks Cdk1–Clb activation, but that ultimately the total level of these complexes increases above the Sic1 level. This is in agreement with the finding that cells carrying SIC1-OP are lethal in absence of CLB2, CLB3 or CLB5 genes (Cross et al., 2007). In support to this vision, we have shown that Sic1 directly interacts with all Clbs and SIC1-OP over-expression delays the appearance of all Clb waves, reflecting the different activity that Clbs play at various stages in the cell cycle (Cross et al., 2002; Miller and Cross, 2001).

Based on our findings, we argue that Sic1 may be part of the mechanism that coordinates cell cycle regulation. Is an additional function of Sic1 to synchronize waves of Clb levels with other cell cycle processes? Stabilization and destabilization of Sic1 in late stages of the cell cycle still have to be proven, but there is evidence for a possible involvement of kinases and phosphatases in its fine-tuned regulation. Sic1 is targeted at multiple sites by several kinases such as Hog1 (Escote et al., 2004), Pho85 (Nishizawa et al., 1998), Ime2 (Sedgwick et al., 2006) and CK2 (Barberis et al., 2005b; Cocetti et al., 2006), but the effect of these phosphorylations on Sic1 stability is not fully understood. In addition, phosphorylations stabilizing Sic1 has also been reported, mediated by the phosphatase Cdc14 (Visintin et al., 1998) and Dcr2 (Pathak et al., 2007).

5. Conclusion

Biochemical feedback and feed-forward loops commonly serve to coordinate oscillations of cellular processes occurring over a wide range of time scales. Quantitative properties, such as high basal degradation rates of proteins, tend to dampen these oscillations. In the cell cycle of budding yeast, passage through different phases employs multiple specific Cdk1–Clb complexes in a fixed sequence. Clbs bind to Cdk1 kinase with the characteristic staggered behaviour known as “waves of cyclins”. In the present study, our combined computational and experimental analyses support the fact that Sic1 may coordinate the staggering of phase-specific Clb levels, generating the characteristic pattern of waves. Moreover, we provide evidence supporting the vision that Clb-regulated degradation is not essential to generate cyclin waves. Future studies will have to concentrate on identifying additional mechanisms, besides Sic1 degradation via Cdk1–Cln and Cdk1–Clb phosphorylations, by which Sic1 can be regulated. This could be investigated on the one side by testing experimentally the involvement of kinases and phosphatases known to play a role in Sic1 regulation, and on the other side by searching for novel regulators of Sic1.

![Fig. 9. Negative feedbacks loops of the signalling network.](image-url)
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Appendix A

Ordinary differential equations (ODEs) of the networks describing the dynamics of Cdk1–Clb activation are listed as follows.

Network Fig. 2

\[
\frac{d\text{Clb}_1}{dt} = -k_2\text{Clb}_1 + k_3\text{Clb}_1 + k_4\text{Clb}_1 - k_5\text{Clb}_1 \times (1 + [\text{Clb}_1, 2] + [\text{Clb}_1, 3] - k_6\text{Clb}_1) \times (1 + [\text{Clb}_1, 2] + [\text{Clb}_1, 3] - k_6\text{Clb}_1) \times (1 + [\text{Clb}_1, 2] + [\text{Clb}_1, 3] - k_6\text{Clb}_1) \times (1 + [\text{Clb}_1, 2] + [\text{Clb}_1, 3] - k_6\text{Clb}_1)
\]

Network Fig. B.9

A.2.1–A.2.5 equal to A.1.1–A.1.5 (Network Fig. 2).

A.2.7–A.2.9 equal to A.1.7–A.1.9 (Network Fig. 2).

A.2.11–A.2.13 equal to A.1.11–A.1.13 (Network Fig. 2).

\[
\frac{d[\text{Clb}_1]}{dt} = k_{12}[\text{Clb}_1, 2] - k_{11}[\text{Clb}_1, 2] - k_{17}[\text{Clb}_1, 2] - k_{18}[\text{Clb}_1, 2]
\]

(1.13)
\[
\frac{d[mRNA\text{CLB}1,2]}{dt} = k_9(1 + k_6[Cdk1\text{-Clb}1,2] + k_h[Cdk1\text{-Clb}3,4]) \quad (A.2.17) \\
+ k_c[Cdk1\text{-Clb}5,6]) - k_{23}[mRNA\text{CLB}1,2]
\]

\[
\frac{d[Clb1,2]}{dt} = k_{24}[mRNA\text{CLB}1,2] - k_{24}[Cdk1] \times [Clb1,2] + k_{25}[Clb1\text{-Clb}2,1] 
\]  
(A.2.18)

Network Fig. 6

A.3.1 equal to A.1.1 (Network Fig. 2).

\[
\frac{d[Cdk1\text{-Clb}5,6]}{dt} = k_1 - k_2[Sic1](Cdk1\text{-Clb}5,6) + k_3[Cdk1\text{-Clb}5,6, Sic1] \\
+ k_3[Cdk1\text{-Clb}5,6, Sic1] \times (1 + [Cdk1\text{-Clb}5,6] \\
+ [Cdk1\text{-Clb}3,4] + [Cdk1\text{-Clb}2,1]) - k_h[Cdk1\text{-Clb}5,6] \\
\times (1 + k_c[Cdk1\text{-Clb}3,4] + k_c[Cdk1\text{-Clb}2,1]) 
\]  
(A.3.2)

A.3.3–A.3.4 equal to A.1.3–A.1.4 (Network Fig. 2).

\[
\frac{d[Clb5,6, 6]}{dt} = k_4[Cdk1\text{-Clb}5,6, Sic1] + k_4[Cdk1\text{-Clb}5,6] \\
\times (1 + k_c[Cdk1\text{-Clb}3,4] + k_c[Cdk1\text{-Clb}2,1]) 
\]  
(A.3.5)

A.3.7–A.3.8 equal to A.2.7–A.2.8 (Network Fig. 2).

\[
\frac{d[Cdk1\text{-Clb}3,4]}{dt} = k_7(1 + k_6[Cdk1\text{-Clb}5,6, Sic1]) - k_{15}[Sic1] \times [Cdk1\text{-Clb}3,4] \\
+ k_{16}[Cdk1\text{-Clb}3,4, Sic1] - k_h[Cdk1\text{-Clb}3,4] \\
\times (1 + k_c[Cdk1\text{-Clb}2,1]) 
\]  
(A.3.6)

A.3.11–A.3.12 equal to A.1.11–A.1.12 (Network Fig. 2).

\[
\frac{d[Clb1,2]}{dt} = k_{13}[Cdk1\text{-Clb}1,2, Sic1] + k_{14}[Cdk1\text{-Clb}1,2] \\
\times (1 + k_c[Cdk1\text{-Clb}1,2]) 
\]  
(A.3.13)

In the analyses, the biochemical reactions are described by means of mass action kinetics. However, the regulation of transcription might be strongly non-linear and threshold-like, rather than linear as considered here. If Cdk1–Clb3,4 is required for priming Clb1,2, and Clb1,2 genes are only triggered after a large amount of Cdk1–Clb5,6 has passed, this could generate a delay in the absence of Sic1 regulation of Cdk1–Clb3,4. In order to test this hypothesis, the activation of Cdk1–Clb by Michaelis–Menten equations was modelled (unpublished data). The simulations did not reproduce the wave-like behaviour that we obtained using mass action kinetics. Mass action kinetics can be used as a reasonable description of the condensed and highly simplified transcriptional regulation processes considered here.

Table A.1

<table>
<thead>
<tr>
<th>Network Fig. 2</th>
<th>Network Fig. B.9</th>
<th>Network Fig. 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1 = 0.1)</td>
<td>(k_{14} = 0.05)</td>
<td>(k_9 = 0.1)</td>
</tr>
<tr>
<td>(k_5 = 5)</td>
<td>(k_9 = 5)</td>
<td>(k_8 = 5)</td>
</tr>
<tr>
<td>(k_8 = 0.5)</td>
<td>(k_{30} = 0.5)</td>
<td>(k_5 = 0.5)</td>
</tr>
<tr>
<td>(k_9 = 0.01)</td>
<td>(k_{31} = 0.5)</td>
<td>(k_9 = 0.01)</td>
</tr>
<tr>
<td>(k_1 = 0.05)</td>
<td>(k_{32} = 0.5)</td>
<td>(k_8 = 0.05)</td>
</tr>
<tr>
<td>(k_7 = 0.7)</td>
<td>(k_{33} = 1)</td>
<td>(k_9 = 0.7)</td>
</tr>
<tr>
<td>(k_4 = 0.01)</td>
<td>(k_{34} = 5)</td>
<td>(k_9 = 0.01)</td>
</tr>
<tr>
<td>(k_6 = 0.7)</td>
<td>(k_{35} = 5)</td>
<td>(k_6 = 0.7)</td>
</tr>
<tr>
<td>(k_8 = 0.7)</td>
<td>(k_{36} = 5)</td>
<td>(k_9 = 0.7)</td>
</tr>
<tr>
<td>(k_8 = 1)</td>
<td>(k_{37} = 1)</td>
<td>(k_8 = 1)</td>
</tr>
</tbody>
</table>

Table A.2

Oligonucleotide primers. Underlined primer sequences indicate the restriction sites.

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>GST pull-down</td>
<td>5'-CAAGCAAGCGATCTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb1_FSI</td>
<td>5'-GTCGACATTGATCTTATAGATGTCC-3'</td>
</tr>
<tr>
<td>sic1_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb2_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb3_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb4_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb5_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
<tr>
<td>clb6_FSI</td>
<td>5'-ATGCGCGCAACTTACGTCGAG-3'</td>
</tr>
</tbody>
</table>

Table A.3

Corresponding time (in min) at the maximum peak of Clb concentrations for different networks. The time delay between the peaks within each network is also reported.

<table>
<thead>
<tr>
<th>Network Fig. 2G</th>
<th>Network Fig. B.9G</th>
<th>Network Fig. 6G</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_{9,0} = 22.88)</td>
<td>(t_{5,0} = 23.51)</td>
<td>(t_{5,0} = 22.55)</td>
</tr>
<tr>
<td>(t_{4,0} = 31.99)</td>
<td>(t_{4,0} = 28.84)</td>
<td>(t_{4,0} = 28.84)</td>
</tr>
<tr>
<td>(t_{1,2} = 34.06)</td>
<td>(t_{1,2} = 37.61)</td>
<td>(t_{1,2} = 32.55)</td>
</tr>
</tbody>
</table>

\(\Delta (t_{1,2} - t_{3,4}) = 7.18\) 
\(\Delta (t_{1,2} - t_{3,4}) = 8.48\) 
\(\Delta (t_{1,2} - t_{3,4}) = 6.29\) 
\(\Delta (t_{1,2} - t_{3,4}) = 3.71\) 
\(\Delta (t_{1,2} - t_{3,4}) = 14.20\) 
\(\Delta (t_{1,2} - t_{3,4}) = 10.00\)
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Fig. B.1. Impact of $k_A$, $k_B$, and $k_C$ on the time delay between time delays of Clb3,4 and Clb1,2. (A) Graph reporting the combination of different values for $k_A$ and $k_B$ is shown together with a 2D visualization. For clarification purposes, the minimum value on the graph (equal to 1, not displayed) corresponds to the minimum value of $k_A$ (50) and $k_B$ (500), while the maximum value on the graph (equal to 10) corresponds to the maximum value of $k_A$ (500) and $k_B$ (5000). (B) Graph reporting the combination of different values for $k_A$ and $k_C$ is shown together with a 2D visualization. For the sake of the clarification, the minimum value on the graph (equal to 1, not displayed) corresponds to the minimum value of both $k_A$ and $k_C$ (50), while the maximum value on the graph (equal to 10) corresponds to the maximum value of both $k_A$ and $k_C$ (500).

Figs. B.2–B.7. Impact of $k_A$ and $k_B$ or $k_A$ and $k_C$ on the time delay between B-type cyclins. The graphs report a combination of different values of $k_A$ and $k_B$ or $k_A$ and $k_C$ for the three networks under investigation, to obtain the minimum or maximum delay between Clbs. The 2D visualization of the graphs is also shown. For each analysis, panels A, B and C represent simulations for the networks depicted in Figs. 2, B.9 and 6, respectively: $t_{3,4} - t_{5,6}$, time delay between Clb5,6 and Clb3,4 (Figs. B.2 and B.5); $t_{1,2} - t_{3,4}$, time delay between Clb3,4 and Clb1,2 (Figs. B.3 and B.6); $t_{1,2} - t_{5,6}$, time delay between Clb5,6 and Clb1,2 (Figs. B.4 and B.7). The range of values for $k_A$, $k_B$ and $k_C$ and the graphic interpretations are the same reported in Fig. B.1.
Figs. B.2–B.7 (continued).
Figs. B.2–B.7 (continued).
Fig. B.8. Sensitivity analysis of the model in Fig. 2G. Each curve represents the relative change of a concentration time course $c(t)$ caused by an infinitesimal increase in the parameter $k$ ($\Delta c(t)/\Delta k$). (A–C) Time-dependent response coefficients for Cdk1–Clb5,6. (D–F) Time-dependent response coefficients for Cdk1–Clb3,4. (G–I) Time-dependent response coefficients for Cdk1–Clb1,2.
Fig. B.9. Signalling network including steps of Cdk1–Clb formation and computational time courses of total levels of Clb5,6, Clb3,4 and Clb1,2. (A) Network describing the binding of Sic1 to Cdk1–Clb5,6 (solid lines), based on the network shown in Fig. 2A. The additional reactions introduced are: i) when Sic1 is degraded ($k_5$), Cdk1–Clb5,6 promotes CLB3,4 mRNA activation ($k_A$); ii) when Clb3,4 are produced from their mRNAs ($k_{19}$), they bind to Cdk1 produced at a constitute level ($k_{20}$) forming the Cdk1–Clb3,4 complex ($k_{21}$); (iii) Cdk1–Clb3,4 in turn promote CLB1,2 mRNA activation ($k_B$) together with Cdk1–Clb5,6 ($k_C$); (iv) when Clb1,2 are produced from their mRNAs ($k_{23}$), they bind to Cdk1 forming the Cdk1–Clb1,2 complex ($k_{24}$); (v) Cdk1 dissociation from binary complexes ($k_{22}$ and $k_{25}$) is also considered. The sequential transcriptional activation of Cdk1–Clb complexes is shown in red ($k_A$, $k_B$, $k_C$ and $k_D$). Simulations are carried out with standard values (B) or varying $k_A$, $k_B$ and $k_C$ (C), as described in the text relative to Fig. 2. (D) Network describing the binding of Sic1 to both Cdk1–Clb5,6 and Cdk1–Clb1,2 (dotted lines). Simulations are carried out with standard values (E) or varying $k_A$, $k_B$ and $k_C$ (F). (G) Network describing the binding of Sic1 to Cdk1–Clb5,6, Cdk1–Clb1,2 and Cdk1–Clb3,4 (dashed lines). Simulations are carried out with standard values (H). In all simulations, the initial concentration of Sic1 is set to 5, whereas all other initial concentrations are set to 0.
Fig. B.10. Sensitivity analysis of the model in Fig. B.9. The analysis in form of time-dependent response coefficients has been performed as shown in Fig. B.8. (A–C) Time-dependent response coefficients for Cdk1–Clb5,6. (D–F) Time-dependent response coefficients for Cdk1–Clb3,4. (G–I) Time-dependent response coefficients for Cdk1–Clb1,2.

Fig. B.11. Sensitivity analysis of the model in Fig. 6. The analysis in form of time-dependent response coefficients has been performed as shown in Fig. B.8. (A–C) Time-dependent response coefficients for Cdk1–Clb5,6. (D–F) Time-dependent response coefficients for Cdk1–Clb3,4. (G–I) Time-dependent response coefficients for Cdk1–Clb1,2.
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